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Abstract

Corporate news event extraction is a key technology supporting enterprise dynamics
analysis and industrial decision-making. This task is characterized by long-text inputs
and diverse content, posing core challenges such as multi-event extraction and dispersed
arguments. Although Large Language Models (LLMs) demonstrate strong capabilities
in long-range dependency modeling and semantic association, general-purpose LLMs
often fall short in meeting the requirements for domain specificity and resource effi-
ciency in enterprise-level applications. To address these issues, this paper proposes
a Mixture-of-Experts Enhanced Multi-Task Learning framework for Corporate News
Event Extraction (MoE-ML-CNEE). By constructing a unified fine-tuning dataset and
adopting a multi-task joint training paradigm, we formulate event detection and ar-
gument extraction as structured language templates, thereby enhancing the model’s
global representation capabilities. A novel MoELoRA module is designed to leverage
dynamic routing mechanisms, enabling knowledge sharing and feature disentanglement
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among expert networks within a low-rank parameter space. Experimental results show
that the proposed MoE-ML-CNEE model consistently outperforms existing baselines
on both public datasets (ChiFinAnn and DuEE-fin) and a self-constructed corporate
news dataset across tasks of event detection and argument extraction.

Keywords: Event Extraction , Event Detection , Event Argument Extraction ,
Mixture-of-Experts Model , Large Language Model
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BEEAERD, AT EHOUE S R, RERS A SR AN A 3GE SR ERARAE T ;

(10) Ernie(Zheng et al., 2019), ZEAE L 5| AFIREREMZ RS SIWH], 7EiE L
T ER BELY

(11) FinBERT(Liu et al., 2021), %87 GRS 5 I M 32 S B AT A0 % b R B RS 5 18
M, TSRS R L

(12) BERT_BiLSTM_CRF(Dai et al., 2019), %2R FIBERTIE A FFIEIRBUES , 45
ABILSTMMCRF#H1TFFIHRE -

4.4 %
4.4.1 HOARIESE

W 3FTR, EESIT T RUAEE S B FTR FH RS S AT 68 1 55 28 80 DIUK SE58 H A
FIREIE B E G RTIEE . NSRRI TFESHEIESE, FHHRIE LSRR AR R/
RS, HE AT AR STHIROEMES -
4.4.2 SEREERMSN

7T FIEMoE-ML-CNEEM B £F AR BUE S5 FF MR REIR T+, AR SCHE A BB B/ B 2
AV T AR SR AT T O HL SRS o SEBG B BN EE AR RS I AN EE 4 18 e B A TS R
T o BRI SCE6 45 AN F4F 7R « MoE-ML-CNEE ZEE 4R MES FHERM T, BRT

TR EEE SRS SE, FBA48TI-H459T, W, TE, 202548 H11HZE14H.
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#* 3: MoE-ML-CNEER R {5 £E 5%

EAE/ES EEERM FHE FEHRVEHE
ACE2005  ED/EAE/TD/EE 559 33
DuEE ED/EAE/TD/EE 5,000 65
DuEE-fin ~ ED/EAE/TD/EE 10,700 13
ChiFinAnn ED/EAE/EE 32,040 5
CCKS2021  ED/EAE/TD/EE 7,000 59
CCKS2020 ED/EE 20,000 27
MAVEN ED/EAE/TD/EE 4,480 168
WIKIEVENTS ED/EE 3,241 67
RAMS ED/EE 5,000 139
DCFEE ED/EAE/TD/EE 2,976 9
MUC4 ED/EAE/TD/EE 1,700 4

# 4 REAIAEChiFinAnnAICNEEDEUE £ [ A ZE A F IXT FY 525645 5

ChiFinAnn CNEED

i

F1 F1

BERT (Lee and Toutanova, 2018) 90.1 89.6
BERT-WWM(Cui et al., 2021) 90.2 88.3
Ernie(Zheng et al., 2019) 89.9 87.2
FinBERT (Dai et al., 2019) 90.4 88.9
BERT _BiLSTM_CRF (Dai et al., 2019) 91.3 90.3
GIT(Xu et al., 2021) 94.2 93.6
CAINet(Pan et al., 2024) 95.4 95.1
GPT-4(Achiam et al., 2023) 91.4 90.3
MoE-ML-CNEE (Ours) 98.7 97.6

HEEARFREERMESFAERNEE S « FHTINAT MoEMRER, A SCRIRIZE 2 MR 5 -
BEXYSEER T BEFRFF . TR TMEERSE R WER . WIEBLRERATUES, HEiE
T SRS 2% B A i U B ZE ChiFin Ann S DuEE-fin B MBS F R EER . HRZ T,
IR SR H IMoE-ML-CNEEE B 78 7 /> A FL 8038 S 70 B @ 8 | 500E & ¥ EUS eErEge,
ZEChiFinAnnFfIDuEE-fin_I 43 B34 288 5MI81.9F 1, E &M TIE HiE . ZHEAE S5
2B FRAHIEA AR R AE LB R, BROGE TR 2 R BRI N E S EEH T
FIREETT - [FIRT, KRS EHF—SRA TR G 52 ER -

LEAXITH A REH, MoE-ML-CNEETE XS R EEMBUTES T BB FH e 5 R &%
P, BRUE T HS a5 S A AME -

4.4.3 JHESELR

T A TH B8 UE AN SCRT IR AR A A AN R RO R R 4 A I 1 i B
£ ChiFinAnn FDuEE-fin £, 43 37EQwen2-7B « DeepSeek-R1_E #1T#R 5 &R 1 5k
MRIFEIL - LoRA fUAE R AKIER (BTQwen2-7B+LoRA - DeepSeek-R1+LoRA) -~ DL &K
& H IMoE-ML-CNEE # AT T RGO L5208 - SEREERE 6 FioR . X THEM A
RER ) AR SGE S BRI IR S EIRE R G SR . NLREREE, 5Hi TQwen2-
7B - DeepSeek-R11475 (5 BIHELEE /1, ZEChiFinAnnFDuEE-fin I RI#E 7 2253 fROE 7 9% 7T LA
EUS75% LA 9338 -

FEFTLoORARIA Z J5, P KRB AE R 3R L se B iR A+, H A EQwen2-
7B+LoRA ChiFinAnn EHIF1 {HIRA2E86.0%, FEDuEE-fin F3EFAZET9.0% - X—45R K,
76 OV R RIE CHERRE T & |, LoRA RUARENS #F— P hn s B e B AR S5 HOiE BRI, 38

TR EEE SRS SE, FBA48TI-H459T, W, TE, 202548 H11HZE14H.
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£ 5 RIEAEChiFinAnn A DuEE-finZ{iE £ _F 18 e B A

o] ChiFinAnn DuEE-fin CNEED

P R F1 P R F1 P R F1

DCFEE-O(Yang et al., 2018) 68.0 633 656 59.8 555 5H7.6 536 51.2 523
DCFEE-M(Yang et al., 2018)  63.0 64.6 63.8 50.2 555 52.7 49.6 452 473
Doc2EDAG(Zheng et al., 2019) 82.7 752 788 67.1 60.1 634 709 694 70.2
GIT(Xu et al., 2021) 83.6 769 80.1 721 659 67.8 654 61.3 63.3
PTPCG(Zhu et al., 2021) 832 749 788 713 617 66.0 71.8 683 700
ReDEE(Liang et al., 2022) 839 799 819 741 720 744 783 756 76.9
ProCNet(Wang et al., 2023) 84.4 809 827 753 726 755 729 704 716
CAlINet(Pan et al., 2024) 84.3 829 836 765 729 758 786 77.2 779
MoE-ML-CNEE (Ours) 89.0 88.0 88.5 83.0 80.8 81.9 79.9 77.5 78.7

FHH B RS -

MoE-ML-CNEEMEH S 78 SLHUR R FAE S BRI BE I i fE S PRI - L3845 R B8, MoE-
ML-CNEEf# F Qwen2-7B ATy H PRI PMERERT NAdk, B A SUR HQwen2-7B M 2
JERZAY . MoE-ML-CNEEZEChiFinAnn [ AIF1 {HiA%]88.5%, H.Qwen2-7TB+LoRA #— 1
7+ 725%, MAEDUEE-fin ENAZ] 781.9%, BMMEMRAEIRA 72.9% - XGRS 5UE T 5]
AMOoE ZEH% T THRERE IR EERUR, DLIGE T2 SRAL 76 1S 58 5 250 — B 77 T
I EAER -

% 6: MoE-ML-CNEERBRTIAE /2 S8R 4 1 i) SR8 Tl G B S2 50

fa ChiFinAnn DuEE-fin
P R F1 P R F1
Qwen2-7B 82.2 845 83.8 743 765 75.0
Qwen2-7B+LoRA 86.5 855 86.0 785 79.5 79.0
DeepSeek-R1 81.3 836 824 753 775 764
DeepSeek-R1+LoRA 82.6 84.8 83.7 79.8 80.2 80.0

MoE-ML-CNEE (DeepSeek) 88.5 874 879 815 794 804
MoE-ML-CNEE (Qwen2) 89.0 88.0 88.5 83.0 80.8 81.9

4.4.4 BSEOHTER

I — SR T ST MoELoRAEBE IR « TR 04T T & FEEMALoRAFRr Y
BTG REm, SRWER . NE (a) FATLLESR, HE T XEE N M
#|4, MoELoRAMIMEREZR ST - XM\ A FEBEITR TEL L RAEWEIF Z I .
IR, HBEFREEWEINFSH, MREHIEM TR . X —IRMRKEE & FREE IS E8E
NERIILoRARREE /N, IWIMTHIES T IRFAERER 2] 88T - L, BSEEFEMI AT E
ZEMRERAMIE T, TNEEEEINGAEMTE TR FE. NE (b) FrTLESE, &
SR AN LR & T RE, (BRI S BT ATGS BN R LGS . 22 BRI EAN R
G Z A BURPE, ASCBISEFRiE NS -
5 RE

KA T —FE & MoER) AT 55 22 ) 4 b 7 (8 25 S BUE Y i AR FH 2 255
RIRG, FEARM . BT E TS RE NG — B S R, SRR RN S 5 Y
AR, FIR 5] AMoELoRAMEER | 5@ T BTN E L B R ML, FRKRSEHE
[B] SEERAE S5 (8] R0 IR H 2 5 R E B RS, SCEUER & B4l - L3R, MoE-ML-CNEEE 7Y

TR EEE SRS SE, FBA48TI-H459T, W, TE, 202548 H11HZE14H.
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