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Abstract

Medical named entity recognition is crucial in medical information extraction and
knowledge graph construction. However, due to the specialization and complexity of
the medical field, it faces challenges such as data scarcity, lack of significant features,
and insufficient utilization of context.This paper proposes the LLM-MedNER method,
which leverages the pre-trained knowledge of large language models (LLMs).By em-
ploying prompt engineering, it generates semantically equivalent but expressively di-
verse augmented texts and extracts multi-dimensional features, including keyword sets,
semantic descriptions, part-of-speech information, and medical entity association fea-
tures. This approach significantly enhances the model’s feature representation capa-
bilities. The method employs a dual-channel MacBERT-BiGRU encod-ing module to
learn in parallel both original text features and features enhanced by large language
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models. Different semantic features are inte-grated using a cross-attention mecha-
nism.Subsequently, an adaptive multi-granularity dilated convolution layer is intro-
duced to capture mul-ti-scale local contextual information through one-dimensional
convolutions with different dilation rates, further enriching word representa-tions.The
Biaffine module is introduced in the output layer to achieve accurate recognition of
entity boundaries and types. Comparative exper-iments indicate that LLM-MedNER
outperforms existing baseline methods on multiple medical named entity recognition
datasets. Ablation studies further verify the effectiveness of each module.

Keywords: Keywords Medical Named Entity Recognition , Large Language
Model , Dual-Channel Encoding , Cross-Attention Mechanism , Adaptive
Convolutional Layer
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IR, Eam4aSEiRA (NER) 7EEITE BIRE - KR B e g S B2 W S8 44
BERARBNMAE .. EXEPESRKERTVSRER, WER - AYFERSE, NERFIZ
IIMESS 2 MU HoRE ME R R X e SEAR B T H AR B TE R P o X —FARE# P BERI T
BE22(E BACERIRCE,, H R NIFES TR THIHAIE L 3CFF (Ohno et al., 2024)

RENERAS IR CBUE K EFHE, HE2E ORI ERE E I R iE 2Pk - &
%, FURERMELSFIEANEEIF: B & s B A2 FEARAR ], & B 2 48 4 A
RE . HIR, BENARBEALSHEBSERB LT, REAENTFRFANEN (SVM) -« [
SREFRER (HMM) F&HEBEVY (CRF) RERFEDR TEM, BEERES RS R
WAZ PR (Chen et al., 2023) - JTHER, IRE % STRERIE T ZREE T ) 24 8 B 22 NEREAFT T
71, HEZLAEENVLSIGERIEKEEEMRE, R L T CEERE T - R, XETTEEESR
AR ERF X IESARET 5 IR FIE R IEEA L, ISR (Sun et al., 2023);
X BTN B BHEIRAEIRA, REEFE 5 FI A B AR ER 4 IPETETE L (Wan et al., 2020) -

WHPIEANERTEEZFELL T RRYE: &5, BRI TECRER — R FRR
Hng, > SHEERIERRE, BEoRFBIEEZEN, TOIESLIUNRRHIE R R A BE R B 4 (Bai et
al., 2020); ILAh, IETTEE(Hu et al., 2022b) EZEASMNTAIR, RAEFTHFHKIE S BALR
REETE HEERE ST, &5, W(An et al., 2022)Z K F B E & O ANEE, M DUE N & A SR K 2D
TR A -

IR H — PR 2 [ 2 i 44 SEARR A T 1 LLM-MedNER, Ft5%f_ bk ml@iEH 7 =1
OB 55—, ZAESTRRRES| SRR S 45 R 22 E (BT 78 A « A1
FREREHE) | XE5WENRFER—ARFKRWTEERR XA, R IR ISR E 2 R E
SMOZIR; B, T RINGE TE GRS SRR 8 T AT YRS RN A R E L SR B AN, FE I
HIE A T AR B I IR AR R R B I RN, 56 =, X E 2SR K E AL R R
A, RHEENEZNET SREZ, MIEEE O hEREEENYE, e RIERIEAR R ER
EFTFXER-

LLM-MedNER7E 4 Fll i K1E 5 AR & EI7 Bk f il geie s, kg oigit i
TNRBS A RIE RSO, A A BCEE RS SR AR BIMERE - REUE IR SR BB R E
SUER, BIEERAIR - IERFNGIT T 1ES, BROR X L AR pE RIS AL B R FEAEE ;. RIE X
S SRS TR SCER gy, B [F] SRR - AR EGETF B E T NEERIE, FRRIE
58 R 5 [RIG SOR W IT B R AR TE L —2, B 5] AN R SRS S X RN
AR TR FEE IE SRR L T - 1oh, AR RE S A I 4 R IE
EFE R 18 A AR R N SHE R KB R R, IRl NLET AU AR, PSR A
PIFRE1EYER R, WHERSIRITHIRRER R  IBPREERIERE R R, #— PR ERIAR
RES 2R, RIMEEN B RE ORI BEERE ) - MLt £, LLM-MedNER*¥H

* JEIEE
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XGE EMacBERT-BiIGRUBEER F AT A B R AR SO 5 338 3O, SRR R E UL, TRl id 22 X
EENYLHE S WHZE R - AR E, 5INBENSREYREREZE, #Eid 2 ARk
RO —HERHTRRERENRI LT EE, #—PFEEWRER, &E, EmdZEmn
ABiaffinefSHR, 813 7 7 5 AR HURE I AR (A0, SIS ARG B SE 1A FUM SR BTN » 5K
RrLERRM, LLM-MedNERTEZ 225U 48 LRGN A B REEBIE 771k, HESR
PE—BIIE T RAEAE 55 S W LR G5 RS BT R -

2 HRHR

i 44 SEAORBE — IO BB S W EES . BN IEGEI I SR AR B H IR B %
TE B A SEfE (i Eifet al., 2021) - FHIFINER IR FEEF TETHMMTIE, XRFEHE
B AR o) 8 ORI AN AR RE BT S UR AN R SAK (e et al., 2005) - B0, #H
TENERIAAAAC ILECHEOR (T 2 Fet al., 2024) RS LE LS MU BE B B U RS SR [E € 3
NSRBI AORCR - IR, BEE N A SR SO KA B2 2l BT RN A T S e 4
RS i F PR AV T R SR PR 2 R E(FF F-#and BIVA, 2025) -

P RN T RMAE R I e AN B & R 7 T RBR ), B3 & Tia R geit 2 21 #g 5l A
ZINER £S5 - BB RS A G35 RS B /R Al R (Bikel et al., 1998)~ FABENLZ (155
et al., 2022)F1 5 F¢ A B HL(Imam et al., 2021) « 3X L8 75 1538 i3 4 E TRE R BUCCAS A 1) 22 iy
fiE, LANZR REFHTERIRR] . REGUT 3 T A — B R _ LD 70 TN A A,
HERATEREMA LML, BAEGERIK . ZREACEETE S EGER, HEERIIA
5F55E (Goyal and Singh, 2024) -

R 2 D) ORIV & J@ INER ARS5ToK T #iioEnE - JEIMHZEM %S (Recurrent Neural
Networks, RNN) M EAEKHIHICIZMLE (Long Short-Term Memory, LSTM) (Naik et al.,
2024)FW FMLSTM  (BiLSTM) (HifHet al., 2024) REi# F TNER 155, X LRGN Hh
SES)SURIR FRAFAE, #E R T ERAVRHE T2 - 54 %02 (CRF Layer) M3 2%
ZEN, IAMekkiZE A\ (Mekki et al., 2024)#2 HiBILSTM-CRF #%&! #F— B3 T 5 bR p v
St . b, BREHERMZ (Convolutional Neural Networks, CNN) H#f)7Z N
TNERMES, HATREBUSEFFE - #140, Sawinder A (Kaur et al., 2020) FFLSTMFICNNE
&, ME T —DCONN-LSTMH ML, 8@t CNN f&BURAZCF 7 A R A RFPRFAL « Junting
% A\(Lin and Liu, 2022)#f — 5 # H TBILSTM-CNNs-CRFIRR! | 254 7 X [a] & 20 1 £ W
2 . CNNMICRF, FEAMM T EABRAMLE, #IF T EMRIRRB IR - FEEREFTT
ERIRNETZ R, FI4RiE S A (Pre-trained Language Models, PLM) F¢H Bl — 5 2
TNER FJP£fE - BERT (Bidirectional Encoder Representations from Trans-formers) (Park et
al., 2023181 FEARMATC N BT RL EE T RmigR, RAG T 3RKM BT 3GE LRGeS, B
R AIRoB-ERTa (i et al., 2023)F1MacBERT (Yuan et al., 2024)% £ % "NER ZIEEIESE L
RIMF, BFERD T AT TR, HAEREZMIEES R AR T R #&ERN
P£(Zhang et al., 2023) - $41Chen% A (Chen et al., 2024)k % T ALBERT-BiLSTM-CRF
LU E A SO F R INER BB, B ALBERT #FATAFESREL, WK ETHIDAZ P2 N &%
RERLRINGREUE, AR AR R R L

MG 2 5, KBS EA! (Large Lan-guage Models, LLM) #GPT #3(Garcia-
Barragén et al., 2024) ~ T5(Chung et al., 2024)F1ChatGLM(Zeng et al., 2022) HEYEAL, X
WRTIINE E 2 WS, BEWR T i & 2 SUSEUE AT IR 2 IR F R 2 STRIE 32 3] (B
F#and WEZ, 2025). LLM G E T H B KBS EA PO IR, ECRH R £
PN R HRAE - Blan, $REBGSHET - SEERZ AR R - 18 R - ANEEHSE - LLM
LGB 5278 (Prompt) SEILEREARB/IMEAR BHEWT 5 4 Al (TR Fet al., 2023) . X FNER 1M
5. LLMPTE&MZHECERGE AT TS S G IR, DI MEPRTEEEE A R AR
tbAh, LLMPT B & R EURFIERE 77 7T IS BINER 2 5 I M B R B 2 SUR R B R B,
HAERLEG S MR EZERT LRGN EBESZ M.

3 LLM-MedNERAEZE
LLM-MedNERMZAEZR TN R, FEHLLM A REDR . JOE BRGNS - ZhE
VEkBFUZ - LTS E DD MEBRA AL - LUR B PR K50 o A B AR SCEAIZH T -
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Figure 1: LLM-MedNER W44 fEZ8

3.1 LLMAFFEHE R

SO HY RO E S KB BT AR MR SO SRS TR, AR AT R T SR
FRAES . BAMAERE S —REITURT = {21, 20,...,2n}  EHa; FROAFEIE, N
FXAASE - RIEEF EALENT £ A5 R R NIRRT = {2, 2, ..., ah, ), EFM K
HWIRSCR B, RIS EERE, QELBTEAK = (ki k... kp} . FET R
EHyeso » BEESAEFBFE ey, ERHE Hypos - B, ERUB G AR H,yy FIRSTRAS
(EHy » HIESEHINCEE TGS R B .

3.1.1  HEEESUARAE AL

KB 5 R R RHE MG SRR o B BTSSR AR S R IR IR IT SO TR LM B R E A AN H
PGSR AR, WY FRINGEIE 2N, MEAREFEEENES KA . KIESEEF]
FEAFEETIER LROTIGEMR, BESRAIFEEET AP RERWARERM LT XRR, F
WIESR ~ 1BIT 718~ ERSEMS 2 A H) 5B o A A i S OAR R AR B AR EHE L5, &
Tl Z R R T SRR B 2 AL RE T - EETIRN By, KR B AL SUR B E R
SESTARH TSR - HERT T B RIEFEESEEE LA B, FRS R SCRIE L
—E NEELEIMO LTI, i FE GRS . A . EFAESE A AEERE; RiE
T B R ARIE L —5, B R MR SR A o SRR SOARTY B 5 iE 1T MacBERT 4653 4
FFIEF R

Hag = MacBERT (T") = {Iyug s Piug - g } € R (1)

Hd, NMacBERT HIRREZH4EE, KRB Nw MEHER &4 - JR G CAT FHEE
i MacBERT 4#f&

hN

Hopg = MacBERT(T) ::{h%mg,hig,... g

HE5E SR A AR R AN R LT

3.1.2  RBA M ME BIRE

KBTI EIT SURT FIG 58 SCART IS R A R, AW X FEE
AK = {ki, ko, ..., kp} , P HRBFEE . RETETZET ORI ORES RIS,
FEEREBER LRI DERER > « KB SRR HEEET S5, REis R
AR, FlanERA, IERIRENRIT 7155 . R T 5, KiEFEAH —P4E
WM EFERHE, O3 RBFRNEERIAMEE, DFEEBRAX 8 E SRR . KiES
BRI SE BT B NSO GRARIR BT FIT FHRBFEEK = {k, ke,..., kp} - REF
£ 4K 3BT MacBERT % NI IERR:

} c RNth (2)

HK:MaCBERT(K):{h}(jh%(7’hg} ERPth (3)
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R ERET Ok, R E BN

S RIRESOR - BRIT

LIRS A 2 (TR A

FEWR - TS | RS

SURMESCA R B B (R 2

2 (RS ERE S AN | R IR, B sy " =
FLGTE  AR SRR R g SRR T
EEHL, : AR -

3 TR AR SO 5 A A
e PPN e
i3 3.

WUk B R LRSI T
. WS, MR WK

Table 1: 3§38 RERR AR

NN REF L, EREEMIE R GEE, BBREEETURPRS L. flan, T
FEET "R, MAFRR " KRS, BENERKFIER " - TEMRAEEESILH
" Descriptions " , BT MacBERT Zwfd - a)FAFE [F) & -

Hdesc = MaCBERT( Descriptions ) = {hées’ h?;lesc? s 7h(]ijesc} € RPth (4)
SRh, € RO FORI A RREPAORARER R - RIT AR R SRR B 10T R

R, BB R B AR AR AR ST SOR R RIVER « SRBERE B IR R N2 o -

TESERIG IR SCAE T, BEE TR RER DD, RIESHRE T X TFEEGK F
BRI (giE, shiF, BEAESE) | ERIAEE A POS = {pos;,pos,, ... posp}
oo Bin,  RIA T ATRERNE NI, T IRYY " ATREN BN . TAPEREEPOS 3BT MacBERT
N FFER R

Hpos = MaCBERT(POS) = {h ’hf)jos} c ]RPth (5)

1 h2
pos» 'Yposs - -t
Hrpt o€ Rin FOREE D RETHIAMERAT M & o AR IR 5R TR0 R 7 AT RE R
g, BB TESRRIFI R R AT o MR E IR R RS SE I, AR AT S % R e -

K B SE R BUSAR AN A M SR IR AN R 2 « /3P -

L TN GLM HitH

RIRLE EEIT SOK, IRECCHA H A

KSR SR LA E AR AR - SRR REEF: EMLE, k. —FE
1R SR R N R [T ORI ORIB B T FFEm T IE R KPP RE R, 7
BIANRR AR < AERIA « WRIT HIES%E, @R 2 WIEEE R AR

VBRI 22 SR A% DV AT 4 KYEIF: Z9YNARTT, k. ERA

2. R DRI R A A — DRI E SR, APIRIERISERREIR TR, £
EREHAASIE T ORI EES X, WANE  FRED R ML AT T8 -

TR BN SO ST S8R REET RORAE, sk JRITEER
3. OR IR S AR S BOCAR RO ME B - RIABIPU BRI, &
BASUR: BEHGIERZAYIGTERANME.  BIEAYREE SR & M -
Rtiagat. SREEE. (SR, R {FEA)

Table 2: KRS BIEHERRER
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P& GLM HiH
RIELE B FIRBIATIER, NEA KRR bRE A
FSRUWT

1 AT AT T R GRS R, R
B AR < IBTT T < SRR,

9 W N SRR AN (437 . 2 -
WA | T HAEE R AT
3. W RAAMERRIE 7 4 BT SCAR Y E RS0 X -

B EREGIE: BILE AT - R
R, . (SRR, MR (M)
KR

BIASOR: S B S ML E B oA T R -
R, SRR (SREE), AR, (MR

REE. SE, M 4
KEEE: YNRYT, Y. A
R R, 1A TR

Table 3: TAPERBUR SR

3.1.3 B RERFERRR

KIGF I A HTEST SUR PSR E SR 2 B A RER R R, PRI 2 SR KRB E Hyer
PSSR ORI B R BE ) o BB 2SR RERIFE SEERMIRBEEZ LR HMR R, FlanE
REVRIT T IEZ AIRE SRR R, PR SAEIRZ B AR R RS o SXMRHERETT ORI E
B, FASRAEZ AR KRB A E R UEE, FBIIEEL SR IR AR 9> RS o d i
ok (BRIR3FR) | KiESHEE SRR RBEE L, SREH el
IRERR R, ERHRER - SEWEEEXNE = {(ear,en,) , (Caz,€) - - - (€ap,ebr)} . F
IR REEAESEE, B (eq,, €,) FR—RHARAIEFZSLMR o SLANS JH R R AR
(CARFER) BEEAICHN " Relations ", BT MacBERT RS N4HE H] &

Hye = MacBERT( Relations ) = {hly, hZy, ..., AL} € R (6)

Hep) | e R KRR DR FIRIKEHER & - HTSSENEEHRRTER, Ha BES
BONUEE IR o 2 T BRSTBIX R RS ALE o REFHMERBUR R R4 s -

HPRIA GLM Hath
RIE2E WIS SURFIFE I ], IR 27 51K
KRR ENTZ R RERR R « ZRAT:

LSRR ARG FE R EE 22 5L AR, flanim 51677
T~ RS AEIRGE, SERRT R T R B R A
2 BN EERHR AN RECR R BIFNR, W]
ZIAHIRARE (WRRRAR - R AR - 455K
FE) |, WARETIOR LT IOMETTAIR;

3R KER IS R UERA SR SO 178 SOZ B AR
LIE B @NISE

BASOR: B ERMEREZ YT RCR A -
WIASCHEA: B YNETT - BORAE -
RS SRR {SEfE1)-{SEfAR2),

KEERF: {RAMAY

SRR M- ZETT
KRR FRKA (RILERE
BEZBYIRITTIRE, YRS
SEESIELE)

SRR ZIRIT-RORAE,
KECKRAR: GRKRA (AT HIE
TLERERCRAE, REEFUEER
M) -

Table 4: FERFFESE IR R

3.2 RHEGmEE R
MCEE G2 A TTRR B B S EA! (LLM) R R R 1) 2 PR IERL & RS — I r
MERRH |, T8 ORI H A GIE IR AR E Hoyy € RVXdn | B3R SURKHE Hyyye € RM X0
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KEEFHOAFHE, E2ERRRIRIFIE Hye € RF O JAMERHMEH o € RP* DUR RBET SR EG4F
iEHK € RP* o AZZEEFHERST, PRGN XTER LS, ZP & XL, 4
BAMMERMEH - NEVEA AR PRAER SRR TR -

BITREBE, 155 KRB RAVEE (W1 Haese , Hpos  Hre FANBISRIESURFFIE Horg
W SORFE Hang TR RBEFHOE - BEKRBEFRENK = {ki, ko, ... kp} . EERG
SORT L E N {p1,pa, ..., pp}  EHSESCART FMEN{q1, o, ..., qp} - X TREFH
INFAE Haese FIAPERFIE Hpos . (BT IIBUBFBRARS RO E

hBiy <= hPiy + ahliee + Yoo

org desc

hiie < hgfug + O‘héesc + r}/hf)os

aug

WAL RRIAEHey , BULE) DX R T ko, Mk, HA, HBUR 7208

(7)

Pa; Pa; 1
horg 4= horg + Bhjy

Pb; P i
horjg A\ horjg =+ 5hiel (8)
qa ; qa; 1
haujg — hau]g + ﬁhiel
b,

havs < haty + Bh

rel

Hi o, B8,y AAIFINESE - TERFFERS S, FHE Hoy MHa, BE&FEE X

BEE - %, MHWNMGRU (BiGRU) ¥ Hoy FlHae #HITHRED, LTS ETFER:
H! , = BiGRU (Horyg )

org

H,. =BiGRU (Hayg )

aug

(9)

DR SR SOA S BRE ARG SOK, SRR OER HLHIE S HY,, IH],, . DLH, 1ER
B (Query) , H,, 1ENHE (Key) FME (Value) , THRER A E F I Id 7R 2 H AL Al

EXRRIE

Hijsed = H(')rg + Attention(Q, K, V) (10)

A, Attention(Q, K, V) = softmax (ng) V., BQ=H,,Wo, K = Hy Wi,V = Hy Wy
o BJa, N Hpyged FHXFABIGRU i, AL ER:

h = BiGRU (Hfused ) (11)

R BlE T JRIRSORAIBESE ORI S F R, v /e SRR R At 4 T 30FF -

3.3 HENMZHAEEHE

HIE N Z A T2 A THERMARN R R, DR EEER SRR RS - nE1EHk
EYskEHZR, B HENZT—M (Adaptive Layer Normalization, AdaLN) - %2
HIFL (MLP) AR ZHEY K BTRRBER =Mk

B, B HERMZET 1 (AdaLN) B #1713 —10, EERENIARERRC €
RNxdn o 22, NHAZEBEPL (MLP) XIH—ENFRRHATHE DS ES S, 523
MERARRG o BRORU, NTEAME, , HRR fd HELNAKITE:

h; —
¢; = AdaLN (hz) = ’}/io H + N\ (12)
C; = MLP (Cz) = ReLU (chi + bl) Wa + bo, (13)
Hep #5580y, MmEN 2AHDTN AT E:
v = Wahi + by, X =Wpgh; +bp (14)

TR EEE SRS SE, FBA60T-HAT3T, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 466



FEITRIESYRZ

YIfEp FbREE e MET A, FITTRITEGH

1 an 1 dn

SR, Wa, by, by N AT 2] FIRE AR E -
T ARARIBEE KA Z B E, RAZKEYT KEH . BEmME, NAZPEEAF
PakEL € {1,2,3} —4EY KB (DConv) . B IBIHAHEIHFRN:

D'=¢ (DConvy (') , (16)
HA, o NGELU #IGREL - R T R AETE H P EGER, [EIRANIARR.
D = [D', D? D?] e RN*3de, (17)

3.4 HFAMBZE (Co-Predictor Layer)
7 7 INGRLLM-MedNERHJFRIL, FA1xIT T — M4 & Biaffine I WM 2, %2 E T E S
P BT [A] (9 5% AR BN SCRFIE R SR R R ) 50 SR BETT - Biaffine AR¥E3.2 T A1 R R 46
BEn € RV*dn | BRI MR BRI BI N MFAEZE R, 2250002 € RNV X4 Hly € RV*
. ~RIAT:
x=hW,, y=hW, (18)
Hep, We, W, € RWxdn ZERIZRRIMEFERE . #5, TR R 8K R D EGERES, € RNN
. FRIE AR LR B 2R 25 A] 5] € RNV xlabels o B RE A IR A
Sy = xWiy" Wi (19)
HAf, Wy € Rinxdn FW,, € RV labels BRI ZRAALEE FEFE -
[RIF, MR¥E3.3 Prik B ERIE, B2 E T UFEAERED € RY>3de | Hl i &t D,

B2 LT SCFIE R BGERE Sy € RNV labels - Hory Wy € R3Aex labels LT3l SRRORUEFERY -
R4, FRRDES, ML N IRIES S, IR, [EIHK S RERIERES €

RNXlabels .
S=25+5, (20)
T8 A S TR 2R F K T SR IA] ) 56 RAFAE, T B N SCRHMER RN R T £ R/E UEE.,
B BES A AL RS B DR D 5 A 44 SRR AIAESS -
3.5 PRRKE

KT, SRTFIN 5 Rl 5 5 SR SR e AR T ) 5K (A SR 7 5 TSRS (A SR R 2 [A] Y
Z5 e B, RATIGRE XL

N ¢
£type = - Z Z Yic IOg (pi,f) (21)
i=1 f=1
B,y 250 MRS Rl ERESRE, A BT EEERe , WAL, BR0,p;
&SIl Softmax EREGTESR|RISE XA B T3 f ARSI ATt .
4 X5
4.1 HIEE

KIGER T =R FWES a4 SRR EE S, BICCKS2019 «+ CCKS2020fICMeEE-
V2. XEEIREME T FEEMEELERR, GFERE - ER . 49 RETES%, 1%
PRESFRE T Hofe SO AR R IR AN S SR AL E - CCKS2019F1CCKS2020 U35 52 FAH e HLAE & 1f
JE3E RTERTE B R BRI T REARRE ML AR, DRABURN S EEIE 2
T o CMeEE-V2EUWR L NI# — DA T SRR, WE T 2 NEREREEARE, MFR. 2
W T IERIVRIT TR - I, N T RIEEEAENIG S PR AP, SO DL E = AN ERE S 5 5
FRERS: 1 1R EL BRI S ISR < B Uk SEFmmI i 48 -

TR EEE SRS SE, FBA60T-HAT3T, W, TE, 202548 H11HE14H.
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4.2 XFHART
N T RAEFT R TIERE RO, ARIGERT 20 E R B 4 SRR BRI AR I, &
FEBERT (Z#Tand F& 4k, 2024) < RoOBERTa-LSTM(Chen et al., 2025) -~ RoBERTa-BiLSTM-

CRF (P fiet al., 2024) - CNN-BiLSTM-CRF(Mengliev et al., 2025) ~ CNN-CRF (Kachanov
et al., 2024) ~ BERT-CRF(Hu et al., 2022a) L\ ¥ BiLSTM-CRF (Siami-Namini et al., 2019)

4.3 ZHECE

NTHRER GG R ATEIEM AP, K IEFEChatGLM-6B-v1.11E 25 F5 1iE 1
IR, temperatureiX B 70.2, top_plHi%E 70.85, & K4 B K & 51024 token - LLM-
MedNERME 2 ) X iE Ja 19 25 ¥R FAMacBERT, %> Ri% & N3e-5, £ REBHZEEM
BR/NEENNL23], BIORENSRZEE N2, TXEFHIEHEOER LR E
78, Biaffines 2K 28 FIFS 8 /2 4 B % B 256, dropout®HF 70.3, JIZRHLIR K/NRE. 3 &K
WEN2e-5, KHAAdamfiibzs, WEEREN0.01, HIRKNNI6, BARFIKEHR512.

4.4 VI IEFR

KR THHZ (Precision, P) ~ BHEZE (Recall, R) FIFU{A (F1-Score) {EHEEF
HrEPR -

TP

P_TP+FP (22)
TP

R_TP+FN (23)
P xR

Fl=2 24
“PIR (24)

Hep, TP ForEIER, BVEEIEFIABIALAEE,; FP FoREUER], RIEEALEEIRIARI LA
AIAESEREE; FN FoRENG], RIEEIRAEIAR] A E SLE R -

4.5 XTHaHT

FATECCKS2019 ~ CCKS2020F1CMeEE-V2_E W LLM-MedNERFR T 5 £ il FL 4L 7Y 3 47
TS . ERWFES Fion, LLM-MedNERZEFTE FEM TR (P RFIF1 ) B EFEMNT
HAMEA . ZECCKS2019 [, LLM-MedNER AR B R A4 B K 43 B4R T+ T 297.5%F17.2%;
ECCKS2020%¢ #8 £ #7 , LLM-MedNER HIF1{HE HROBERTA-BILSTM-CRF& H £93.1%,
KW R A0 A B R 5 B A T A5%M3%; FECMeEE-V2E( 4 £ # , LLM-MedNERHFIF1{H
ILROBERTA-BILSTM-CRF & HA4.7%, FEHEREA T7292.4%, B EZREA T HN4.5% - XU
FALLM-MedNER7EFR FFE2ANER (E55HRE T R B, BESHEMGHENRA, Kl
TEXS BEANE [ 2R P4 L

CCKS2019 CCKS2020 CMeEE-V2
Model P R F1 P R F1 P R F1
BERT 0.86590.8496 0.85770.9102 0.9215 0.9158 0.7052 0.6055 0.6513
BILSTM-CRF 0.85450.7630 0.8058 0.8516 0.8117 0.8315 0.6841 0.6321 0.6579
BERT-CRF 0.8611 0.7568 0.8047 0.8648 0.8286 0.8458 0.6819 0.6230 0.6501
CNN-BILSTM-CRF 0.8256 0.7936 0.8093 0.8235 0.7849 0.8037 0.7070 0.5848 0.6400
CNN-CRF 0.8476 0.7577 0.8001 0.8375 0.7561 0.7926 0.6809 0.4737 0.5669

ROBERTA-BILSTM-CRF 0.9321 0.9393 0.9357 0.9310 0.9337 0.9324 0.7643 0.7472 0.7557
ROBERTA-BILSTM 0.8973 0.8826 0.8899 0.8875 0.9000 0.8937 0.7411 0.7443 0.7427
LLM-MedNER 0.9435 0.9412 0.9423 0.9595 0.9639 0.9617 0.7881 0.7944 0.7912

Table 5: CCKS2019 -~ CCKS2020F1CMeEE-V2_E AEINEREAIFILLM-MedNER FIPERE LI

TR EEE SRS SE, FBA60T-HAT3T, W, TE, 202548 H11HE14H.
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4.6 THRLSEE T

EHRSEIS R, FATEE R CCKS2019 ~ CCKS2020 L, Sz CMeEE-V2= ™ & 2 fiy 44 SRR 1]
BIRE, BZ—HIBREA P A s, DUy BT BR R RER R o SC8 6L 45 (1 F Bl
T~ BB KR SRR A A I SR SR « BRI - BRRIE UHA - BERIAMEE R - BRRER
B REXK R~ R X FERBNVA - BFREREEMEZE - #FkBiaffineZ5 14 LL X FHCRFEISE
HiBiaffine 555G, 45 R 4 HNC KRG -

Biaffine# # 1 % M B X % g # A T F . £ [FKBiaffines§
J&, CCKS2019- CCKS2020F1CMeEE-V2£( 3 £ FIF 145> £ 5 5 F B £98.9% ~ 9.5%F15.3%,
7 B TR 5 3F 14 309 B T FE20.4% ~ 6.2%F13.3% - 38 X VEE 1 0L 1 #3605 B $UE
£ R, ECCKS2019FCCKS20207 #% Bk 5 F149 £ 43 B T & £1.4%F13.8%, FECMeEE-
Vo N FEANT2% . ACRFE IR E HE, ITEREE R AL T EHEE,
FECCKS2019F1CCKS2020F F 147 54 4 5 N B 296 .5%F7.4%, % BHILE AL /5 1% 5 & Bt LLM-
MedNER -

FREE A E NNV F KB BRI A B RIS 5 SO, UK R IR SCAR b F - Al T4 1) 5
FERESEUEREBE BT EER, IRASTRBEREA N EEE SRR« RE S
A FGREITER, ERGE L —BERIEZ R E R, FRINEHERE, S8 R
oo B A AR BRI SRR SRER R R o BRI IR UK, AR R B RIA ISR,
TCIEFE I RTE S A R SCHRZIERAERE 1, F14EECCKS2019000.9423F% 220.9088,
FECCKS2020M0.9617F%2£0.9150, 7ECMeEE-V2MO0.7912F%2£0.7240 -

EBRRET, KIBSHRITCIEREE M R ESSIAR, RMRR BT . BHBRIE
iR, AR RIE A SRR Z T e, G RIEREK . BRRIAEELE, KESHEA
FEALA B R OCHRR BERHIE SRR, MEREHIES - BREERSERAIRER R R, KRBT A TSR
5T SR AI R S BER, R T EZS UK E@EERRE T - M2, FELLM-MedNERF
HRESBEAPTZRICE N 4 E R , @ 8RS ORFEE Rk, @ REFRA
SRRBIRE B R RARE R, @R B TN SURHIE, B S A [R] SR B
KA BN, KIERA THEHE . GEENF19E, TEAECMeEE-V2H it B3 -

SEPSUGUE T BiaffineZ514 « BHEMA FEE NVIEIEZER, RN RARE S EA
TEHETRAE AR JR R 22 SORB ARl alh, HA M ERER T EIVEH B3R A TR R .

CCKS2019 CCKS2020 CMeEE-V2
Model P R F1 P R F1 P R F1
Single channel 0.88200.9195 0.9004 0.8954 0.9025 0.8989 0.6990 0.7059 0.7024
w/o Enhanced Text 0.89500.9230 0.9088 0.9100 0.9200 0.9150 0.7200 0.7280 0.7240
w/o Keywords 0.9105 0.9300 0.9201 0.9250 0.9300 0.9275 0.7350 0.7400 0.7375
w/o Semantic Desc  0.9200 0.9255 0.9227 0.9350 0.9280 0.9315 0.7450 0.7380 0.7415
w/o POS Info 0.92800.9350 0.9315 0.9400 0.9350 0.9375 0.7550 0.7500 0.7525

w/o Entity Relations 0.9150 0.92800.9215 0.9280 0.9250 0.9265 0.7400 0.7350 0.7375
w/o Cross Attention 0.91450.94420.9291 0.9250 0.9246 0.9248 0.76150.7195 0.7343

w/o Conv 0.9244 0.9525 0.9382 0.9049 0.8994 0.9021 0.7794 0.7559 0.7653
w/o Biaffine 0.85800.8579 0.85800.8571 0.8855 0.8703 0.7526 0.7519 0.7493
with CRF 0.8943 0.8679 0.8809 0.8798 0.9026 0.8905 0.7794 0.7559 0.7653
LLM-MedNER 0.94350.9412 0.9423 0.9595 0.9639 0.9617 0.7881 0.7944 0.7912

Table 6: CCKS2019 - CCKS2020f1CMeEE-V2_E & B LLM-MedNERERE 5 541

4.7 RESEBEFESXTH,

HNTEWIEEEFEN AN, RMNHFIT T ARKESEEME A LEE, &
$EChatGPT-3.5-turbo-0613F1Qwen-14B-Chat - FrEREFHME RIS EECE : temperatureiX
EHN0.2, topplEHXEN0.85, LUFLRAERSCA A it & F1— 20 -

WRIPR, E=1TEIREEL, ARRKESEEPEREFELI%EEN - ChatGLM-6B-
v1.17ECCKS2019FICMeEE-V2XE £ ERIMHAM, 1M ChatGPT-3.5/ECCKS202040 4 5 L g H

TR EEE SRS SE, FBA60T-HAT3T, W, TE, 202548 H11HE14H.
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% . BRI ERRI . R RIRRT RS E RN, F]REEFEChat GLM-6B-
vIWWENABIFT R EERE S A -

CCKS2019 CCKS2020 CMeEE-V2
LLMEAY P R F1 P R F1 P R F1
ChatGLM-6B-v1.1 0.94350.94120.9423 0.9595 0.9639 0.9617 0.78810.79440.7912
ChatGPT-3.5-turbo 0.9378 0.9425 0.9401 0.9612 0.9665 0.9638 0.7854 0.7917 0.7885
Qwen-14B-Chat 0.9362 0.9413 0.9387 0.9576 0.9628 0.9602 0.7867 0.7926 0.7896

Table 7: AR KESHEAELLM-MedNER AH FITERERS H

4.8 S5FRKIEFEBEX LT

N T & AELLM-MedNERFT P RE, AT ES AW FERPORESTER T
BEAT T W o R HE(Zhu et al., 2023)0) BF 5T 45 B, ECMeEE-V2#( #& £ &, GPT-
4~ ChatGPTHIChatGLMi# 1 few-shot2% =] FIF1{E 4+ 5l 790.380 ~ 0.469F10.305. Bl fiff 22
T LoRAY , Chinese-LLaMA-2 13BF1Baichuan-13Bt {35 £0.704F10.710f9F 1{E - (Lai et
al., 2025)MIFH BoR, AEZEHEARLET, GLMMQwenRFIFIRIH £, RI# 213 LoRAY
W, FUEHGEE]0.54-0.59 -

T CCKS2019FCCKS2020 5 HE S 6l = TN 0 K HE S A U5y, A T#AT T B F=1pAl
S8 . FEIX N EEE . ChatGPT - ChatGLM-4F1Qwen-14BHIF1{E 4> #i#£0.80-0.84 2 [] -
WESH R, FATHWLLM-MedNERFVEENE = MURE D# EE M X R AE S A
1

CCKS2019 CCKS2020 CMeEE-V2

i P R FI P R F1I P R FI

GPT-4 (few-shot) S . T T 0412 0.349 0.380
ChatGPT (few-shot) 0.798 0.849 0.823 0.805 0.858 0.831 0.501 0.438 0.469
ChatGLM-4 (few-shot) 0.792 0.843 0.817 0.799 0.850 0.824 0.328 0.283 0.305
Qwen-14B (few-shot) 0.785 0.834 0.809 0.793 0.844 0.818 0.245 0.213 0.228
Chinese-LLaMA-2 13B (LoRA) - - - - - - 0.687 0.721 0.704
Baichuan-13B (LoRA) - - - - - - 0.693 0.727 0.710
LLM-MedNER 0.943 0.941 0.942 0.959 0.963 0.961 0.788 0.794 0.791

Table 8: LLM-MedNER5 £ K& S A T IERITEEXT L

4.9 EFGEEEGIRTTIERN T

N7 B UELLMAFAESE 5 AE o T Se g s ik e sy, JA 1T T AEXT HUsESs - 5—4
TE B TE T E 4l B AR GG 9 7, 58 AR UGE B ZE A8 R A LL MR 5 B ¥ 12 4
ik BATRAT MR ERAESE T BV (Random Masking) -~ B 5 SLRE

(Medical Entity Replacement) . [EEHESE  (Back Translation) FHEE 2[R XA #: (Medical

Synonym Replacement) o

MR~ , FGTIEEREEES EOUFR/DIER T, 5EM B EEREET,
FECCKS2019 ~ CCKS2020F1CMeEE- V25 R 4R FF1{E 5 AI3ER£90.32% ~ 0.38%F10.39% - =%
HORGETE ZEA P I LLMAFHE RS 58I, PREES B4t FH BmE A ZZTE L, SRR ST 1200 LA
et B ERILARER R - HHILZ T, FRATAILLM-MedNER /745 2t BiE E R AU AE L
EZAEIRE IR R 51 04.19% « 6.28%F18.88%, BEM TR 1% -

4.10 RIEFEBIEIE R E X UENLH]
BN KB S R A A R R AR S R P T R A S ENR RO, BA DT T —EBRIER
TRIEAR, LKA DIE 2T R A EN E CERRNE « XTSI HLE T ZRxHEE R, 1

TR EEE SRS SE, FBA60T-HAT3T, W, TE, 202548 H11HE14H.
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CCKS2019 CCKS2020 CMeEE-V2
W58 715 P R F1 P R F1 P R F1
FIEE MRS 0.8820 0.9195 0.9004 0.8954 0.9025 0.8989 0.6990 0.7059 0.7024
+REALIERY 0.8831 0.9232 0.9031 0.8967 0.9076 0.9022 0.6995 0.7107 0.7051
+EFSARER 0.8845 0.9238 0.9041 0.8978 0.9092 0.9035 0.7012 0.7114 0.7063
+ B R 0.8839 0.9236 0.9038 0.8971 0.9086 0.9029 0.7006 0.7109 0.7058

AR SR 0.8849 0.9241 0.9045 0.8984 0.9098 0.9041 0.7018 0.7117 0.7067
WOEE+EZ TR 0.8892 0.9243 0.9067 0.8996 0.9111 0.9053 0.7034 0.7144 0.7089
W E +LLMM¥E IR 0.9435 0.9412 0.9423 0.9595 0.9639 0.9617 0.7881 0.7944 0.7912

Table 9: LLMFFHEHESR S (G508 58 5 VAR EREXS HL

UEE 5 SR AIE B« SRR B VR DL S SR SR B e R RS TRME, AR E R
= G TR -

CCKS2019 CCKS2020 CMeEE-V2
T P R F1 P R F1 P R F1

LLM-MedNER (FE321F)  0.9435 0.9412 0.9423 0.9595 0.9639 0.9617 0.7881 0.7944 0.7912
LLM-MedNER (Jii=51F) 0.9468 0.9438 0.9453 0.9628 0.9670 0.9649 0.7932 0.8012 0.7972

Table 10: i &I UEHLH R LLM-MedNER 4 BE 520

mERIOF R, SIARIENGHE, BEHERE=AHELE LI E I - PR
F o FZECCKS2019.F , F1{H MO0.9423%2 F ££0.9453; ZECCKS2020_L M0.9617# F £0.9649;
FECMeEE-V2_E M0.791288 F+ 220.7972 - X FBHE o JT & W IENLH], FA18E% A s> K&
FEAE AR R SR A IS BITERE -

5 &5

AR HLLM-MedNERMEZE |, B M IRE %4 L7 5] (NER) H &R B - &5
MEAREZELETXEEMANEERE . B KIBEFTHEM (LLM) 4 BT HE 558 3
7K 5N B G 5 W 4% 454, LLM-MedNERFE A+ T #5870 75 SCHE % B8 77 R0 S8 411 51K B -
FECCKS2019 «~ CCKS2020FICMeEE-V2 =1~ [E % ¥R 5% L rxt 238 %K B, LLM-MedNERE
KR . BEZEMF 27 EHEN TG ERER, JEESS 3 — PR T 2B AR
P BATE, LLM-MedNERE 22403 1) iy 44 SRR BIES R T —FR B SRS 5
BEREPERTTZR, L EZRZRS MRS EERE PSRN E -

RFEARIGE SRR RIEEERR (RAG) RN A, 8 KRR S AR 5 AR
i, HAEREFEAMERESIE, SSEENEAFEERNESNERBIR G R - HATHI9IP
SIS B RRAGHEARZ2BE&A T, FEMREREIEEATITEE%NERIES RS -
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