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摘摘摘要要要

医学命名实体识别在医疗信息提取和知识图谱构建中至关重要，但因医学领域的专业
性和复杂性，面临数据稀缺、特征不显著及上下文利用不足的挑战。本文提出乌乌乍中

乍乥乤乎久乒方法，充分利用大语言模型（乌乌乍）的预训练知识，通过提示工程生成语

义等价但表达多样的增强文本，并提取多维度特征，包括关键字集合、语义描述、

词性信息及医学实体关联特征，从而显著提升模型的特征表达能力。方法采用双通
道乍乡乣乂久乒乔中乂乩乇乒乕编码模块并行学习原始文本特征与大语言模型增强特征，通过交

叉注意力机制融合不同语义特征。随后，引入自适应多粒度扩张卷积层，通过不同膨
胀率的一维卷积捕获多尺度的局部上下文信息，进一步丰富词表示。并在输出层引
入乂乩乡与乮乥 模块实现实体边界及类型的精准识别。对比实验表明，乌乌乍中乍乥乤乎久乒 在多
个医学命名实体识别数据集上的表现优于现有基线方法；消融实验进一步证实各模块
的有效性。
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Abstract

乍乥乤乩乣乡乬 乮乡乭乥乤 乥乮乴乩乴乹 乲乥乣乯乧乮乩乴乩乯乮 乩乳 乣乲乵乣乩乡乬 乩乮 乭乥乤乩乣乡乬 乩乮书乯乲乭乡乴乩乯乮 乥乸乴乲乡乣乴乩乯乮 乡乮乤
乫乮乯乷乬乥乤乧乥 乧乲乡买乨 乣乯乮乳乴乲乵乣乴乩乯乮丮 么乯乷乥乶乥乲丬 乤乵乥 乴乯 乴乨乥 乳买乥乣乩乡乬乩乺乡乴乩乯乮 乡乮乤 乣乯乭买乬乥乸乩乴乹 乯书
乴乨乥 乭乥乤乩乣乡乬 丌乥乬乤丬 乩乴 书乡乣乥乳 乣乨乡乬乬乥乮乧乥乳 乳乵乣乨 乡乳 乤乡乴乡 乳乣乡乲乣乩乴乹丬 乬乡乣乫 乯书 乳乩乧乮乩丌乣乡乮乴 书乥乡乴乵乲乥乳丬
乡乮乤 乩乮乳乵与乣乩乥乮乴 乵乴乩乬乩乺乡乴乩乯乮 乯书 乣乯乮乴乥乸乴丮乔乨乩乳 买乡买乥乲 买乲乯买乯乳乥乳 乴乨乥 乌乌乍中乍乥乤乎久乒 乭乥乴乨乯乤丬
乷乨乩乣乨 乬乥乶乥乲乡乧乥乳 乴乨乥 买乲乥中乴乲乡乩乮乥乤 乫乮乯乷乬乥乤乧乥 乯书 乬乡乲乧乥 乬乡乮乧乵乡乧乥 乭乯乤乥乬乳 丨乌乌乍乳丩丮乂乹 乥乭中
买乬乯乹乩乮乧 买乲乯乭买乴 乥乮乧乩乮乥乥乲乩乮乧丬 乩乴 乧乥乮乥乲乡乴乥乳 乳乥乭乡乮乴乩乣乡乬乬乹 乥乱乵乩乶乡乬乥乮乴 乢乵乴 乥乸买乲乥乳乳乩乶乥乬乹 乤乩中
乶乥乲乳乥 乡乵乧乭乥乮乴乥乤 乴乥乸乴乳 乡乮乤 乥乸乴乲乡乣乴乳 乭乵乬乴乩中乤乩乭乥乮乳乩乯乮乡乬 书乥乡乴乵乲乥乳丬 乩乮乣乬乵乤乩乮乧 乫乥乹乷乯乲乤 乳乥乴乳丬
乳乥乭乡乮乴乩乣 乤乥乳乣乲乩买乴乩乯乮乳丬 买乡乲乴中乯书中乳买乥乥乣乨 乩乮书乯乲乭乡乴乩乯乮丬 乡乮乤 乭乥乤乩乣乡乬 乥乮乴乩乴乹 乡乳乳乯乣乩乡乴乩乯乮 书乥乡中
乴乵乲乥乳丮 乔乨乩乳 乡买买乲乯乡乣乨 乳乩乧乮乩丌乣乡乮乴乬乹 乥乮乨乡乮乣乥乳 乴乨乥 乭乯乤乥乬丧乳 书乥乡乴乵乲乥 乲乥买乲乥乳乥乮乴乡乴乩乯乮 乣乡买乡中
乢乩乬乩乴乩乥乳丮乔乨乥 乭乥乴乨乯乤 乥乭买乬乯乹乳 乡 乤乵乡乬中乣乨乡乮乮乥乬 乍乡乣乂久乒乔中乂乩乇乒乕 乥乮乣乯乤中乩乮乧 乭乯乤乵乬乥 乴乯
乬乥乡乲乮 乩乮 买乡乲乡乬乬乥乬 乢乯乴乨 乯乲乩乧乩乮乡乬 乴乥乸乴 书乥乡乴乵乲乥乳 乡乮乤 书乥乡乴乵乲乥乳 乥乮乨乡乮乣乥乤 乢乹 乬乡乲乧乥 乬乡乮乧乵乡乧乥
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乮乩乳乭丮乓乵乢乳乥乱乵乥乮乴乬乹丬 乡乮 乡乤乡买乴乩乶乥 乭乵乬乴乩中乧乲乡乮乵乬乡乲乩乴乹 乤乩乬乡乴乥乤 乣乯乮乶乯乬乵乴乩乯乮 乬乡乹乥乲 乩乳 乩乮乴乲乯中
乤乵乣乥乤 乴乯 乣乡买乴乵乲乥 乭乵乬中乴乩中乳乣乡乬乥 乬乯乣乡乬 乣乯乮乴乥乸乴乵乡乬 乩乮书乯乲乭乡乴乩乯乮 乴乨乲乯乵乧乨 乯乮乥中乤乩乭乥乮乳乩乯乮乡乬
乣乯乮乶乯乬乵乴乩乯乮乳 乷乩乴乨 乤乩下乥乲乥乮乴 乤乩乬乡乴乩乯乮 乲乡乴乥乳丬 书乵乲乴乨乥乲 乥乮乲乩乣乨乩乮乧 乷乯乲乤 乲乥买乲乥乳乥乮乴乡中乴乩乯乮乳丮乔乨乥
乂乩乡与乮乥 乭乯乤乵乬乥 乩乳 乩乮乴乲乯乤乵乣乥乤 乩乮 乴乨乥 乯乵乴买乵乴 乬乡乹乥乲 乴乯 乡乣乨乩乥乶乥 乡乣乣乵乲乡乴乥 乲乥乣乯乧乮乩乴乩乯乮 乯书
乥乮乴乩乴乹 乢乯乵乮乤乡乲乩乥乳 乡乮乤 乴乹买乥乳丮 乃乯乭买乡乲乡乴乩乶乥 乥乸买乥乲中乩乭乥乮乴乳 乩乮乤乩乣乡乴乥 乴乨乡乴 乌乌乍中乍乥乤乎久乒
乯乵乴买乥乲书乯乲乭乳 乥乸乩乳乴乩乮乧 乢乡乳乥乬乩乮乥 乭乥乴乨乯乤乳 乯乮 乭乵乬乴乩买乬乥 乭乥乤乩乣乡乬 乮乡乭乥乤 乥乮乴乩乴乹 乲乥乣乯乧乮乩乴乩乯乮
乤乡乴乡乳乥乴乳丮 乁乢乬乡乴乩乯乮 乳乴乵乤乩乥乳 书乵乲乴乨乥乲 乶乥乲乩书乹 乴乨乥 乥下乥乣乴乩乶乥乮乥乳乳 乯书 乥乡乣乨 乭乯乤乵乬乥丮

Keywords: 之乥乹乷乯乲乤乳 乍乥乤乩乣乡乬 乎乡乭乥乤 久乮乴乩乴乹 乒乥乣乯乧乮乩乴乩乯乮 丬 乌乡乲乧乥 乌乡乮乧乵乡乧乥
乍乯乤乥乬 丬 乄乵乡乬中乃乨乡乮乮乥乬 久乮乣乯乤乩乮乧 丬 乃乲乯乳乳中乁乴乴乥乮乴乩乯乮 乍乥乣乨乡乮乩乳乭 丬 乁乤乡买乴乩乶乥
乃乯乮乶乯乬乵乴乩乯乮乡乬 乌乡乹乥乲

1 引引引言言言

近年来，医学命名实体识别（乎久乒）在医疗信息提取、知识图谱构建及辅助诊断等领域扮
演着愈发关键的角色。医学文献中蕴含大量专业实体信息，如基因、药物和疾病等，乎久乒的核
心任务是从文本中精准划定这些实体的边界并归类至预定义类别。这一技术的进步显著提升了
医学信息处理的效率，并为下游任务提供了精确的语义支持丨乏乨乮乯 乥乴 乡乬丮丬 串丰串临丩。
尽管乎久乒领域的研究已取得长足进展，但医学文本的独特性和复杂性仍带来诸多挑战。首

先，数据稀缺与特征不显著并存：医学子领域因专业性强且受隐私限制，高质标注数据集难以
获取。其次，医学文本表达形式多样且高度依赖上下文，传统方法如支持向量机（乓乖乍）、隐
马尔科夫模型（么乍乍）和条件随机场（乃乒乆）虽在特定场景下有效，但在复杂医学文本中表
现受限丨乃乨乥乮 乥乴 乡乬丮丬 串丰串丳丩。近年来，深度学习特别是预训练模型的兴起为医学乎久乒注入新活
力，其多头自注意力机制能捕捉长距离依赖，增强上下文建模能力。然而，这些方法在医学应
用中仍存不足：训练中对非实体部分的文本表达灵活性不足，影响收敛效率丨乓乵乮 乥乴 乡乬丮丬 串丰串丳丩；
对上下文信息的挖掘不够深入，未能充分利用非实体部分的潜在语义丨乗乡乮 乥乴 乡乬丮丬 串丰串丰丩。
现有的医学乎久乒方法主要存在以下局限性：首先，传统特征增强方法仅关注单一文本表示

增强，缺乏多维度特征提取，且采用单通道架构，无法实现不同特征表示间的有效互补丨乂乡乩 乥乴
乡乬丮丬 串丰串丰丩；此外，现有方法丨么乵 乥乴 乡乬丮丬 串丰串串乢丩主要融入外部知识，未能充分利用大语言模型的
深度语义理解能力；最后，如丨乁乮 乥乴 乡乬丮丬 串丰串串丩多采用固定窗口处理，难以适应医学实体长度变
化大的特点。
本文提出一种新型医学命名实体识别方法乼乼乌乌乍中乍乥乤乎久乒，针对上述问题提出了三个

核心创新：第一，多任务提示策略引导大模型提取多维度医学特征（关键字、语义描述、词性
和关联特征），这与现有仅关注单一文本表示的方法有本质区别，能够深度挖掘医学文本的语
义层次；第二，设计的双通道编码架构通过并行编码和交叉注意力机制实现特征互补，相比单
通道融合方法能够更好地利用不同表示间的协同效应；第三，针对医学实体长度变化大的特
点，提出自适应多粒度扩张卷积层，相比固定窗口方法更具适应性，能够灵活捕获不同尺度的
上下文信息。

乌乌乍中乍乥乤乎久乒充分利用大语言模型在海量医疗语料上的预训练优势，通过精心设计的提
示策略生成增强文本，并结合双通道编码网络提升识别性能。系统首先识别文本中的潜在医学
实体，包括疾病名称、症状和治疗方法等，确保这些实体的语义和相对位置保持不变；然后仅
改写实体外的上下文部分，通过同义词替换、句式变换或语序调整等方式丰富表达，同时保证
增强文本与原始文本的医疗意图和整体语义一致，避免引入歧义或改变实体含义。这一过程为
模型提供了更丰富的语言表达和上下文特征。此外，我们还利用大语言模型提取多维度特征，
包括关键字、语义描述、词性信息及实体间关联关系，并通过内化医疗领域知识，捕捉实体间
的隐含语义联系，如疾病与治疗的因果关系、症状与疾病的伴随关系，进一步增强特征表达的
深度与多样性，提升模型对复杂医学文本的理解能力。网络结构设计上，乌乌乍中乍乥乤乎久乒采用
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双通道乍乡乣乂久乒乔中乂乩乇乒乕模块并行处理原始文本与增强文本，提取深层语义特征，并通过交叉
注意力机制融合双路径信息。在此基础上，引入自适应多粒度扩张卷积层，通过多个不同膨胀
率的一维卷积并行提取多尺度的局部上下文信息，进一步丰富词级表示；最后，在输出层加
入乂乩乡与乮乥模块，通过二次仿射变换精确建模词间依赖，实现高精度的实体边界和类型预测。实
验结果表明，乌乌乍中乍乥乤乎久乒在多个医学数据集上的精度和召回率均超越现有方法，消融实验
进一步验证了特征增强与网络结构设计的协同效应。

2 相相相关关关研研研究究究

命名实体识别是一项核心的自然语言处理任务，旨在从非结构化文本中识别并抽取具有特
定意义的实体丨何玉洁乥乴 乡乬丮丬 串丰串丱丩。早期的乎久乒 研究主要集中于基于规则的方法，这类方法通
常依赖专家制定的规则和领域特定的词典，以识别和分类实体丨向晓雯乥乴 乡乬丮丬 串丰丰丵丩。例如，利用
正则表达式和词汇匹配技术丨丁建平乥乴 乡乬丮丬 串丰串临丩能够在结构化程度较高或文本格式相对固定的场
景下取得较好的效果。然而，随着应用领域和文本风格的逐渐多样化，基于规则的方法在维护
成本、适用性和泛化性方面的局限也随之显现丨雷宇翔乡乮乤 廖涛丬 串丰串丵丩。

为突破人工规则在可扩展性和自适应性方面的限制，研究者开始将统计学习理论引入
到乎久乒 任务中。典型的统计模型包括隐马尔可夫模型丨乂乩乫乥乬 乥乴 乡乬丮丬 丱丹丹丸丩、条件随机场丨杨荣
根乥乴 乡乬丮丬 串丰串串丩和支持向量机丨义乭乡乭 乥乴 乡乬丮丬 串丰串丱丩。这些方法通过特征工程提取文本中的多种特
征，以训练分类器进行实体识别。尽管统计学习方法在一定程度上减少了对手工规则的依赖，
但其依然需要大量的人工特征设计，且在处理大规模、多样化或跨语言的数据时，性能表现不
够稳定丨乇乯乹乡乬 乡乮乤 乓乩乮乧乨丬 串丰串临丩。

深度学习技术的迅猛发展为乎久乒 任务带来了新的突破。循环神经网络（乒乥乣乵乲乲乥乮乴 乎乥乵乲乡乬
乎乥乴乷乯乲乫乳丬 乒乎乎）及其变体长短期记忆网络（乌乯乮乧 乓乨乯乲乴中乔乥乲乭 乍乥乭乯乲乹丬 乌乓乔乍）丨乎乡乩乫 乥乴 乡乬丮丬
串丰串临丩和双向乌乓乔乍 （乂乩乌乓乔乍）丨项恒乥乴 乡乬丮丬 串丰串临丩不断被用于乎久乒 任务，这些模型能够自动
学习文本的时序特征，避免了复杂的特征工程。结合条件随机场层（乃乒乆 乌乡乹乥乲）的端到端
架构，如乍乥乫乫乩等人丨乍乥乫乫乩 乥乴 乡乬丮丬 串丰串临丩提出乂乩乌乓乔乍中乃乒乆 模型，进一步提升了序列标注的准
确性和鲁棒性。此外，卷积神经网络（乃乯乮乶乯乬乵乴乩乯乮乡乬 乎乥乵乲乡乬 乎乥乴乷乯乲乫乳丬 乃乎乎）也被广泛应用
于乎久乒任务，用于提取局部特征。例如，乓乡乷乩乮乤乥乲等人丨之乡乵乲 乥乴 乡乬丮丬 串丰串丰丩 将乌乓乔乍和乃乎乎结
合，构建了一个乃乎乎中乌乓乔乍神经网络结构，通过乃乎乎 提取词级和字符级的局部特征。乊乵乮乴乩乮乧
等人丨乌乩乮 乡乮乤 乌乩乵丬 串丰串串丩进一步提出了乂乩乌乓乔乍中乃乎乎乳中乃乒乆模型，结合了双向循环神经网
络、乃乎乎和乃乒乆，充分利用了各模块的优势，提升了实体识别的效果。随着深度学习方
法的不断发展，预训练语言模型（乐乲乥中乴乲乡乩乮乥乤 乌乡乮乧乵乡乧乥 乍乯乤乥乬乳丬 乐乌乍）的出现进一步提升
了乎久乒的性能。乂久乒乔（乂乩乤乩乲乥乣乴乩乯乮乡乬 久乮乣乯乤乥乲 乒乥买乲乥乳乥乮乴乡乴乩乯乮乳 书乲乯乭 乔乲乡乮乳中书乯乲乭乥乲乳）丨乐乡乲乫 乥乴
乡乬丮丬 串丰串丳丩通过在大规模无监督语料上进行双向训练，获得了强大的上下文语义理解能力，其变
体如乒乯乂中久乒乔乡丨顾泽乥乴 乡乬丮丬 串丰串丳丩和乍乡乣乂久乒乔丨乙乵乡乮 乥乴 乡乬丮丬 串丰串临丩等在多个乎久乒 基准数据集上
表现优异，显著减少了对人工特征工程的依赖，并在医学和法律等专业领域展现了良好的适应
性丨乚乨乡乮乧 乥乴 乡乬丮丬 串丰串丳丩。例如乃乨乥乮等人丨乃乨乥乮 乥乴 乡乬丮丬 串丰串临丩采用基于乁乌乂久乒乔中乂乩乌乓乔乍中乃乒乆 的
半监督的中文电子病历乎久乒 模型，通过乁乌乂久乒乔 进行特征提取，双向长短期记忆网络加条件
随机场来训练数据，有效提高模型准确度。

继预训练模型之后，大型语言模型（乌乡乲乧乥 乌乡乮中乧乵乡乧乥 乍乯乤乥乬乳丬 乌乌乍）如乇乐乔 系列丨乇乡乲乣专丐乡中
乂乡乲乲乡乧专乡乮 乥乴 乡乬丮丬 串丰串临丩、乔丵丨乃乨乵乮乧 乥乴 乡乬丮丬 串丰串临丩和乃乨乡乴乇乌乍丨乚乥乮乧 乥乴 乡乬丮丬 串丰串串丩 迅速崛起，这
些模型拥有更多的参数，能够通过海量多领域数据进行深层次的语言模式学习和语义学习丨段
宇锋乡乮乤 谢佳宏丬 串丰串丵丩。乌乌乍 能够通过其庞大的参数和预训练的知识，在文本中提取出多
种不同类型的特征。例如，提取关键字、实体之间的关系、语义描述、句法结构等。乌乌乍也
可以通过提示（乐乲乯乭买乴）实现零样本或小样本的推断与生成丨徐春乥乴 乡乬丮丬 串丰串丳丩。对于乎久乒 而
言，乌乌乍所具备的多样化生成能力可用于构造或改写训练样本，以缓解标注数据不足的问题。
此外，乌乌乍所具备的提取特征能力可以帮助乎久乒 模型更好地理解复杂文本中的潜在信息，并
且在某些场景下能显著提升实体识别的鲁棒性与泛化性。

3 LLM-MedNER框框框架架架

乌乌乍中乍乥乤乎久乒网络框架如图丱所示，主要由乌乌乍文本增强模块、双通道编码器层、多粒度
扩张卷积层、共预测器层四个模块组成。以下将详细描述各部分的具体实现和细节。
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乆乩乧乵乲乥 丱为 乌乌乍中乍乥乤乎久乒网络框架

3.1 LLM特特特征征征增增增强强强模模模块块块

文本增强模块通过大语言模型生成增强文本并提取多维度特征，以增强模型对医疗文本的
表示能力。每个输入样本包含一条医疗文本T 丽 {x1, x2, . . . , xN} ，其中xi 表示文本中的词，乎
为文本长度。大语言模型通过多任务提示策略生成增强文本T ′ 丽 {x′1, x′2, . . . , x′M} ，其中乍 为
增强文本的长度，并提取多维度特征，包括关键字集合K 丽 {k1, k2, . . . , kP } ，关键字描述特
征Hdesc ，医学实体关联特征Hrel ，词性特征Hpos 。最终，生成原始文本特征Haug 和增强特
征Haug ，为后续的双通道编码器层提供输入。

3.1.1 增增增强强强文文文本本本生生生成成成

大语言模型在特征增强模块中的首要任务是生成与原始医疗文本语义等价但表达方式不同
的增强文本，从而扩充训练数据的多样性，为模型提供更丰富的语言表达形式。大语言模型利
用其在海量医疗语料上的预训练知识，能够深刻理解医疗文本中的专业术语和上下文关系，例
如疾病、治疗方法、症状等概念之间的关联。生成增强文本的过程不仅需要保持语义一致，还
需通过多样化的表达方式增强模型的泛化能力。在预测阶段，大语言模型识别文本中的潜在医
学实体并进行增强。增强过程需满足：保持潜在实体的语义和位置不变，确保与原始文本语义
一致；仅重写实体外的上下文，通过同义词替换、句式变换、语序调整等方式丰富表达；保证
医疗意图和整体语义一致，避免歧义或改变实体含义。增强文本T ′ 随后通过乍乡乣乂久乒乔编码为
特征表示：

Haug 丽 乍乡乣乂久乒乔
(
T ′) 丽 {

h1aug , h
2
aug , . . . , h

M
aug

}
∈ RM×dh 丨丱丩

其中dh 为乍乡乣乂久乒乔 的隐藏层维度，表示每个词的特征向量维度。原始文本T 同样通
过乍乡乣乂久乒乔 编码为：

Horg 丽 乍乡乣乂久乒乔丨T 丩 丽
{
h1org , h

2
org , . . . , h

N
org

}
∈ RN×dh 丨串丩

增强文本生成提示模板如表丱所示。

3.1.2 关关关键键键词词词及及及词词词性性性信信信息息息提提提取取取

大语言模型从医疗文本T 和增强文本T ′ 中提取关键字及其相关特征，生成关键字集
合K 丽 {k1, k2, . . . , kP } ，其中P 为关键字数量。关键字通常是医疗文本中的核心术语或短语，
往往是潜在医学实体的核心组成部分。大语言模型利用其在医疗领域的预训练知识，能够准确
识别这些术语，例如疾病名称，症状描述或治疗方法等。提取关键字后，大语言模型进一步生
成多维度特征，包括关键字描述特征和词性特征，以丰富模型对关键信息的理解能力。大语言
模型首先基于上下文和预训练知识识别T 和T ′ 中的关键字集合K 丽 {k1, k2, . . . , kP } 。关键字
集合之 通过乍乡乣乂久乒乔 编码为特征表示：

HK 丽 乍乡乣乂久乒乔丨K丩 丽
{
h1K , h2K , . . . , hPK

}
∈ RP×dh 丨丳丩
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用户输入 乇乌乍输出

根据给定的医疗文本，生成一个语义等价但表
达方式不同的增强文本。要求如下：

丱丮识别文本中的潜在医学实体（如疾病名称、

症状、治疗方法等），并确保这些实体的语
义和在文本中的相对位置保持不变；
串丮仅改写潜在医学实体外的上下文部分，通过
同义词替换、句式变换或语序调整等方式
丰富表达；
丳丮确保生成的增强文本与原始文本的医疗意图
和整体语义保持一致，避免引入歧义或改变实
体含义。
输入文本：患者因高血压接受药物治疗效果不
佳。输出格式：增强文本：增强文本

增强文本：患者由于高血压而接受
的药物治疗未能取得理想效果。

乔乡乢乬乥 丱为 增强文本生成提示模板

为每个关键字ki 生成简要的语义描述信息，解释其在医疗文本中的含义。例如，对于
关键字＂发热＂，描述可能是＂体温升高，通常为疾病症状＂。所有描述信息集合记为
＂乄乥乳乣乲乩买乴乩乯乮乳＂，通过乍乡乣乂久乒乔 编码为句子级特征向量：

Hdesc 丽 乍乡乣乂久乒乔丨 乄乥乳乣乲乩买乴乩乯乮乳 丩 丽
{
h1des, h

2
desc, . . . , h

P
desc

}
∈ RP×dh 丨临丩

其中hidesc ∈ Rdh 表示第i 个关键字的描述特征向量。关键字描述特征为模型提供额外的背景知
识，帮助更准确地理解术语在医疗文本中的作用。关键词信息提取提示模板如表串 所示。

在完成增强文本生成后，随后进行词性特征提取步骤，大语言模型分析关键字集合K 中
每个关键字的词性（如名词，动词，形容词等），生成词性集合POS 丽 {买乯乳1, 买乯乳2, . . .买乯乳P }
，。例如，＂发热＂可能标注为名词，＂治疗＂可能为动词。词性集合乐乏乓 通过乍乡乣乂久乒乔 编
码为特征表示：

Hpos 丽 乍乡乣乂久乒乔丨POS丩 丽
{
h1pos, h

2
pos, . . . , h

P
pos

}
∈ RP×dh 丨丵丩

其中hipos ∈ Rdh 表示第i 个关键字的词性特征向量。词性特征增强了模型对关键字语法功能的理
解，有助于后续实体识别和关系分析。词性提取可通过提示策略实现，模板可参考表串扩展。

关键词提取提取模板和词性提取模板如表串、表丳所示。

用户输入 乇乌乍 输出

根据给定的医疗文本，提取关键词并为每个
关键词提供简要的语义描述。要求如下：
丱丮关键词应为医疗文本中的核心术语或短语，
例如疾病名称、症状描述、治疗方法等，通常是
潜在医学实体的核心组成部分；
串丮为每个提取的关键词生成一个简短的语义描述，
解释其在当前医疗文本中的具体含义，描述应基
于文本上下文和医疗领域知识；
丳丮确保关键词及其描述准确反映文本的核心信息。
输入文本：患者因高血压接受药物治疗效果不佳。
输出格式：关键词：{关键词}，描述：{描述}

关键词：高血压，描述：一种血压
持续高于正常水平的慢性疾病，在
此指患者的主要健康问题。
关键词：药物治疗，描述：通过服用
药物来控制或缓解疾病的方法，在
此指针对高血压的干预措施。
关键词：效果不佳，描述：治疗结果
未达到预期目标的状态，在
此指药物未能有效控制高血压。

乔乡乢乬乥 串为 关键词信息提取提示模板
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用户输入 乇乌乍 输出

根据给定的关键词列表，为每个关键词标注其词性。
要求如下：
丱丮关键词列表来源于医疗文本的提取结果，可能是
疾病名称、治疗方法、症状等；

串丮为每个关键词标注准确的词性（如名词、动词、

形容词等），基于其在原始文本中的语法功能；
丳丮确保词性标注符合医疗文本的上下文语义。
输入关键词列表：高血压、药物治疗、效果不佳。
输出格式：关键词：{关键词}，词性：{词性}
本的核心信息。
输入文本：患者因高血压接受药物治疗效果不佳。
输出格式：关键词：{关键词}，描述：{描述}

关键词：高血压，词性：名词
关键词：药物治疗，词性：名词
关键词：效果不佳，词性：形容词

乔乡乢乬乥 丳为 词性提取提示模板

3.1.3 医医医学学学实实实体体体关关关联联联特特特征征征提提提取取取

大语言模型分析医疗文本中潜在医学实体之间的关联关系，提取医学实体关联特征Hrel ，
以增强模型对文本的理解能力。医学实体关联特征旨在捕捉潜在医学实体之间的关系，例如疾
病与治疗方法之间的因果关系，疾病与症状之间的伴随关系等。这种特征在医疗文本中尤为重
要，因为实体之间的关联往往提供关键上下文信息，帮助模型更准确地识别和分类实体。通过
提示策略（模板如表丳所示），大语言模型首先识别文本中的潜在医学实体，然后分析它们之间
的关联关系，生成描述信息。实体对集合定义为E 丽 {丨ea1 , eb1丩 , 丨ea2 , eb2丩 , . . . , 丨eaR , ebR丩} ，其
中乒 为实体对数量，每个实体对

(
eaj , ebj

)
表示一对相关的医学实体。实体对及其关联关系描述

（文本形式）集合记为＂乒乥乬乡乴乩乯乮乳＂，通过乍乡乣乂久乒乔 编码为特征向量：

Hrel 丽 乍乡乣乂久乒乔丨 乒乥乬乡乴乩乯乮乳 丩 丽
{
h1rel, h

2
rel, . . . , h

R
rel

}
∈ RR×dh 丨丶丩

其中hjrel ∈ Rdh 表示第j 个实体对的关联特征向量。由于实体对通常由关键字组成，Hrel 将在后
续双通道编码器层中映射到对应的关键字位置。关联特征提取提示模板如表临 所示。

用户输入 乇乌乍 输出

根据给定的医疗文本和提取的关键词，识别医学实体
对并描述它们之间的关联关系。要求如下：
丱丮从文本中识别潜在的医学实体对，例如疾病与治疗
方法、疾病与症状等，实体对应于已提取的关键词；
串丮为每个实体对提供一个关联关系的描述，说明它们

之间的关系类型（如因果关系、伴随关系、结果关

系等），描述需基于文本上下文和医疗知识；
丳丮确保关联关系准确反映文本中的语义逻辑，避免臆
断或偏离文本内容。
输入文本：患者因高血压接受药物治疗效果不佳。
输入关键词：高血压、药物治疗、效果不佳。
输出格式：实体对：{实体丱}中{实体串}，
关联关系：{关系描述}

实体对：高血压中药物治疗，

关联关系：因果关系（高血压是患
者接受药物治疗的原因，药物治疗

旨在控制高血压）。
实体对：药物治疗中效果不佳，

关联关系：结果关系（药物治疗的实
施结果是效果不佳，未能有效缓解高

血压）。

乔乡乢乬乥 临为 关联特征提取提示模板

3.2 双双双通通通道道道编编编码码码器器器层层层

双通道编码器层负责将来自大语言模型（乌乌乍）特征增强模块的多种特征融合成统一的特
征表示H ，简单来说其输入包括原始文本特征Horg ∈ RN×dn ，增强文本特征Haug ∈ RM×dh ，
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关键字描述特征，医学实体关联特征Hrel ∈ RR×dh ，词性特征Hpos ∈ RP×dh 以及关键字集合特
征HK ∈ RP×dh 。该层通过特征映射，序列编码和交叉注意力机制，逐步融合这些特征，生成
最终的融合特征H 。下面详细介绍图丱 中特征融合模块的流程。
通过特征映射，将与关键字相关的特征（如Hdesc , Hpos , Hrel 融入到原始文本特征Horg 和

增强文本特征Haug 中对应关键字的位置。假设关键字集合为K 丽 {k1, k2, . . . , kP } ，其在原始
文本T 中的位置为{p1, p2, . . . , pP } ，在增强文本T ′ 中的位置为{q1, q2, . . . , qP } 。对于关键字描
述特征Hdesc 和词性特征Hpos ，通过加权映射融入对应位置：

hpiorg ← hpiorg 丫 αhidesc 丫 γhipos

hqiaug ← hqiaug 丫 αhidesc 丫 γhipos
丨丷丩

对于医学实体关联特征Hrel ，假设第j 个实体对由关键字kaj 和kbj 组成，其映射方式为：

h
paj
org ← h

paj
org 丫 βhjrel

h
pbj
org ← h

pbj
org 丫 βhjrel

h
qaj
aug ← h

qaj
aug 丫 βhjrel

h
qbj
aug ← h

qbj
aug 丫 βhjrel

丨丸丩

其中，α, β, γ 为可学习权重参数。完成特征映射后，更新后的Horg 和Haug 包含丰富语义和关
联信息。接着，使用双向乇乒乕（乂乩乇乒乕）对Horg 和Haug 进行编码，捕捉序列上下文信息：

H ′
org 丽 乂乩乇乒乕 丨Horg 丩

H ′
aug 丽 乂乩乇乒乕 丨Haug 丩

丨丹丩

为将增强文本信息融入原始文本，使用交叉注意力机制融合H ′
org 和H ′

aug ，以H ′
org 作为

查询（乑乵乥乲乹），H ′
aug 作为键（之乥乹）和值（乖乡乬乵乥），计算注意力权重并通过残差连接生成融

合特征：

Hfused 丽 H ′
org 丫乁乴乴乥乮乴乩乯乮丨Q,K, V 丩 丨丱丰丩

其中，乁乴乴乥乮乴乩乯乮丨Q,K, V 丩 丽 乳乯书乴乭乡乸
(
QKT
√
dh

)
V ，且Q 丽 H ′

orgWQ,K 丽 H ′
augWK , V 丽 H ′

augWV

。最后，对Hfused 再次使用乂乩乇乒乕 编码，生成最终特征表示：

h 丽 乂乩乇乒乕 丨Hfused 丩 丨丱丱丩

该特征h 融合了原始文本和增强文本的多维度信息，为后续模块提供全面支持。

3.3 自自自适适适应应应多多多粒粒粒度度度卷卷卷积积积层层层

自适应多粒度卷积层的用于构建和优化词的表示，以支持后续的实体识别任务。如图丱多粒
度扩张卷积层所示，包括自适应层归一化（乁乤乡买乴乩乶乥 乌乡乹乥乲 乎乯乲乭乡乬乩乺乡乴乩乯乮丬 乁乤乡乌乎）、多层感
知机（乍乌乐）以及多粒度扩张卷积模块三个模块。
首先，通过自适应层归一化（乁乤乡乌乎）直接对h 进行归一化，生成高质量的词表示C ∈

RN×dh 。接着，应用多层感知机（乍乌乐）对归一化后的表示进行进一步的非线性变换，得到增
强后的词表示c′ 。具体来说，对于每个词xi ，其表示ci 和c′i 由以下公式计算：

ci 丽 乁乤乡乌乎 丨hi丩 丽 γi
◦hi − µ

σ
丫 λi 丨丱串丩

c′i 丽 乍乌乐 丨ci丩 丽 乒乥乌乕 丨W1ci 丫 b1丩W2 丫 b2, 丨丱丳丩

其中，增益参数γi 和偏置λi 分别由以下公式计算：

γi 丽 Wahi 丫 ba, λi 丽 WBhi 丫 bB 丨丱临丩
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均值µ 和标准差σ 则通过hi 的元素计算得出：

µ 丽
丱

dh

dh∑
k=1

hik, σ 丽

√√√√ 丱

dh

dh∑
k=1

丨hik − µ丩2. 丨丱丵丩

参数W1,W2, b1, b2 为可学习的权重和偏置。
为了捕捉不同距离的词之间的交互，采用多粒度扩张卷积。具体而言，应用多个具有不同

扩张率l ∈ {丱, 串, 丳} 的一维扩张卷积（乄乃乯乮乶），每个卷积的输出表示为：

Dl 丽 σ
(
乄乃乯乮乶1

(
c′
))

, 丨丱丶丩

其中，σ 为乇久乌乕 激活函数。将所有扩张率的卷积输出拼接起来，得到最终的词表示：

D 丽
[
D1, D2, D3

]
∈ RN×3dc . 丨丱丷丩

3.4 共共共预预预测测测器器器层层层(Co-Predictor Layer)

为了加强乌乌乍中乍乥乤乎久乒的表现，我们设计了一种结合乂乩乡与乮乥的预测层，该层通过联合
推理单词间的关系和上下文特征来提高模型的分类能力。乂乩乡与乮乥 根据丳丮串 所得的词表示矩
阵h ∈ RN×dh ，首先通过线性变换将其映射到两个特征空间，分别为x ∈ RN×dh 和y ∈ RN×dh

，公式如下：
x 丽 hWx, y 丽 hWy 丨丱丸丩

其中，Wx,Wy ∈ Rdb×dh 是可训练的权重矩阵。接着，计算单词间的关系分数矩阵Sb ∈ RN×N

，并通过线性变换映射到类别空间S′
b ∈ RN×labels 。计算过程可表示为：

S′
b 丽 xWb1y

TWb2 丨丱丹丩

其中，Wb1 ∈ Rdh×dh 和Wb2 ∈ RN× labels 是可训练的权重矩阵。
同时，根据丳丮丳 所述的卷积操作，得到上下文特征矩阵D ∈ RN×3dc ，其通过线性变换DWd

得到上下文持征分数矩阵Sd ∈ RN× labels ，其中，Wd ∈ R3λc× labels 是可训练的权重矩阵。
最终，将关系分数S′

b 和上下文特征分数Sd 按元素相加，得到最终分类结果矩阵S ∈
RN×labels ：

S 丽 S′
b 丫 Sd 丨串丰丩

通过双仿射预测器捕获了单词间的关系特征，而上下文特征表示则补充了全局语义信息，
二者的结合使模型能够更加准确地完成命名实体识别任务。

3.5 损损损失失失函函函数数数

对于每个词，类型预测损失通过交叉熵来衡量模型预测的实体类型与真实实体类型之间的
差异。具体地，类型预测损失定义为：

Ltype 丽 −
N∑
i=1

c∑
f=1

yi,c 乬乯乧 丨pi,f 丩 丨串丱丩

其中，yi,c 是第i 对词在第c 类别上的真实标签，若词对属于实体类型c ，则为丱 ，否则为丰, pi,f
是乓通过乓乯书乴乭乡乸 函数计算得到的第i 对词属于第f 类实体类型的预测概率。

4 实实实验验验

4.1 数数数据据据集集集

本文选用了三个公开的医学命名实体识别数据集，即乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中
乖串。这些数据集涵盖了丰富的医学实体类型，包括疾病、症状、药物、检查项目等，每个实
体均标注了其在文本中的起始和结束位置。乃乃之乓串丰丱丹和乃乃之乓串丰串丰 数据集由相关机构发布，
后者是在前者基础上的扩展版本，增加了样本数量和实体种类，以提升数据的多样性和复杂
性。乃乍乥久久中乖串数据集则进一步细化了实体类别，涵盖了更为细粒度的医学术语，如手术、诊
断方法和治疗方案等。此外，为了保证模型训练与评估的公平性，本文将以上三个数据集分别
按照丸为丱为丱的比例划分为训练集、验证集和测试集。
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4.2 对对对比比比模模模型型型

为了验证所提方法的有效性，本文选取了多种主流的命名实体识别模型作为对比，包
括乂久乒乔丨李哲乡乮乤 殷继彬丬 串丰串临丩、乒乯乂久乒乔乡中乌乓乔乍丨乃乨乥乮 乥乴 乡乬丮丬 串丰串丵丩、乒乯乂久乒乔乡中乂乩乌乓乔乍中
乃乒乆丨陆泽健乥乴 乡乬丮丬 串丰串临丩、乃乎乎中乂乩乌乓乔乍中乃乒乆丨乍乥乮乧乬乩乥乶 乥乴 乡乬丮丬 串丰串丵丩、乃乎乎中乃乒乆丨之乡乣乨乡乮乯乶
乥乴 乡乬丮丬 串丰串临丩、乂久乒乔中乃乒乆丨么乵 乥乴 乡乬丮丬 串丰串串乡丩以及乂乩乌乓乔乍中乃乒乆丨乓乩乡乭乩中乎乡乭乩乮乩 乥乴 乡乬丮丬 串丰丱丹丩。

4.3 参参参数数数配配配置置置

为了确保实验结果的可重现性和公平性，本文选择乃乨乡乴乇乌乍中丶乂中乶丱丮丱作为特征增
强模块，乴乥乭买乥乲乡乴乵乲乥设置为丰丮串，乴乯买 买值设置为丰丮丸丵，最大生成长度为丱丰串临个乴乯乫乥乮。乌乌乍中
乍乥乤乎久乒模型的双通道编码器均采用乍乡乣乂久乒乔，学习率设置为丳乥中丵，多尺度卷积层的卷积
核大小设置为乛丱丬串丬丳九，每个尺度的卷积核数量为丱串丸，交叉注意力机制的注意力头数设置
为丸，乂乩乡与乮乥分类器的隐藏层维度设置为串丵丶，乤乲乯买乯乵乴率为丰丮丳，训练批次大小为丸。学习率
设置为串乥中丵，采用乁乤乡乭优化器，权重衰减为丰丮丰丱，训练批次大小为丱丶，最大序列长度为丵丱串。

4.4 评评评价价价指指指标标标

本文采用了精确率（乐乲乥乣乩乳乩乯乮丬 乐）、召回率（乒乥乣乡乬乬丬 乒）和乆丱值（乆丱中乓乣乯乲乥）作为主要评
价指标。

乐 丽
乔乐

乔乐 丫 乆乐
丨串串丩

乒 丽
乔乐

乔乐 丫 乆乎
丨串丳丩

乆乬 丽 串× 乐× 乒

乐丫 乒
丨串临丩

其中，乔乐 表示真正例，即模型正确识别的实体数量；乆乐 表示假正例，即模型错误识别为实体
的非实体数量；乆乎 表示假负例，即模型未能识别出的真实实体数量。

4.5 对对对比比比分分分析析析

我们在乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串上对乌乌乍中乍乥乤乎久乒模型与多种基线模型进行
了对比实验。结果如表丵 所示，乌乌乍中乍乥乤乎久乒在所有评价指标（乐、乒和乆丱 值）上均显著优于
其他模型。在乃乃之乓串丰丱丹 上，乌乌乍中乍乥乤乎久乒的精确率和召回率分别提升了约丷丮丵严和丷丮串严；
在乃乃之乓串丰串丰数据集中，乌乌乍中乍乥乤乎久乒 的乆丱值比乒乏乂久乒乔乁中乂义乌乓乔乍中乃乒乆高出约丳丮丱严，
精确率和召回率分别提升了约丵严和丳严；在乃乍乥久久中乖串数据集中，乌乌乍中乍乥乤乎久乒的乆丱值
比乒乏乂久乒乔乁中乂义乌乓乔乍中乃乒乆高出约临丮丷严，精确率提升了约串丮临严，召回率提升了约临丮丵严。这说
明乌乌乍中乍乥乤乎久乒在提升医学乎久乒 任务性能方面表现出色，较基线模型有明显的提升，特别是
在精度和召回率的平衡上。

乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
乍乯乤乥乬 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

乂久乒乔 丰丮丸丶丵丹 丰丮丸临丹丶 丰丮丸丵丷丷 丰丮丹丱丰串 丰丮丹串丱丵 丰丮丹丱丵丸 丰丮丷丰丵串 丰丮丶丰丵丵 丰丮丶丵丱丳
乂义乌乓乔乍中乃乒乆 丰丮丸丵临丵 丰丮丷丶丳丰 丰丮丸丰丵丸 丰丮丸丵丱丶 丰丮丸丱丱丷 丰丮丸丳丱丵 丰丮丶丸临丱 丰丮丶丳串丱 丰丮丶丵丷丹
乂久乒乔中乃乒乆 丰丮丸丶丱丱 丰丮丷丵丶丸 丰丮丸丰临丷 丰丮丸丶临丸 丰丮丸串丸丶 丰丮丸临丵丸 丰丮丶丸丱丹 丰丮丶串丳丰 丰丮丶丵丰丱
乃乎乎中乂义乌乓乔乍中乃乒乆 丰丮丸串丵丶 丰丮丷丹丳丶 丰丮丸丰丹丳 丰丮丸串丳丵 丰丮丷丸临丹 丰丮丸丰丳丷 丰丮丷丰丷丰 丰丮丵丸临丸 丰丮丶临丰丰
乃乎乎中乃乒乆 丰丮丸临丷丶 丰丮丷丵丷丷 丰丮丸丰丰丱 丰丮丸丳丷丵 丰丮丷丵丶丱 丰丮丷丹串丶 丰丮丶丸丰丹 丰丮临丷丳丷 丰丮丵丶丶丹
乒乏乂久乒乔乁中乂义乌乓乔乍中乃乒乆 丰丮丹丳串丱 丰丮丹丳丹丳 丰丮丹丳丵丷 丰丮丹丳丱丰 丰丮丹丳丳丷 丰丮丹丳串临 丰丮丷丶临丳 丰丮丷临丷串 丰丮丷丵丵丷
乒乏乂久乒乔乁中乂义乌乓乔乍 丰丮丸丹丷丳 丰丮丸丸串丶 丰丮丸丸丹丹 丰丮丸丸丷丵 丰丮丹丰丰丰 丰丮丸丹丳丷 丰丮丷临丱丱 丰丮丷临临丳 丰丮丷临串丷
乌乌乍中乍乥乤乎久乒 丰丮丹临丳丵 丰丮丹临丱串 丰丮丹临串丳 丰丮丹丵丹丵 丰丮丹丶丳丹 丰丮丹丶丱丷 丰丮丷丸丸丱 丰丮丷丹临临 丰丮丷丹丱串

乔乡乢乬乥 丵为 乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串上不同乎久乒模型和乌乌乍中乍乥乤乎久乒的性能比较
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4.6 消消消融融融实实实验验验分分分析析析

在消融实验中，我们针对乃乃之乓串丰丱丹、乃乃之乓串丰串丰以及乃乍乥久久中乖串三个医学命名实体识别
数据集，逐一剔除模型中的关键组件，以评估其对整体性能的影响。实验包括仅使用单通
道、移除大语言模型生成的增强文本、移除关键字、移除语义描述、移除词性信息、移除实体
间关联关系、移除交叉注意力机制、移除多尺度卷积层、移除乂乩乡与乮乥结构以及用乃乒乆解码替
换乂乩乡与乮乥结构等情况，结果分别记录在表丶中。

乂乩乡与乮乥结 构 和 卷 积 层 对 性 能 提 升 显 著 ， 去 除乂乩乡与乮乥结 构
后，乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串数据集的乆丱分数分别下降约丸丮丹严、丹丮丵严和丵丮丳严，
移除卷积层则导致乆丱分数分别下降约丰丮临严、丶丮串严和丳丮丳严。交叉注意力机制的效果因数据
集而异，在乃乃之乓串丰丱丹和乃乃之乓串丰串丰中移除后乆丱分数分别下降约丱丮临严和丳丮丸严，在乃乍乥久久中
乖串中下降约丷丮串严。用乃乒乆解码替换原有方式后，所有数据集表现未优于原模型，
在乃乃之乓串丰丱丹和乃乃之乓串丰串丰中乆丱分数分别下降约丶丮丵严和丷丮临严，表明现有解码方法更适配乌乌乍中
乍乥乤乎久乒。
单通道模型定义为不使用大语言模型生成的增强文本，仅依赖原始文本处理。我们特别关

注大语言模型在特征增强中的作用，深入分析移除其各个组成部分对性能的影响。大语言模型
通过预训练医疗语料，生成语义一致但表达多样的增强文本，并提取多维度特征，包括关键
字、语义描述、词性信息和实体间关联关系。若移除增强文本，模型失去多样化表达的支持，
无法充分利用大语言模型对上下文的深刻理解能力，乆丱分数在乃乃之乓串丰丱丹从丰丮丹临串丳降至丰丮丹丰丸丸，
在乃乃之乓串丰串丰从丰丮丹丶丱丷降至丰丮丹丱丵丰，在乃乍乥久久中乖串从丰丮丷丹丱串降至丰丮丷串临丰。

若移除关键字，大语言模型无法精准定位关键医学实体，精确率显著下降。若移除语义描
述，模型缺乏大语言模型对文本深层语义的捕捉，召回率降低。若移除词性信息，大语言模型
提供的上下文细粒度特征缺失，性能削弱。若移除实体间关联关系，大语言模型无法挖掘疾病
与治疗或症状间的隐含联系，限制了复杂文本的理解能力。相比之下，完整乌乌乍中乍乥乤乎久乒利
用大语言模型的预训练优势和多维度特征提取能力，通过增强文本丰富表达，通过关键字提升
实体识别精度，通过语义描述深化语义理解，通过词性信息细化上下文特征，通过实体间关联
关系捕捉隐含语义，大幅提升了精确率、召回率和乆丱分数，尤其在乃乍乥久久中乖串中增益显著。
实验验证了乂乩乡与乮乥结构、卷积层和交叉注意力机制的重要作用，同时表明大语言模型的特

征增强在处理复杂医学文本时不可或缺，其各个组成部分协同作用显著提升了模型性能。

乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
乍乯乤乥乬 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

乓乩乮乧乬乥 乣乨乡乮乮乥乬 丰丮丸丸串丰 丰丮丹丱丹丵 丰丮丹丰丰临 丰丮丸丹丵临 丰丮丹丰串丵 丰丮丸丹丸丹 丰丮丶丹丹丰 丰丮丷丰丵丹 丰丮丷丰串临
乷丯乯 久乮乨乡乮乣乥乤 乔乥乸乴 丰丮丸丹丵丰 丰丮丹串丳丰 丰丮丹丰丸丸 丰丮丹丱丰丰 丰丮丹串丰丰 丰丮丹丱丵丰 丰丮丷串丰丰 丰丮丷串丸丰 丰丮丷串临丰
乷丯乯 之乥乹乷乯乲乤乳 丰丮丹丱丰丵 丰丮丹丳丰丰 丰丮丹串丰丱 丰丮丹串丵丰 丰丮丹丳丰丰 丰丮丹串丷丵 丰丮丷丳丵丰 丰丮丷临丰丰 丰丮丷丳丷丵
乷丯乯 乓乥乭乡乮乴乩乣 乄乥乳乣 丰丮丹串丰丰 丰丮丹串丵丵 丰丮丹串串丷 丰丮丹丳丵丰 丰丮丹串丸丰 丰丮丹丳丱丵 丰丮丷临丵丰 丰丮丷丳丸丰 丰丮丷临丱丵
乷丯乯 乐乏乓 义乮书乯 丰丮丹串丸丰 丰丮丹丳丵丰 丰丮丹丳丱丵 丰丮丹临丰丰 丰丮丹丳丵丰 丰丮丹丳丷丵 丰丮丷丵丵丰 丰丮丷丵丰丰 丰丮丷丵串丵
乷丯乯 久乮乴乩乴乹 乒乥乬乡乴乩乯乮乳 丰丮丹丱丵丰 丰丮丹串丸丰 丰丮丹串丱丵 丰丮丹串丸丰 丰丮丹串丵丰 丰丮丹串丶丵 丰丮丷临丰丰 丰丮丷丳丵丰 丰丮丷丳丷丵
乷丯乯 乃乲乯乳乳 乁乴乴乥乮乴乩乯乮 丰丮丹丱临丵 丰丮丹临临串 丰丮丹串丹丱 丰丮丹串丵丰 丰丮丹串临丶 丰丮丹串临丸 丰丮丷丶丱丵 丰丮丷丱丹丵 丰丮丷丳临丳
乷丯乯 乃乯乮乶 丰丮丹串临临 丰丮丹丵串丵 丰丮丹丳丸串 丰丮丹丰临丹 丰丮丸丹丹临 丰丮丹丰串丱 丰丮丷丷丹临 丰丮丷丵丵丹 丰丮丷丶丵丳
乷丯乯 乂乩乡与乮乥 丰丮丸丵丸丰 丰丮丸丵丷丹 丰丮丸丵丸丰 丰丮丸丵丷丱 丰丮丸丸丵丵 丰丮丸丷丰丳 丰丮丷丵串丶 丰丮丷丵丱丹 丰丮丷临丹丳
乷乩乴乨 乃乒乆 丰丮丸丹临丳 丰丮丸丶丷丹 丰丮丸丸丰丹 丰丮丸丷丹丸 丰丮丹丰串丶 丰丮丸丹丰丵 丰丮丷丷丹临 丰丮丷丵丵丹 丰丮丷丶丵丳
乌乌乍中乍乥乤乎久乒 丰丮丹临丳丵 丰丮丹临丱串 丰丮丹临串丳 丰丮丹丵丹丵 丰丮丹丶丳丹 丰丮丹丶丱丷 丰丮丷丸丸丱 丰丮丷丹临临 丰丮丷丹丱串

乔乡乢乬乥 丶为 乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串上各模块对乌乌乍中乍乥乤乎久乒性能的影响

4.7 大大大语语语言言言模模模型型型选选选择择择与与与对对对比比比

为了验证模型选择的合理性，我们进行了不同大语言模型的横向对比实验，包
括乃乨乡乴乇乐乔中丳丮丵中乴乵乲乢乯中丰丶丱丳和乑乷乥乮中丱临乂中乃乨乡乴。所有模型使用相同的参数配置：乴乥乭买乥乲乡乴乵乲乥设
置为丰丮串，乴乯买 买值设置为丰丮丸丵，以确保生成文本的质量和一致性。
如表丷所示，在三个数据集上，不同大语言模型的性能差异在±丱严范围内。乃乨乡乴乇乌乍中丶乂中

乶丱丮丱在乃乃之乓串丰丱丹和乃乍乥久久中乖串数据集上表现最优，而乃乨乡乴乇乐乔中丳丮丵在乃乃之乓串丰串丰数据集上略有

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第460页-第473页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 469



中国计算语言学大会

优势。考虑到综合性能表现、计算资源需求以及部署便利性，我们最终选择乃乨乡乴乇乌乍中丶乂中
乶丱丮丱作为本研究的主要大语言模型。

乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
乌乌乍模型 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

乃乨乡乴乇乌乍中丶乂中乶丱丮丱 0.9435 0.9412 0.9423 丰丮丹丵丹丵 丰丮丹丶丳丹 丰丮丹丶丱丷 0.7881 0.7944 0.7912
乃乨乡乴乇乐乔中丳丮丵中乴乵乲乢乯 丰丮丹丳丷丸 丰丮丹临串丵 丰丮丹临丰丱 0.9612 0.9665 0.9638 丰丮丷丸丵临 丰丮丷丹丱丷 丰丮丷丸丸丵
乑乷乥乮中丱临乂中乃乨乡乴 丰丮丹丳丶串 丰丮丹临丱丳 丰丮丹丳丸丷 丰丮丹丵丷丶 丰丮丹丶串丸 丰丮丹丶丰串 丰丮丷丸丶丷 丰丮丷丹串丶 丰丮丷丸丹丶

乔乡乢乬乥 丷为 不同大语言模型在乌乌乍中乍乥乤乎久乒中的性能对比

4.8 与与与主主主流流流大大大语语语言言言模模模型型型的的的对对对比比比分分分析析析

为了全面评估乌乌乍中乍乥乤乎久乒的性能，我们将其与当前主流的大语言模型方法
进行了对比。根据丨乚乨乵 乥乴 乡乬丮丬 串丰串丳丩的研究结果，在乃乍乥久久中乖串数据集上，乇乐乔中
临、乃乨乡乴乇乐乔和乃乨乡乴乇乌乍通 过书乥乷中乳乨乯乴学 习 的乆丱值 分 别 为丰丮丳丸丰、丰丮临丶丹和丰丮丳丰丵。 即 使 经
过乌乯乒乁微调，乃乨乩乮乥乳乥中乌乌乡乍乁中串 丱丳乂和乂乡乩乣乨乵乡乮中丱丳乂也仅达到丰丮丷丰临和丰丮丷丱丰的乆丱值。丨乌乡乩 乥乴
乡乬丮丬 串丰串丵丩的研究显示，在零样本设置下，乇乌乍和乑乷乥乮系列的表现更差，即使经过乌乯乒乁微
调，乆丱值也仅达到丰丮丵临中丰丮丵丹。

由于乃乃之乓串丰丱丹和乃乃之乓串丰串丰数据集缺乏现有的大语言模型对比研究，我们进行了自主评估
实验。在这两个数据集上，乃乨乡乴乇乐乔、乃乨乡乴乇乌乍中临和乑乷乥乮中丱临乂的乆丱值分布在丰丮丸丰中丰丮丸临之间。
如表丸所示，我们的乌乌乍中乍乥乤乎久乒方法在所有三个数据集上都显著优于这些主流大语言模型方
法。

乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
方法 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

乇乐乔中临 丨书乥乷中乳乨乯乴丩 中 中 中 中 中 中 丰丮临丱串 丰丮丳临丹 丰丮丳丸丰
乃乨乡乴乇乐乔 丨书乥乷中乳乨乯乴丩 丰丮丷丹丸 丰丮丸临丹 丰丮丸串丳 丰丮丸丰丵 丰丮丸丵丸 丰丮丸丳丱 丰丮丵丰丱 丰丮临丳丸 丰丮临丶丹
乃乨乡乴乇乌乍中临 丨书乥乷中乳乨乯乴丩 丰丮丷丹串 丰丮丸临丳 丰丮丸丱丷 丰丮丷丹丹 丰丮丸丵丰 丰丮丸串临 丰丮丳串丸 丰丮串丸丳 丰丮丳丰丵
乑乷乥乮中丱临乂 丨书乥乷中乳乨乯乴丩 丰丮丷丸丵 丰丮丸丳临 丰丮丸丰丹 丰丮丷丹丳 丰丮丸临临 丰丮丸丱丸 丰丮串临丵 丰丮串丱丳 丰丮串串丸
乃乨乩乮乥乳乥中乌乌乡乍乁中串 丱丳乂 丨乌乯乒乁丩 中 中 中 中 中 中 丰丮丶丸丷 丰丮丷串丱 丰丮丷丰临
乂乡乩乣乨乵乡乮中丱丳乂 丨乌乯乒乁丩 中 中 中 中 中 中 丰丮丶丹丳 丰丮丷串丷 丰丮丷丱丰

乌乌乍中乍乥乤乎久乒 0.943 0.941 0.942 0.959 0.963 0.961 0.788 0.794 0.791

乔乡乢乬乥 丸为 乌乌乍中乍乥乤乎久乒与主流大语言模型方法的性能对比

4.9 与与与传传传统统统特特特征征征增增增强强强方方方法法法的的的对对对比比比分分分析析析

为了验证乌乌乍特征增强相比于传统增强方法的优势，我们进行了两组对比实验。第一组
在单通道模型上分别应用传统增强方法，第二组将双通道架构中的乌乌乍特征增强替换为传统
方法。我们采用了四种主流传统增强方法：随机掩码（乒乡乮乤乯乭 乍乡乳乫乩乮乧）、医学实体替换
（乍乥乤乩乣乡乬 久乮乴乩乴乹 乒乥买乬乡乣乥乭乥乮乴）、回译增强（乂乡乣乫 乔乲乡乮乳乬乡乴乩乯乮）和医学同义词替换（乍乥乤乩乣乡乬
乓乹乮乯乮乹乭 乒乥买乬乡乣乥乭乥乮乴）。

如表丹所示，传统方法在单通道模型上仅带来小幅提升，与基础单通道模型相比，
在乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串数据集上乆丱值分别提高约丰丮丳串严、丰丮丳丸严和丰丮丳丹严。当替
换双通道架构中的乌乌乍特征增强时，性能与单纯使用单通道模型相差无几，表明传统方法难以
提供足够差异化的特征表示。相比之下，我们的乌乌乍中乍乥乤乎久乒方法与基础单通道模型相比，
在三个数据集上的乆丱提升分别为临丮丱丹严、丶丮串丸严和丸丮丸丸严，显著优于传统增强方法。

4.10 大大大语语语言言言模模模型型型数数数据据据质质质量量量验验验证证证机机机制制制

针对大语言模型在生成医学增强数据过程中可能包含错误的问题，我们设计了一套验证提
示模板，让大模型以医学专家角色审视自己生成的内容。这种验证机制通过多轮对话形式，验
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乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
增强方法 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

单通道基础模型 丰丮丸丸串丰 丰丮丹丱丹丵 丰丮丹丰丰临 丰丮丸丹丵临 丰丮丹丰串丵 丰丮丸丹丸丹 丰丮丶丹丹丰 丰丮丷丰丵丹 丰丮丷丰串临
丫随机掩码 丰丮丸丸丳丱 丰丮丹串丳串 丰丮丹丰丳丱 丰丮丸丹丶丷 丰丮丹丰丷丶 丰丮丹丰串串 丰丮丶丹丹丵 丰丮丷丱丰丷 丰丮丷丰丵丱
丫医学实体替换 丰丮丸丸临丵 丰丮丹串丳丸 丰丮丹丰临丱 丰丮丸丹丷丸 丰丮丹丰丹串 丰丮丹丰丳丵 丰丮丷丰丱串 丰丮丷丱丱临 丰丮丷丰丶丳
丫回译增强 丰丮丸丸丳丹 丰丮丹串丳丶 丰丮丹丰丳丸 丰丮丸丹丷丱 丰丮丹丰丸丶 丰丮丹丰串丹 丰丮丷丰丰丶 丰丮丷丱丰丹 丰丮丷丰丵丸
丫医学同义词替换 丰丮丸丸临丹 丰丮丹串临丱 丰丮丹丰临丵 丰丮丸丹丸临 丰丮丹丰丹丸 丰丮丹丰临丱 丰丮丷丰丱丸 丰丮丷丱丱丷 丰丮丷丰丶丷

双通道丫传统增强 丰丮丸丸丹串 丰丮丹串临丳 丰丮丹丰丶丷 丰丮丸丹丹丶 丰丮丹丱丱丱 丰丮丹丰丵丳 丰丮丷丰丳临 丰丮丷丱临临 丰丮丷丰丸丹
双通道丫乌乌乍增强 0.9435 0.9412 0.9423 0.9595 0.9639 0.9617 0.7881 0.7944 0.7912

乔乡乢乬乥 丹为 乌乌乍特征增强与传统增强方法的性能对比

证增强文本的语义一致性、关键词提取的准确性以及实体关联关系的合理性，有效筛选出高质
量的增强数据。

乃乃之乓串丰丱丹 乃乃之乓串丰串丰 乃乍乥久久中乖串
方法 乐 乒 乆丱 乐 乒 乆丱 乐 乒 乆丱

乌乌乍中乍乥乤乎久乒 丨无验证丩 丰丮丹临丳丵 丰丮丹临丱串 丰丮丹临串丳 丰丮丹丵丹丵 丰丮丹丶丳丹 丰丮丹丶丱丷 丰丮丷丸丸丱 丰丮丷丹临临 丰丮丷丹丱串
乌乌乍中乍乥乤乎久乒 丨质量验证丩 0.9468 0.9438 0.9453 0.9628 0.9670 0.9649 0.7932 0.8012 0.7972

乔乡乢乬乥 丱丰为 质量验证机制对乌乌乍中乍乥乤乎久乒性能的影响

如 表丱丰所 示 ， 引 入 验 证 机 制 后 ， 模 型 性 能 在 三 个 数 据 集 上 均 有 进 一 步 提
升。在乃乃之乓串丰丱丹上，乆丱值从丰丮丹临串丳提升至丰丮丹临丵丳；在乃乃之乓串丰串丰上从丰丮丹丶丱丷提升至丰丮丹丶临丹；
在乃乍乥久久中乖串上从丰丮丷丹丱串提升至丰丮丷丹丷串。这表明通过质量验证机制，我们能够有效减少大语
言模型生成数据中的噪声，进一步提升下游任务的性能。

5 结结结论论论

本文提出乌乌乍中乍乥乤乎久乒框架，旨在解决医学命名实体识别（乎久乒）中数据稀缺、特
征不显著及上下文信息利用不足等挑战。通过结合大语言模型（乌乌乍）生成的增强文
本与双通道编码网络结构，乌乌乍中乍乥乤乎久乒提升了模型的语义理解能力和实体识别精度。
在乃乃之乓串丰丱丹、乃乃之乓串丰串丰和乃乍乥久久中乖串三个医学数据集上的对比实验表明，乌乌乍中乍乥乤乎久乒在
精确率、召回率和乆丱 分数方面均优于现有的主流模型，消融实验进一步证明了各模块的有效
性。整体而言，乌乌乍中乍乥乤乎久乒为医学领域的命名实体识别任务提供了一种兼具高精确率与高
召回率的解决方案，在专业医学文本挖掘与临床应用中具有较高的实践价值。
未来研究将重点探索检索增强生成（乒乁乇）技术的应用，通过构建大规模医学术语知识

库，结合大语言模型的先验医学知识，实现更加通用和精准的医学乎久乒解决方案。我们的初步
实验显示乒乁乇技术完全具备可行性，有望构建真正通用于所有医学乎久乒任务的系统。
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