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摘摘摘要要要

法律判决预测是法律人工智能领域的一项重要任务。本文提出了一种基于外部知识的
可解释性双系统推理框架，来解决现有方法在刑期预测任务中精度不高且可解释性不
强的问题。该框架借鉴认知科学领域的双系统理论，利用大型语言模型的文本理解和
生成能力，模拟人类法官处理案件时的决策过程，最终给出具有清晰推理路径的刑期
预测结果。此外，通过构建一个高质量思考增强数据集和一个外部法条知识库，提升
了模型的解释能力并且有效地抑制法条判断模型出现法条幻觉。实验结果表明，该框
架显著提升了坃坁坉坌圭坳坭坡坬坬和坃坁坉坌圭坢坩坧数据集中刑期预测子任务上的精度和可解释性。

关关关键键键词词词：：： 双系统推理框架 ；刑期预测 ；可解释性
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Abstract

坌坥坧坡坬 坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮 坩坳 坡坮 坩坭坰坯坲坴坡坮坴 坴坡坳坫 坩坮 坴坨坥 圌坥坬坤 坯坦 坬坥坧坡坬 坡坲坴坩圌坣坩坡坬 坩坮坴坥坬坬坩坧坥坮坣坥圮
坔坨坩坳 坰坡坰坥坲 坰坲坯坰坯坳坥坳 坡坮 坥坸坴坥坲坮坡坬 坫坮坯坷坬坥坤坧坥圭坥坮坨坡坮坣坥坤 坩坮坴坥坲坰坲坥坴坡坢坬坥 坤坵坡坬圭坳坹坳坴坥坭 坲坥坡圭
坳坯坮坩坮坧 坦坲坡坭坥坷坯坲坫 坴坯 坡坤坤坲坥坳坳 坴坨坥 坩坳坳坵坥坳 坯坦 坬坯坷 坡坣坣坵坲坡坣坹 坡坮坤 坷坥坡坫 坩坮坴坥坲坰坲坥坴坡坢坩坬坩坴坹 坩坮
坥坸坩坳坴坩坮坧 坭坥坴坨坯坤坳 坦坯坲 坰坲坩坳坯坮 坴坥坲坭 坰坲坥坤坩坣坴坩坯坮 坴坡坳坫坳圮 坄坲坡坷坩坮坧 坯坮 坴坨坥 坤坵坡坬圭坰坲坯坣坥坳坳 坴坨坥坯坲坹
坦坲坯坭 坣坯坧坮坩坴坩坶坥 坳坣坩坥坮坣坥圬 坴坨坥 坦坲坡坭坥坷坯坲坫 坬坥坶坥坲坡坧坥坳 坴坨坥 坴坥坸坴 坣坯坭坰坲坥坨坥坮坳坩坯坮 坡坮坤 坧坥坮坥坲坡坴坩坯坮
坣坡坰坡坢坩坬坩坴坩坥坳 坯坦 坬坡坲坧坥 坬坡坮坧坵坡坧坥 坭坯坤坥坬坳 坴坯 坳坩坭坵坬坡坴坥 坴坨坥 坤坥坣坩坳坩坯坮圭坭坡坫坩坮坧 坰坲坯坣坥坳坳 坯坦 坨坵坭坡坮
坪坵坤坧坥坳 坷坨坥坮 坨坡坮坤坬坩坮坧 坣坡坳坥坳圬 坵坬坴坩坭坡坴坥坬坹 坰坲坯坤坵坣坩坮坧 坰坲坩坳坯坮 坴坥坲坭 坰坲坥坤坩坣坴坩坯坮坳 坷坩坴坨 坣坬坥坡坲
坲坥坡坳坯坮坩坮坧 坰坡坴坨坳圮 坁坤坤坩坴坩坯坮坡坬坬坹圬 坢坹 坣坯坮坳坴坲坵坣坴坩坮坧 坡 坨坩坧坨圭坱坵坡坬坩坴坹 坣坨坡坩坮圭坯坦圭坴坨坯坵坧坨坴圭坥坮坨坡坮坣坥坤
坤坡坴坡坳坥坴 坡坮坤 坡坮 坥坸坴坥坲坮坡坬 坬坥坧坡坬 坰坲坯坶坩坳坩坯坮 坫坮坯坷坬坥坤坧坥 坢坡坳坥圬 坴坨坥 坦坲坡坭坥坷坯坲坫 坥坮坨坡坮坣坥坳 坴坨坥
坭坯坤坥坬圧坳 坥坸坰坬坡坮坡坴坯坲坹 坣坡坰坡坢坩坬坩坴坹 坷坨坩坬坥 坥國坥坣坴坩坶坥坬坹 坳坵坰坰坲坥坳坳坩坮坧 坬坥坧坡坬 坨坡坬坬坵坣坩坮坡坴坩坯坮 坩坮 坳坴坡坴坵坴坥
坪坵坤坧坭坥坮坴 坭坯坤坥坬坳圮 坅坸坰坥坲坩坭坥坮坴坡坬 坲坥坳坵坬坴坳 坤坥坭坯坮坳坴坲坡坴坥 坴坨坡坴 坴坨坥 坦坲坡坭坥坷坯坲坫 坳坩坧坮坩圌坣坡坮坴坬坹
坩坭坰坲坯坶坥坳 坢坯坴坨 坡坣坣坵坲坡坣坹 坡坮坤 坩坮坴坥坲坰坲坥坴坡坢坩坬坩坴坹 坯坮 坴坨坥 坰坲坩坳坯坮 坴坥坲坭 坰坲坥坤坩坣坴坩坯坮 坳坵坢坴坡坳坫 坩坮
坢坯坴坨 坴坨坥 坃坁坉坌圭坳坭坡坬坬 坡坮坤 坃坁坉坌圭坢坩坧 坤坡坴坡坳坥坴坳圮

Keywords: 坄坵坡坬圭坓坹坳坴坥坭 坒坥坡坳坯坮坩坮坧 坆坲坡坭坥坷坯坲坫 圬 坐坲坩坳坯坮 坔坥坲坭 坐坲坥坤坩坣坴坩坯坮 圬
坉坮坴坥坲坰坲坥坴坡坢坩坬坩坴坹
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1 引引引言言言

法律人工智能是为了让人工智能在法律领域内协助人类进行各种任务的自动化决策，以降
低人类在各种任务上决策的难度并提高人类在各种任务上的决策准确性。法律判决预测任务
（坌坊坐）是法律人工智能领域的关键任务之一，其目的是让模型通过对案件的基本描述来判断
该案件所要用到的法律条文在坡坰坰坬坩坣坡坢坬坥 坬坡坷 坡坲坴坩坣坬坥坳圩 和罪名判定在坣坨坡坲坧坥坳圩，并且预测嫌疑人被判
处的刑期在坴坥坲坭 坯坦 坰坥坮坡坬坴坹圩。法律判决预测领域数据集具有语言简明、逻辑严密的优点，但是其
中大量的专业化属于使得模型甚至人类都非常难以理解，数据集中的一条样例如图圱所示。随着
深度学习技术，比如注意力机制（坁坴坴坥坮坴坩坯坮 坍坥坣坨坡坮坩坳坭坳）以及特别是图神经网络（均坎坎坳）在
自然语言处理领域的突破，坌坊坐任务取得了显著进展 在坌坵坯 坥坴 坡坬圮圬 圲地圱圷圻 坚坨坯坮坧 坥坴 坡坬圮圬 圲地圱圸坡圻 坘坵
坥坴 坡坬圮圬 圲地圲地圻 坚坨坡坯 坥坴 坡坬圮圬 圲地圲圳圩。

坆坩坧坵坲坥 圱场 法律判决预测任务图

现有研究通过捕捉案件描述中的实体与法条概念之间的语义关联在罪名预测子任务上已经
达到了较高的准确度。但是在对精度要求更高的坜刑期预测圢子任务上现有方法仍然面临两个严
峻的挑战。

圱圮现有研究很难理解案件情节与裁量情节（如初犯、累犯、立功、自首等）之间的语义关
联，导致刑期预测的准确率仍有很大提升空间。

圲圮传统的判别式模型虽然能预测刑期，但是却无法生成其判决理由和思考过程，导致其严
重缺乏可解释性。
在法律这个高度强调程序正义、判决说理和人权保障的领域，法官、律师、当事人都需要

理解量刑预测的逻辑依据，然而判别式模型预测结果的不可解释性无法满足司法公开和透明的
要求，是其应用于实际司法场景的主要障碍。
大语言模型（坌坌坍坳）强大的文本理解和生成能力为提升坌坊坐任务的精度和可解释性带

来了新的可能性。为了应对上述挑战，本文提出了基基基于于于外外外部部部知知知识识识的的的可可可解解解释释释性性性双双双系系系统统统推推推理理理框框框
架架架在坉坮坴坥坲坰坲坥坴坡坢坬坥 坄坵坡坬圭坓坹坳坴坥坭 坒坥坡坳坯坮坩坮坧 坆坲坡坭坥坷坯坲坫 坷坩坴坨 坅坸坴坥坲坮坡坬 坋坮坯坷坬坥坤坧坥圬坉坄坓坒坆圩。训练快快快
速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统分析案情、查找法条的能力，来模拟司法人员凭借经验直觉筛选法条的
过程。训练可可可解解解释释释量量量刑刑刑推推推理理理系系系统统统考量情节，给出具有推理路径的刑期预测结果的能力，来模拟
司法人员权衡案情给出判决和解释的过程。
我们认识到可可可解解解释释释量量量刑刑刑推推推理理理系系系统统统必须在准确的法条内容基础上才能进行可信的案件推理，

然而以坌坌坍坳为核心的快快快速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统会不可避免的产生坜法条幻觉圢 在坌坡坷 坁坲坴坩坣坬坥
坈坡坬坬坵坣坩坮坡坴坩坯坮圩 在坈坵坡坮坧 坥坴 坡坬圮圬 圲地圲圵圩，严重影响预测的准确性和可靠性。为了减少幻觉所带来的
影响，我们引入了一个精心构建的外部法条知识库对模型输出的法条进行校对，保证推理依据
的法条绝对可靠。本文的主要贡献如下：
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（圱）提出了基于外部知识的可解释性双系统推理框架解决司法量刑缺乏可解释性的问题，
提高了坌坊坐任务中法律条文判断以及量刑预测两个子任务的精确度。

（圲）快速法条检索与校验系统可以准确的识别法条并输出法条内容，可解释量刑推理系统
可以给出具有推理路径的刑期预测结果。

（圳）构建了一个经过人工校对的小规模、高质量的思考增强数据集，以及一个对法条概念
进行精炼描述的知识库，有效的抑制模型出现法条幻觉。

2 相相相关关关工工工作作作

2.1 法法法律律律判判判决决决预预预测测测

法律判决预测（坌坊坐）是法学领域和人工智能领域交叉而来得到的关键研究问题，专注于
用自然语言处理（坎坌坐）技术 在坍坩坮坡坥坥 坥坴 坡坬圮圬 圲地圲圱圩来理解并处理法律文本，让模型得到较为准
确的预测结果为人类的决策提供帮助。早期坌坊坐任务主要集中在构建预定义的规则以及法律知
识库，通过手动编码的形式结合预定义的规则来预测法律案件 在坍坣坃坡坲坴坹圬 圲地圱圳圩，但是高昂的人
工成本限制了这种方法在大量且复杂的法律文本上的能力。不久之后，人们开始尝试用支持向
量机和坎坡坩坶坥 坂坡坹坥坳来预测法院判决 在坋坡坴坺 坥坴 坡坬圮圬 圲地圱圷圩，这种方法显著的提高了模型的预测性
能，但是却无法得到合理的特征表示。

随着深度学习的出现，研究人员开始尝试将神经网络引入坌坊坐任务中。坌坵坯 坥坴 坡坬圮 在圲地圱圷圩通
过捕捉案件描述和相关法条之间的关系从而提升了罪名预测子任务的准确率。坃坨坥坮 坥坴
坡坬圮 在圲地圱圹坢圩通过采用基于门控的模型，这有效减轻了传统坒坎坎在处理长文本序列时常见的
梯度消失与爆炸问题，进而提升了刑期预测的准确性。紧接着预训练语言模型的出现大大增强
了模型对复杂文本的理解和表示能力，很多强大的预训练语言模型例如坂坅坒坔 在坄坥坶坬坩坮 坥坴 坡坬圮圬
圲地圱圹圩、坒坯坂坅坒坔坡 在坌坩坵 坥坴 坡坬圮圬 圲地圱圹圩也纷纷被研究人员用在坌坊坐领域中并开发了专门针对法律文
本的变体，例如坌坡坷坦坯坲坭坥坲 在坘坩坡坯 坥坴 坡坬圮圬 圲地圲圱圩和坌坥坧坡坬圭坂坅坒坔 在坃坨坡坬坫坩坤坩坳 坥坴 坡坬圮圬 圲地圲地圩这些方法大
幅提高了模型对文本的理解能力，进而提高了模型在坌坊坐任务上的准确率。

随着图神经网络的发展 在坋坩坰坦 坡坮坤 块坥坬坬坩坮坧圬 圲地圱圶圻 坈坡坭坩坬坴坯坮 坥坴 坡坬圮圬 圲地圱圷圻 坂坯坮坮坥坲 坥坴 坡坬圮圬
圲地圱圹圩，这类图结构模型能够通过聚合节点及其邻域特征来融合更多信息，从而展现出优异的图
结构数据处理能力。由于法律文本具有很强的实体关联信息符合图结构的特征，所以最新研究
将图神经网络引入坌坊坐任务来增强模型对法律案件的理解。坚坨坯坮坧 坥坴 坡坬圮 在圲地圱圸坡圩引入了有向无
环图建立子任务之间的拓扑关系。均坵坯 坥坴 坡坬圮 在圲地圲圴圩首次提出了一种单层的异构图结构来捕捉文
本中复杂的语义关系，坚坨坡坯 坥坴 坡坬圮 在圲地圲圳圩提出了多层异构图结构，并且将五种文本级异构图进
行融合，得到可以承载文本关联、语义信息等更多信息的图，进一步完善了图架构。坍坥坮坧 坥坴
坡坬圮 在圲地圲圵圩在坌坁圭坍均坆坍的基础上保留了三层图结构并且引入坌坡坷坦坯坲坭坥坲模型来提取道义特征，得
到了目前效果最好的图结构模型。

2.2 双双双系系系统统统理理理论论论在在在人人人工工工智智智能能能领领领域域域的的的应应应用用用

坜快慢思考圢 在坋坡坨坮坥坭坡坮圬 圲地圱圱圩和坜双系统理论圢 在坅坶坡坮坳 坡坮坤 坓坴坡坮坯坶坩坣坨圬 圲地圱圳圩是认知学领
域中两个重要的理论。坜快慢思考圢指出了人类的思考过程是由快速的直觉和缓慢的理性共同驱
动，坜双系统理论圢强调了两种认知过程的必要性。现有研究已有将双系统理论整合到机器学习
中，坍坩坴坴坡坬 坥坴 坡坬圮 在圲地圱圷圩将向量空间模型概念化为快速思维（系统圱），将知识图中的推理概念化
为慢速思维（系统圲），提出了一种用于搜索任务的混合查询处理引擎，坃坨坥坮 坥坴 坡坬圮 在圲地圱圹坡圩提
出了一种端到端框架，其中包括一个表示快速思维的生成解码器（系统圱）和一个表示慢速思维
的推理模块（系统圲），用于解决复杂任务。

基于上述工作，目前的图结构模型在坌坊坐任务中的罪名预测子任务上已经达到了很高的准
确率（圹圸圮圴圴圥）。但是基于图结构的方法在刑期预测任务上依然存在局限性，目前工作专注于
让模型直接输出刑期的预测结果而忽略了预测结果的来源，导致其精度不高且严重缺乏可解释
性。若想提升模型在刑期预测任务上的可解释性，其推理过程应做到与人类的认知过程严格对
齐。所以我们提出了基基基于于于外外外部部部知知知识识识的的的可可可解解解释释释性性性双双双系系系统统统推推推理理理框框框架架架来模拟人类司法人员在执行量刑
预测任务时的认知过程，解决了在刑期预测任务中量刑预测精度不高且可解释性不强的问题。
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3 基基基于于于外外外部部部知知知识识识的的的可可可解解解释释释性性性双双双系系系统统统推推推理理理框框框架架架

在本节中，为了解决法律判决预测（坌坊坐）任务中刑期预测部分的精度不高且可解释性不
强的问题，我们提出了基基基于于于外外外部部部知知知识识识的的的可可可解解解释释释性性性双双双系系系统统统推推推理理理框框框架架架。该框架借鉴了认知科学中的
双系统理论概念，模拟人类快速直觉判断（法条判断）与缓慢审慎推理（刑期预测）相结合的
决策过程，旨在基于坌坌坍坳的文本理解和生成能力使其可以像司法人员一样思考，实现既准确又
可解释的法律判决预测。图圲展示了整个框架的框图，其主要由两个核心系统组成：系统圱：快
速法条检索与校验系统，用来根据案件描述判断所用法条并生成其内容，并辅以一个精心构建
的外部法条知识库来校对系统圱的输出，降低坜法条幻觉圢带来的影响；系统圲：可解释量刑推理
系统，用来根据案件描述和法条内容预测刑期并生成合理的解释。

坆坩坧坵坲坥 圲场 基于外部知识的可解释性双系统推理框架图

3.1 快快快速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统

为了模仿人类法官凭借经验快速判断法条的过程，我们首先使用了一个快快快速速速法法法条条条检检检索索索与与与校校校
验验验系系系统统统，该系统的主要目标是快速、准确地识别与输入案件描述相关的法律条文并且为后续的
可解释量刑推理系统提供准确的法律依据。为此，我们选用了有代表性的高效轻量级大型语言
模型坑坷坥坮圲圮圵圭圳坢圭坉坮坳坴坲坵坣坴 在坙坡坮坧 坥坴 坡坬圮圬 圲地圲圴圩模型作为基线，通过在法条判断和法条内容概述两
个特定的任务上进行了微调，训练出了一个法条判断模型，使其具备以下能力：

圱圮 法条序号识别场根据输入的案件基本事实描述，模型能够快速地分析案情并判断出最可能
适用的法律条文的序号。

圲圮 初步内容生成场基于其在法条内容概括任务上学习到的知识，模型会尝试初步概括和生成
它认为与识别出的法条序号相对应的核心内容。

我们发现法条判断模型由于本身参数量较小并且需要同时学习两个任务，导致其自行生成
的法条内容描述特别是在处理细节或区分相似法条时不可避免的出现坜法条幻觉圢如图圳所示，即
生成的内容与真实的法律规定存在偏差。这种不准确的法条内容如果直接传递给后续的量刑推
理系统，将会严重影响最终判决的准确性和可解释性。为了解决这一关键问题，我们人为的构
建了一个可以用来校验模型的外部知识库，该知识库包含了我们为数据集中涉及的每个法条序
号精心编写的描述，允许法条判断模型在输出预测的法条编号后从知识库中选择相对应的法律
条文来对生成的内容进行校对，确保了知识的准确性和权威性。快快快速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统的工
作流程被设计为：

圱圮识别序号与初步生成：坑坷坥坮圲圮圵圭圳坂圭坉坮坳坴坲坵坣坴模型首先处理案件描述，输出其判断的最相
关法条序号，以及初步生成的对应法条内容。

圲圮法条检索与替换：在模型识别出法条序号后，系统会从外部法条知识库中检索对应的权
威法条内容描述。并且将两者比对校验，如果出现显著不一致的情况则进行替换，将识别出的
法条序号和最后经过校验的法条内容作为输出传递给可可可解解解释释释量量量刑刑刑推推推理理理系系系统统统，以此来保证法条内
容的绝对准确性。

3.2 可可可解解解释释释量量量刑刑刑推推推理理理系系系统统统

为了模拟经验丰富的司法人员进行审慎量刑的思考过程，给出准确的刑期预测以及可理解
的推理路径，在快快快速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统输出了与案件相关的准确法条内容后，我们引入了系
统圲：可可可解解解释释释量量量刑刑刑推推推理理理系系系统统统。该系统是整个框架的核心推理引擎，旨在让刑期预测模型能够具
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坆坩坧坵坲坥 圳场 法条幻觉示意图

有分析案情、援引法条和考量情节的能力。我们选用坑坷坥坮圲圮圵圭圷坂圭坉坮坳坴坲坵坣坴 在坙坡坮坧 坥坴 坡坬圮圬 圲地圲圴圩作
为系统圲的核心模型，因为它既具有一定的语言理解能力又不会因为过于庞大的参数导致成本过
高并且效率低下。

为了使坑坷坥坮圲圮圵圭圷坂圭坉坮坳坴坲坵坣坴具备类似司法人员的复杂推理能力，我们设计了一个分阶段的
训练策略，首先让其学会分析案件以及根据判决结果给出推理过程的能力，然后利用全数据进
行大量的监督微调来深化其预测判决结果的能力，最后利用强化学习来进一步提升其预测结果
的精确性以及推理过程的规范性。这种从坜学习范式圢到坜实践泛化圢，再到坜精炼优化圢的训练流
程，在一定程度上也契合了人类学习复杂技能的自然进阶过程：先通过高质量的指导建立认知
框架，然后通过大量练习巩固应用，最终通过针对性反馈实现能力的精进。

3.2.1 思思思考考考过过过程程程的的的学学学习习习与与与模模模仿仿仿

我们首先认识到直接让刑期预测模型从案件描述圬 法条内容圬 刑期的简单映射中学习复杂的
量刑逻辑和可解释的推理过程是极其困难的。所以我们构建了一个小规模、高质量的思考增强
数据集（坈坩坧坨圭坑坵坡坬坩坴坹 坆坥坷圭坓坨坯坴 坒坥坡坳坯坮坩坮坧 坄坡坴坡坳坥坴圬坈坑坆坒）来引导刑期预测模型学会思考。
首先我们将模型会遇到的法律条文做出统计并且从每一个法律条文对应的若干案件中选出最具
有代表性的圲圵条数据，条件为字数在圴圵地至圵地地之间且具有清晰地犯罪情节描述。对于每一个选
定的样本，我们整合了其原始的案件描述、从外部知识库中提取的对应且经过验证的法条内容
概述，以及其基准刑期标签。我们选择使用坤坥坥坰坳坥坥坫圭坲圱 在均坵坯 坥坴 坡坬圮圬 圲地圲圵圩模型来作为坜教师模
型圢，将这些整合后的信息输入给坜教师模型圢，并且引导坜教师模型圢模拟经验丰富的司法人员进
行判决推理，生成详尽的、结构化的思考过程。该生成的思考过程显式地包含了对案件事实的
分析、关键量刑情节（包括从重、从轻及酌定情节）的识别与评估、相关法条在当前案情下的
具体适用性解释、对各项影响因素的权衡考量，形成最终推导出刑期结果的完整逻辑链条。为
确保生成数据的严谨性和有效性，所有由坜教师模型圢产生的思考过程均经过了严格的人工审查
与多轮校对，旨在修正任何潜在的逻辑谬误、事实偏差或表述歧义，从而构建出一个逻辑一致
的高质量的思考增强数据集。

我们使用这个带有高质量、经校对思考过程的小规模数据集，对坑坷坥坮圲圮圵圭圷坂圭坉坮坳坴坲坵坣坴进行
监督微调。目标是让坑坷坥坮圲圮圵圭圷坂圭坉坮坳坴坲坵坣坴学会并模仿坜教师模型圢所展示的结构化、逻辑化的思
考方式。通过学习这些带有明确推理步骤的样本，坑坷坥坮圲圮圵圭圷坂圭坉坮坳坴坲坵坣坴能够初步掌握如何将案
件事实、法条内容与量刑情节联系起来，并以连贯的语言表达出来。最终证明这个小规模高质
量的数据集对提升刑期预测模型的解释能力是有效的。

3.2.2 全全全数数数据据据监监监督督督微微微调调调与与与解解解释释释生生生成成成

刑期预测模型在小规模高质量的数据集上预训练之后，初步掌握了坜教师模型圢结构化的司
法推理范式。为了泛化刑期预测模型学到的推理能力到整个训练数据集覆盖的更广泛、更多样
的案例场景中，我们用了全数据对刑期预测模型进行进一步的训练。训练实例的输入由原始的
案件描述和经由系统圱校验并提供的准确法条内容构成。模型的训练目标则是一个复合输出，它
不仅包括对最终刑期精确到月份的预测，还要求模型同时生成其得出该刑期预测所依据的内部
思考过程，该过程即被视为模型预测的伴随解释。

通过这种让刑期预测模型给出预测结果的同时强制其利用所学逻辑加入思考的方式，让刑
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期预测模型更加理解了案件事实、法条规定、量刑情节与刑期结果之间复杂映射，强化了其独
立生成连贯、逻辑化思考过程的能力，进而也提升了刑期预测的准确性。这一阶段的目标是确
保模型在面对未曾见过的案例时，既能做出合理的预测，又能提供透明的、可追溯的解释依
据。

3.2.3 组组组间间间相相相对对对策策策略略略优优优化化化精精精炼炼炼

当刑期预测模型经过上述两个步骤的训练之后，已经可以基本掌握了法官最基本的推
理模式并且泛化至全量数据。但是仅依赖监督微调难以完全满足现实司法实践的高标准，
训练后的模型有时生成的解释中只包含刑期预测的大致区间或者模棱两可的输出而没有准
确的判决答案，有时其预测的刑期虽然在宏观上接近基准答案，但在具体数值的精确度上
尚有提升空间。考虑到司法判决对于预测精确性和解释规范性与合理性的严格要求，为了
弥补这些细微差距并进一步精炼模型的性能，我们引入了组间相对策略优化在均坲坯坵坰 坒坥坬坡坴坩坶坥
坐坯坬坩坣坹 坏坰坴坩坭坩坺坡坴坩坯坮圬均坒坐坏圩 在坓坨坡坯 坥坴 坡坬圮圬 圲地圲圴圩让经过训练的模型在高质量思考数据集上进
行强化学习，作为训练流程的最后关键阶段，来进一步提升模型预测的精确性和解释的合理
性。均坒坐坏作为一种先进的强化学习技术，在近端策略优化（坐坐坏）的基础上进行改进。不需
要训练一个较大的价值模型，转而使用同一问题下多个输出的平均奖励作为基线来计算输出中
每个坴坯坫坥坮的相对优势，通过这种方式显著降低了训练所需的资源。均坒坐坏的设计初衷为了解决
数学推理的复杂性与结构化特性，这与刑期预测任务在提升预测结果的精确性的同时，保证思
考过程合理性和规范性的目标高度一致。
为了利用均坒坐坏有效精炼模型的刑期预测精确度和思考过程的质量，我们设计了一个多维

度、结构化的奖励函数评估模型针对给定案件生成的预测刑期和思考过程输出。该奖励函数旨
在量化输出结果在多个关键维度上的表现，奖励总得分为圳分，其中刑期预测的准确度被赋予
更高的权重（最高圲分）以强调量刑结果的精确性，同时思考过程的质量也占有重要比重（最
高圱分）以保证解释的规范性与合理性。
总奖励Reward是由两部分组成：准确率评分Racc和质量评分Rquality，公式如下：

Reward在y, ygt圩 圽 Racc在vs, vs,gt圩 圫Rquality在y, Tr,gt圩 在圱圩

其中ygt 圽 在Tr,gt, vs,gt圩是标准答案，y 圽 在Tr, vs圩是刑期预测模型输出的答案，其中Tr代表
生成的思考过程文本，vs代表预测的刑期数值。Racc是刑期预预预测测测准准准确确确度度度奖奖奖励励励，用来评估预测刑
期vs与标准答案刑期vs,gt的接近程度。考虑到案件中可能会存在无罪释放的样例，也就是刑期
为地，所以我们采用了相对误差来量化两者之间的误差，具体公式如下：

Racc在vs, vs,gt圩 圽



圲.地 坩坦 vs,gt 圽 地 ∧ vs 圽 地

地.地 坩坦 vs,gt 圽 地 ∧ vs ̸圽 地

地.地 坩坦 vs,gt ̸圽 地 ∧ vs 圽 地

坭坡坸
(
地.地, 圲.地− 圲.地 · |vs−vs,gt|

vs,gt

)
坩坦 vs,gt ̸圽 地 ∧ vs 坩坳 坶坡坬坩坤

地.地 坯坴坨坥坲坷坩坳坥 在坥圮坧圮圬 vs 坩坳 坩坮坶坡坬坩坤圩

在圲圩

当标准答案与模型预测都有意义且均不为地的时候，利用相对误差来定义奖励函数，以训
练刑期预测模型的预测结果逼近标准答案的能力。当标准答案不为地而刑期预测模型的预测结
果为地则会造成犯罪分子逍遥法外，当标准答案为地而刑期预测模型的预测结果不为地时则会出
现坜冤枉好人圢的情况。由于司法判决的严肃性与公平性，这两种情况需要刑期预测模型坚决杜
绝，所以以上两种情况的刑期预测准确度奖励Racc均为地，保证了刑期预测模型坜不会放过一个
坏人，也不会冤枉一个好人圢。除了设计准确度奖励来确保模型的精确度，我们还设计了思考过
程质量奖励Rquality，该奖励综合评估生成输出y的格式、长度和内容，由三部分加权求和，公
式如下：

Rquality在y, Tr,gt圩 圽 坭坩坮在圱.地, wf · Iformat在y圩 圫 wl ·Rlength在Tr圩 圫 wc ·Rcontent在Tr, Tr,gt圩圩 在圳圩

其中，wf 圽 地.圲圬 wl 圽 地.圲圬 wc 圽 地.圶 是各部分的权重。Iformat在y圩 是格格格式式式规规规范范范性性性奖奖奖励励励，
判断输出y 是否包含所有必需的结构标签在坥圮坧圮圬 <reasoning>圬 </reasoning>圬 <sentence>圬
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</sentence>圩，强制要求刑期预测模型分别将思考过程输出到<reasoning>圬 </reasoning>
中，预测刑期输出到<sentence>圬 </sentence>中，以此来确保模型的输出既有思考过程又有
明确的刑期预测输出，Iformat在y圩 公式为：

Iformat在y圩 圽

{
圱 坩坦 坡坬坬 坲坥坱坵坩坲坥坤 坴坡坧坳 坰坲坥坳坥坮坴 坩坮 y

地 坯坴坨坥坲坷坩坳坥
在圴圩

为了提升刑期预测模型输出解释的可读性、简洁性并模拟真实法律文书的风格，我们还设
计了长长长度度度控控控制制制奖奖奖励励励 Rlength限制思考过程的输出长度。过长的推理文本容易包含冗余信息、重
复论证或旁枝末节，不仅会模糊核心逻辑，降低用户的阅读效率，也与法律文书追求精确、
必要、简明的特性相悖。通过设定长度上限，我们鼓励模型生成更精炼、更聚焦于关键量
刑步骤和核心法律要素的解释。这不仅使得推理过程更易于快速理解和把握，也引导模型学
习并贴近真实判决书中针对特定论点进行简洁、有力阐述的专业写作风格，从而提高生成解
释的实用性和专业度。Rlength对思考过程文本Tr的长度L在Tr圩进行评估，鼓励其最大长度不超
过Lmax。Rlength公式为：

Rlength在Tr圩 圽

{
圱 坩坦 L在Tr圩 ≤ Lmax

地 坯坴坨坥坲坷坩坳坥
在圵圩

为了确保刑期预测模型生成的思考过程贴近理想的、符合法律规范的推理路径，我们还设
计了内内内容容容相相相似似似度度度奖奖奖励励励。通过对模型生成的解释文本与构建的高质量思考增强数据集中的解释文
本使用坌坥坶坥坮坳坨坴坥坩坮 坒坡坴坩坯方法进行相似度比较，来度量其思考的过程与标准的思考过程的相似
度。其中坌坥坶坥坮坳坨坴坥坩坮 坒坡坴坩坯方法是基于坌坥坶坥坮坳坨坴坥坩坮 坄坩坳坴坡坮坣坥（莱文斯坦距离） 在坌坥坶坥坮坳坨坴坥坩坮 坡坮坤
坯坴坨坥坲坳圬 圱圹圶圶圩计算出的一个字符串相似度度量，作用是衡量的是两个字符串之间的相似程度，
取值范围通常在坛地圬 圱坝之间，值越接近圱表示两个字符串越相似。该奖励项能够直接引导模型学
习并再现正确的法律逻辑、关键量刑要素的考量顺序以及恰当的法律术语运用，例如初犯、从
犯、主动自首、取得谅解等。Rcontent在Tr, Tr,gt圩公式为：

Rcontent在Tr, Tr,gt圩 圽

{
SimLev在Tr, Tr,gt圩 坩坦 Tr,gt 坩坳 坡坶坡坩坬坡坢坬坥 坡坮坤 坶坡坬坩坤

地 坯坴坨坥坲坷坩坳坥
在圶圩

在每个均坒坐坏训练步骤中，对于一个输入的案件描述和对应的准确法条内容，我们让当前
的策略模型生成一组候选的输出y 圽 在Tr, vs圩。随后，我们利用上述设计的奖励函数对每个候选
输出进行打分，得到一个包含若干个总奖励值的向量r 圽 在r1, r2, . . . , rn圩。接下来，均坒坐坏算法
利用这些奖励分数计算每个候选输出中每个坴坯坫坥坮的相对优势在 坞Ai,t圩。这些相对优势信号随后被
用于更新策略模型的参数，依据均坒坐坏的目标函数，并结合坋坌散度正则化。通过迭代这个过
程，模型逐渐学习调整其生成策略，尤其侧重于产生能够获得更高刑期准确度得分的输出，同
时也兼顾生成格式规范、长度适中、内容合理的判决解释。

4 实实实验验验结结结果果果与与与分分分析析析

4.1 数数数据据据集集集和和和基基基线线线模模模型型型

为了验证本文提出的方法的有效性，我们做了大量的实验来验证上述方法的有效性，在实
验中我们使用的数据集是中国人工智能与法律挑战赛公开数据集坃坁坉坌圭圲地圱圸 在坘坩坡坯 坥坴 坡坬圮圬 圲地圱圸圻
坚坨坯坮坧 坥坴 坡坬圮圬 圲地圱圸坢圩。坃坁坉坌圭圲地圱圸数据集是这是一个专门为中国人工智能和法律挑战赛设计的大
型法律数据集，数据集包含大量的各种类型的中国刑事案件，案件的主要来源是裁判文书网等
大型公开的裁判文书开源网站保证了数据集内容的规范性和可信性，数据集中每个案件都有详
细的标签包括案件事实、相关法条、判决刑期等。

坃坁坉坌圭圲地圱圸数据集的数据总量超过圲圶地万，为了减少训练成本在坌坁坄坁坎 在坘坵 坥坴 坡坬圮圬 圲地圲地圩任
务中又将坃坁坉坌圭圲地圱圸进行了进一步处理将样本中的刑期预测按照表划分成了圱圱个互不重叠的区
间。除此之外还过滤掉数据集中案件描述过于简短且不足十个有意义单词的样本，因为它们缺
少足够的上下文信息，并且筛选出了同时涉及多个法条或者多项罪名的案件样本以及总涉及
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法律条文不足圱地地个相应案例样本的极少数样本。最终转化成了坃坁坉坌圭坢坩坧（来自坴坨坥 圌坲坳坴 坳坴坡坧坥
坤坡坴坡坳坥坴）包含超过圱圷地万条数据和坃坁坉坌圭坳坭坡坬坬（来自坴坨坥 坥坸坥坲坣坩坳坥 坳坴坡坧坥 坤坡坴坡坳坥坴）包含圱圲圸圬圳圶圸条
数据。为了有效的验证我们方法的有效性，并确保对比实验的一致性和公平性，所以我们选择
在坃坁坉坌圭坳坭坡坬坬和坃坁坉坌圭坢坩坧两个数据集上进行训练和测试，数据集详细的统计数据如表圱所示，
更多数据集信息可以参考官方发布的论文信息。

训练集规模 测试集规模 法律条文 刑期区间 案例平均长度 解释平均长度

坃坁坉坌圭坳坭坡坬坬 圱地圱圬圶圱圹 圲圶圬圷圴圹 圱地圳 圱圱 圴地圸 坻
坃坁坉坌圭坢坩坧 圱圬圵圸圷圬圹圷圹 圱圸圵圬圱圲地 圱圱圸 圱圱 圴圳圵 坻
坈坑坆坒 圳圬圶圶地 圱圬圲圱圶 圱地圳 圱圱 圴圶圲 圱圵圴

坔坡坢坬坥 圱场 数据集统计，包括坃坁坉坌圭坳坭坡坬坬、坃坁坉坌圭坢坩坧和构建的坈坑坆坒。

坃坁坉坌圭圲地圱圸的两个数据集也同样存在局限性，一个潜在的问题是不同类型的案件之间分布
严重不平衡。例如，其中涉及法法法条条条264（（（盗盗盗窃窃窃罪罪罪）））、法法法条条条133（（（危危危险险险驾驾驾驶驶驶罪罪罪）））、法法法条条条293（（（寻寻寻
衅衅衅滋滋滋事事事罪罪罪）））以及法法法条条条266（（（诈诈诈骗骗骗罪罪罪））），与这四条罪名相对应的案例样本共占总样本的60%。而
像法法法条条条268（（（聚聚聚众众众哄哄哄抢抢抢罪罪罪））），在数据集中仅有圱地圵条样本与之对应，仅占总样本的0.08%。这种
情况可能会在模型训练过程中引入偏见，从而降低其在极小样本量类别上的刑期预测精确性以
及解释的合理性。

为了应对数据不均衡所带来的挑战，在我们构建的小规模、高质量的思考过程增强数据集
中，针对坃坁坉坌圭坳坭坡坬坬数据集中出现的所有法条均选取了圲圵条案件情节描述较为详细的案件，并
对这些案件的思考过程进行了详细的生成与增强。这种方法不仅旨在显著增强量刑预测模型在
极小样本量法条类别上的刑期预测精度和可解释性，也在一定程度上提高模型在整体样本上的
预测性能。为了有效地评估我们系统在坌坊坐任务上的性能，我们选择了一些在领域内被广泛认
可且具有代表性的基线模型进行比较。以下是所选的基线模型：

CNN： 在坃坨坥坮圬 圲地圱圵圩具有多层的卷积神经网络并且最后用坳坯坦坴坭坡坸作为分类器，这也
是坃坁坉坌圭圲地圱圸原始论文中提到的最好的基线模型。

FLA： 在坌坵坯 坥坴 坡坬圮圬 圲地圱圷圩该方法将注意力机制融合进法律的基础信息中，从而可以让模型
理解案件事实和法律条文之间的关系。

Few-Shot： 在坈坵 坥坴 坡坬圮圬 圲地圱圸圩该法律判决预测模型尝试使用拓扑学习理论，其核心在于构
建案件间的拓扑表征结构，并应用图神经网络技术捕捉案件事实描述与相应法律条款之间所蕴
含的深层复杂关联，最终达成判决预测的目标。

BERT： 在坄坥坶坬坩坮 坥坴 坡坬圮圬 圲地圱圹圩一个基于双向坴坲坡坮坳坦坯坲坭坥坲的经典预训练语言模型，该方法可
以让模型更好的处理上下文信息，从而具有更好的广泛适用性和语义通用性。

TOPJUDGE： 在坚坨坯坮坧 坥坴 坡坬圮圬 圲地圱圸坡圩该方法尝试将坌坊坐任务中的多个子任务转化成一个拓
扑关系来互相学习，并且抽象为一个有向无环图提出了一个拓扑多任务学习框架来提升整体效
果。

LADAN： 在坘坵 坥坴 坡坬圮圬 圲地圲地圩将坃坁坉坌圭圲地圱圸拆分成坢坩坧和坳坭坡坬坬的关键工作，该方法引入了一
种特殊的注意力机制来区分和处理具有相似法律条文的案件，增强了模型对相似案件的处理能
力和对文本理解的深度，进而提高了模型的效果。

NeurJudge： 在坙坵坥 坥坴 坡坬圮圬 圲地圲圱圩该方法运用了一种上下文感知机制，并且搭建了一个全面
的神经网络框架来理解复杂的法律案件。

GCLA： 在坄坯坮坧 坥坴 坡坬圮圬 圲地圲圴圩该方法构建了句子级的图结构，采用了图对比学习方法并且
结合了数据增强技术。增强了模型捕捉关键特征和关系和区分相似案例的能力。

HD-LJP： 在坚坨坡坮坧 坥坴 坡坬圮圬 圲地圲圴圩该方法引入了多任务学习的策略，在多个法律相关任务之
间构建了一种层次依赖关系，以此来同时处理多个法律相关的任务。

LA-MGFM： 在坚坨坡坯 坥坴 坡坬圮圬 圲地圲圳圩该方法引入了多层异构图结构并融合以此整合多个维度
的语义信息，训练语义增强图神经网络，使模型可以捕捉复杂的法律关系和语义特征。

DPFSI： 在坍坥坮坧 坥坴 坡坬圮圬 圲地圲圵圩该方法在坌坁圭坍均坆坍构建的多层异构图结构的基础上删去了
部分影响较小的异构图，并引入了道义逻辑来处理法条中的特殊词汇，进而提升模型的整体效
果，这也是目前为止最为先进的方法。
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lawLLM-7b场 在坙坵坥 坥坴 坡坬圮圬 圲地圲圴圩该方法提出了一个基于坌坌坍坳的智能法律系统，可以在原
始模型上进行指令微调，使模型具有更强的推理能力。

lawLLM-13b： 在坃坨坥坮坧 坥坴 坡坬圮圬 圲地圲圴圩该方法提出一种将原始语料转化为阅读理解文本的简
易方法，可以提升坌坌坍坳在法律领域中的表现。

4.2 实实实验验验设设设计计计

我们的系统整体是使用坐坹坴坨坯坮中的坐坹坴坯坲坣坨框架实现，并且选择了上文提到的基线模型作
为比较实验。其中坃坎坎和坂坅坒坔的结果分别来自坌坁圭坍均坆坍和坈坄圭坌坊坐，坬坡坷坌坌坍圭圷坢和坬坡坷坌坌坍圭
圱圳坢两者结果均为参考相应框架进行下游训练所得出的结果，其余基线模型结果分别于其原始论
文中发布的结果保持一致。

在坜快思考圢阶段，我们使用在全数据集上经过坬坯坲坡微调过的坑坷坥坮圲圮圵圭圳坢圭坉坮坳坴坲坵坣坴模型作为
快快快速速速法法法条条条检检检索索索与与与校校校验验验系系系统统统中的法条判断模型，在坜慢思考圢阶段，使用分别经过在小规模高质量
数据集在坈坑坆坒圩和全数据集两个阶段微调并且用均坒坐坏精炼的坑坷坥坮圲圮圵圭圷坢圭坉坮坳坴坲坵坣坴模型作为可可可
解解解释释释量量量刑刑刑推推推理理理系系系统统统中刑期预测模型。具体实验参数请参考附附附录录录A.实实实验验验参参参数数数设设设置置置

模型评估阶段，因为数据集存在数据不均衡的问题，所以我们选用了 在坚坨坯坮坧 坥坴 坡坬圮圬
圲地圱圸坡圩中所提到的准确性（坁坣坣）、宏观精确度（坍坐）、宏观召回率（坍坒）和宏观坆圱（坆圱）
作为评估指标，更为科学的地评估我们提出的系统在法律判决预测任务中的性能。

4.3 实实实验验验结结结果果果与与与分分分析析析

针对我们提出的方法，在坃坁坉坌圭坳坭坡坬坬和坃坁坉坌圭坢坩坧两个数据集上开展了如下分析，
具体结果表圲和圳所示。实验结果重点关注相关法条判断和刑期预测两个子任务，
使用了四个评估指标：坁坣坣、坍坐、坍坒和坆圱。从表圲可以看出，在法条预测子任务上
我们的快速法条检索与校验系统超过了当前最佳基线坬坡坷坌坌坍圭圱圳坢，圱圮地圶圥（坁坣坣），
在刑期预测子任务上我们的可解释量刑推理系统超过了当前最佳基线坬坡坷坌坌坍圭圱圳坢圬
圱地圮圱圱圥（坁坣坣），圹圮圱圲圥（坍坐），圷圮地圳圥（坍坒），圸圮圵圵圥（坆圱），实验结果说明我们的框架
在两个子任务中的表现通常优于基线模型，证明了该框架的有效性。从表圳中可以看出，我们提
出的框架在数据量更大、种类更多的坃坁坉坌圭坢坩坧数据集上的效果也同样优于其他基线模型，证明
了该框架具有良好的泛化能力。

方法 法条判断 刑期预测

Acc MP MR F1 Acc MP MR F1

CNN 78.61 75.86 74.60 73.59 35.20 32.96 29.09 29.68
FLA 77.72 75.21 74.12 72.78 36.32 30.81 28.22 27.83
Few-Shot 79.30 77.80 77.59 76.09 36.52 35.07 26.88 27.14
BERT 79.14 78.77 73.26 72.63 38.41 33.96 28.71 28.43
TOPJUDGE 79.79 79.52 75.39 73.33 36.05 34.54 32.49 29.19
LADAN 81.02 78.24 77.38 76.47 38.29 36.16 32.49 32.65
NeurJudge 79.81 78.25 79.59 77.55 36.66 34.85 33.82 34.13
GCLA 82.14 80.08 77.71 77.68 37.03 33.80 29.86 29.88
HD-LJP 81.47 79.63 78.26 77.42 42.46 40.20 36.67 37.07
LA-MGFM 84.95 83.91 83.32 82.93 43.01 41.94 40.06 41.04
DPFSI 87.83 86.72 85.48 85.33 43.19 41.65 39.76 40.75
lawLLM-7b 90.33 90.52 83.54 85.69 41.10 35.39 33.06 33.41
lawLLM-13b 90.53 91.05 83.99 86.12 44.17 45.89 44.22 44.27
DERF (Ours) 91.59 76.84 79.39 78.10 54.28 55.01 51.25 52.82

坔坡坢坬坥 圲场 坃坁坉坌圭坳坭坡坬坬上对比实验结果圬对最好的结果加粗且次好结果用下划线标注。

从表圲中可以看出我们的框架在法条预测子任务上的坍坐、坍坒和坆圱这三个指标得分较低，
然而在表圳中这三个指标有了明显的提高，说明此现象是由于法条判断模型参数量较小，在极少
数法条对应案件数据上训练效果不佳导致宏指标偏低，随着数据集规模的提升，极少数法条对
应案件数量的增加，效果也变得更好。在坃坁坉坌圭坳坭坡坬坬数据集上，刑期预测子任务中我们的宏精
确率略微高于准确率，这是由于少量法条对应的样本往往刑期区间较大，所以分类的正确率反
而会有所提高，然而在坃坁坉坌圭坢坩坧数据集上，随着数据规模的增大，模型在少量法条对应案件上
效果有了提升，所以结果中宏精确率略微低于准确率。
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方法 法条判断 刑期预测

Acc MP MR F1 Acc MP MR F1

CNN 95.79 82.79 75.15 76.62 55.41 45.23 38.73 39.96
FLA 93.22 72.81 64.27 66.57 57.66 43.01 38.89 41.63
Few-Shot 96.12 85.43 80.07 81.49 57.84 47.27 42.55 43.44
BERT 93.54 82.65 64.66 68.97 52.38 41.75 32.90 33.71
TOPJUDGE 95.81 84.41 74.36 76.67 57.29 47.35 42.61 44.03
LADAN 96.57 86.22 80.78 82.36 59.66 51.78 45.34 46.93
NeurJudge 96.19 84.75 78.88 80.56 57.67 51.72 45.77 46.96
GCLA 96.74 87.43 80.82 82.74 56.13 47.87 43.36 44.65
HD-LJP 96.81 88.68 82.08 84.19 60.35 52.66 50.04 50.17
LA-MGFM 97.98 88.97 87.21 87.95 63.06 54.29 52.68 53.56
DPFSI 98.89 91.64 89.54 90.67 64.06 53.98 52.84 53.76
lawLLM-7b 97.23 92.64 86.84 88.68 60.59 54.38 50.14 51.60
lawLLM-13b 97.39 92.55 87.82 89.65 62.95 56.26 53.61 54.48
DERF (Ours) 97.65 93.43 89.17 90.85 65.32 57.44 54.98 55.79

坔坡坢坬坥 圳场 坃坁坉坌圭坢坩坧上对比实验结果圬对最好的结果加粗且次好结果用下划线标注。

4.4 消消消融融融实实实验验验

为了确定我们提出的双系统框架在刑期预测子任务上的提升是由某一特定方法还是所有方
法的组合效应，我们也在坃坁坉坌圭坳坭坡坬坬数据集上进行了消融实验来分析。按照表圴从上向下依次
逆序的去除了我们在训练过程中所用的技术，实验结果如下：

方法
刑期预测

坁坣坣 坍坐 坍坒 坆圱

坄坅坒坆 在坆坵坬坬圩 54.28 55.01 51.25 52.82
块圯坏 均坒坐坏 圵圱圮圲圲 圵圲圮圸圸 圴圹圮圱圷 圵地圮圷圱
块圯坏 坈坑坆坒 圴圶圮圵圵 圴圷圮圱圸 圴圲圮圳圹 圴圳圮圳圷
块圯坏 坌坡坷 圳圹圮圴圳 圴圶圮圵圲 圳圷圮圸圵 圳圴圮圱地
坯坮坬坹 均坒坐坏 圳圷圮圷圶 圳圶圮圶地 圳圴圮圵圳 圳圵圮圶圲
坯坮坬坹 坈坑坆坒 圳圶圮圲圶 圳圴圮圵圳 圳圷圮圳地 圳圵圮圶地

坔坡坢坬坥 圴场 消融实验结果，按照表格顺序从上至下依次逆序删除所用技术。

从表圴中可以看到随着均坒坐坏方法和在坈坑坆坒数据集上面预训练方法的去除，效果也逐渐下
降，说明这两项技术可以提升模型在刑期预测任务上的准确率。当我们去除掉了由系统圱给出
的相关法条信息后准确率下降了7.12%圬可见系统圱在我们的双系统架构中也具有十分关键的作
用。同时我们也测试了只用均坒坐坏的方式学习而不加任何其他功能，效果有大幅下降，这说明
模型在没有学到前提知识时就进行精炼结果并不理想。我们也测试了只用构建的小规模数据集
来训练系统，并用全数据的测试集进行测试的结果依然有36.26%的准确率，与在全数据集上
直接微调原始数据的结果在块圯坏 坌坡坷圩只相差了3.17%圬可见我们的小规模数据集是有效的。

4.5 样样样例例例分分分析析析

为了进一步证明本文提出的双系统架构输出的可解释性，我们对刑期预测模型在小规模数
据集上的输出结果进行了人工分析，分别选取包含坜原告信息圢和坜涉案金额圢的案例以及模型对
其输出的具体解释进行展示，所选样例罪名也同样为生活中较为常见的坜故意伤害罪圢和坜盗窃
罪圢。从表圵中可以看出刑期预测模型在输出解释时兼顾到了案件要素、法律条文、量刑情节等
多个方面，证明其具备了一定的解释能力。

5 结结结论论论与与与展展展望望望

针对目前方法在坌坊坐任务中刑期预测子任务上的精度不高且可解释不强的问题，本文提出
了基基基于于于外外外部部部知知知识识识的的的可可可解解解释释释性性性双双双系系系统统统推推推理理理框框框架架架，通过引入大模型的文本理解和生成能力来解决这
一瓶颈。同时构建了一个小规模推理增强数据集坈坑坆坒来提高模型的推理能力和一个外部法条
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解解解释释释1：坜被告人王某因经济纠纷殴打黄某致轻伤二级，构成故意伤害罪。鉴于
其系累犯，依法从重处罚；但家属已赔偿并获谅解，可酌情从轻。综合《刑
法》第圲圳圴条及累犯条款，判处圸个月有期徒刑。圢

解解解释释释2：坜被告人杨某伙同他人实施盗窃，涉案金额圵圸圵地元，构成盗窃罪，且
属坠数额较大圧范畴（圱地地地圭圳地地地元以上），符合刑法第圲圶圴条盗窃罪构成要件。鉴
于其系初犯、无前科，且未造成人身伤害，判处圹个月有期徒刑。圢

坔坡坢坬坥 圵场 模型输出的解释部分样例并将关键信息用不同颜色标注。

知识库来抑制坜法条幻觉圢。除此之外，为了验证我们方法的有效性我们还在坃坁坉坌圭坳坭坡坬坬数据集
上进行了大量的实验，结果表明我们的方法显著提升了刑期预测子任务的精度和可解释性。
在未来工作中，我们将尝试使用一些预训练语言模型来尝试理解模型生成的推理过程，进

一步量化测试模型生成推理的可解释性。此外，我们也将尝试将传统的基于图结构的方法与我
们的双系统框架进行融合，新的方法也会在更多的数据集上进行测试。
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坡坰坰坲坯坡坣坨圮 arXiv preprint arXiv:1907.11692圮
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坣坨坡坲坧坥坳 坦坯坲 坣坲坩坭坩坮坡坬 坣坡坳坥坳 坷坩坴坨 坬坥坧坡坬 坢坡坳坩坳圮 arXiv preprint arXiv:1707.09168圮
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Expert Systems with Applications圬 坰坡坧坥 圱圲圶圷圲圲圮

坓坨坥坲坶坩坮 坍坩坮坡坥坥圬 坎坡坬 坋坡坬坣坨坢坲坥坮坮坥坲圬 坅坲坩坫 坃坡坭坢坲坩坡圬 坎坡坲坪坥坳 坎坩坫坺坡坤圬 坍坥坹坳坡坭 坃坨坥坮坡坧坨坬坵圬 坡坮坤 坊坩坡坮坦坥坮坧 均坡坯圮
圲地圲圱圮 坄坥坥坰 坬坥坡坲坮坩坮坧坻坢坡坳坥坤 坴坥坸坴 坣坬坡坳坳坩圌坣坡坴坩坯坮场 坡 坣坯坭坰坲坥坨坥坮坳坩坶坥 坲坥坶坩坥坷圮 ACM computing surveys
(CSUR)圬 圵圴在圳圩场圱坻圴地圮

坓坵坤坩坰 坍坩坴坴坡坬圬 坁坮坵坰坡坭 坊坯坳坨坩圬 坡坮坤 坔坩坭 坆坩坮坩坮圮 圲地圱圷圮 坔坨坩坮坫坩坮坧圬 坦坡坳坴 坡坮坤 坳坬坯坷场 坃坯坭坢坩坮坩坮坧 坶坥坣坴坯坲 坳坰坡坣坥坳
坡坮坤 坫坮坯坷坬坥坤坧坥 坧坲坡坰坨坳圮 arXiv preprint arXiv:1708.03310圮

坚坨坩坨坯坮坧 坓坨坡坯圬 坐坥坩坹坩 块坡坮坧圬 坑坩坨坡坯 坚坨坵圬 坒坵坮坸坩坮 坘坵圬 坊坵坮坸坩坡坯 坓坯坮坧圬 坘坩坡坯 坂坩圬 坈坡坯坷坥坩 坚坨坡坮坧圬 坍坩坮坧坣坨坵坡坮
坚坨坡坮坧圬 坙坋 坌坩圬 坙 块坵圬 坥坴 坡坬圮 圲地圲圴圮 坄坥坥坰坳坥坥坫坭坡坴坨场 坐坵坳坨坩坮坧 坴坨坥 坬坩坭坩坴坳 坯坦 坭坡坴坨坥坭坡坴坩坣坡坬 坲坥坡坳坯坮坩坮坧 坩坮
坯坰坥坮 坬坡坮坧坵坡坧坥 坭坯坤坥坬坳圮 arXiv preprint arXiv:2402.03300圮

坃坨坡坯坪坵坮 坘坩坡坯圬 坈坡坯坸坩 坚坨坯坮坧圬 坚坨坩坰坥坮坧 均坵坯圬 坃坵坮坣坨坡坯 坔坵圬 坚坨坩坹坵坡坮 坌坩坵圬 坍坡坯坳坯坮坧 坓坵坮圬 坙坡坮坳坯坮坧 坆坥坮坧圬
坘坩坡坮坰坥坩 坈坡坮圬 坚坨坥坮 坈坵圬 坈坥坮坧 块坡坮坧圬 坥坴 坡坬圮 圲地圱圸圮 坃坡坩坬圲地圱圸场 坁 坬坡坲坧坥圭坳坣坡坬坥 坬坥坧坡坬 坤坡坴坡坳坥坴 坦坯坲 坪坵坤坧坭坥坮坴
坰坲坥坤坩坣坴坩坯坮圮 arXiv preprint arXiv:1807.02478圮

坃坨坡坯坪坵坮 坘坩坡坯圬 坘坵坥坹坵 坈坵圬 坚坨坩坹坵坡坮 坌坩坵圬 坃坵坮坣坨坡坯 坔坵圬 坡坮坤 坍坡坯坳坯坮坧 坓坵坮圮 圲地圲圱圮 坌坡坷坦坯坲坭坥坲场 坁 坰坲坥圭坴坲坡坩坮坥坤
坬坡坮坧坵坡坧坥 坭坯坤坥坬 坦坯坲 坣坨坩坮坥坳坥 坬坥坧坡坬 坬坯坮坧 坤坯坣坵坭坥坮坴坳圮 AI Open圬 圲场圷圹坻圸圴圮

坎坵坯 坘坵圬 坐坩坮坧坨坵坩 块坡坮坧圬 坌坯坮坧 坃坨坥坮圬 坌坩 坐坡坮圬 坘坩坡坯坹坡坮 块坡坮坧圬 坡坮坤 坊坵坮坺坨坯坵 坚坨坡坯圮 圲地圲地圮 坄坩坳坴坩坮坧坵坩坳坨
坣坯坮坦坵坳坩坮坧 坬坡坷 坡坲坴坩坣坬坥坳 坦坯坲 坬坥坧坡坬 坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮圮 arXiv preprint arXiv:2004.02557圮

坁坮 坙坡坮坧圬 坂坡坯坳坯坮坧 坙坡坮坧圬 坂坥坩坣坨坥坮 坚坨坡坮坧圬 坂坩坮坹坵坡坮 坈坵坩圬 坂坯 坚坨坥坮坧圬 坂坯坷坥坮 坙坵圬 坃坨坥坮坧坹坵坡坮 坌坩圬 坄坡坹圭
坩坨坥坮坧 坌坩坵圬 坆坥坩 坈坵坡坮坧圬 坈坡坯坲坡坮 块坥坩圬 坥坴 坡坬圮 圲地圲圴圮 坑坷坥坮圲圮 圵 坴坥坣坨坮坩坣坡坬 坲坥坰坯坲坴圮 arXiv preprint
arXiv:2412.15115圮

坌坩坮坡坮 坙坵坥圬 坑坩 坌坩坵圬 坂坩坮坢坩坮 坊坩坮圬 坈坡坮 块坵圬 坋坡坩 坚坨坡坮坧圬 坙坡坮坱坩坮坧 坁坮圬 坍坩坮坧坹坵坥 坃坨坥坮坧圬 坂坩坡坯 坙坩坮圬 坡坮坤 坄坡坹坯坮坧
块坵圮 圲地圲圱圮 坎坥坵坲坪坵坤坧坥场 坁 坣坩坲坣坵坭坳坴坡坮坣坥圭坡坷坡坲坥 坮坥坵坲坡坬 坦坲坡坭坥坷坯坲坫 坦坯坲 坬坥坧坡坬 坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮圮
坉坮 Proceedings of the 44th international ACM SIGIR conference on research and development in
information retrieval圬 坰坡坧坥坳 圹圷圳坻圹圸圲圮

坓坨坥坮坧坢坩坮 坙坵坥圬 坓坨坵坪坵坮 坌坩坵圬 坙坵坸坵坡坮 坚坨坯坵圬 坃坨坥坮坣坨坥坮 坓坨坥坮圬 坓坩坹坵坡坮 块坡坮坧圬 坙坡坯 坘坩坡坯圬 坂坩坮坧坸坵坡坮 坌坩圬 坙坵坮
坓坯坮坧圬 坘坩坡坯坹坵 坓坨坥坮圬 块坥坩 坃坨坥坮圬 坥坴 坡坬圮 圲地圲圴圮 坌坡坷坬坬坭场 坉坮坴坥坬坬坩坧坥坮坴 坬坥坧坡坬 坳坹坳坴坥坭 坷坩坴坨 坬坥坧坡坬 坲坥坡坳坯坮坩坮坧
坡坮坤 坶坥坲坩圌坡坢坬坥 坲坥坴坲坩坥坶坡坬圮 坉坮 International Conference on Database Systems for Advanced Applications圬
坰坡坧坥坳 圳地圴坻圳圲圱圮 坓坰坲坩坮坧坥坲圮

坙坵坮坯坮坧 坚坨坡坮坧圬 坘坩坡坯 块坥坩圬 坡坮坤 坈坡坮坧 坙坵圮 圲地圲圴圮 坈坤圭坬坪坰场 坁 坨坩坥坲坡坲坣坨坩坣坡坬 坤坥坰坥坮坤坥坮坣坹圭坢坡坳坥坤 坬坥坧坡坬 坪坵坤坧坭坥坮坴
坰坲坥坤坩坣坴坩坯坮 坦坲坡坭坥坷坯坲坫 坦坯坲 坭坵坬坴坩圭坴坡坳坫 坬坥坡坲坮坩坮坧圮 Knowledge-Based Systems圬 圲圹圹场圱圱圲地圳圳圮
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坑坩坨坵坩 坚坨坡坯圬 坔坩坡坮坨坡坮 均坡坯圬 坡坮坤 坎坡坮 均坵坯圮 圲地圲圳圮 坌坡圭坭坧坦坭场 坁 坬坥坧坡坬 坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮 坭坥坴坨坯坤 坶坩坡
坳坥坭坥坭坥圭坥坮坨坡坮坣坥坤 坧坲坡坰坨 坮坥坵坲坡坬 坮坥坴坷坯坲坫坳 坡坮坤 坭坵坬坴坩圭坧坲坡坰坨 坦坵坳坩坯坮 坭坥坣坨坡坮坩坳坭圮 Information Processing
& Management圬 圶地在圵圩场圱地圳圴圵圵圮

坈坡坯坸坩 坚坨坯坮坧圬 坚坨坩坰坥坮坧 均坵坯圬 坃坵坮坣坨坡坯 坔坵圬 坃坨坡坯坪坵坮 坘坩坡坯圬 坚坨坩坹坵坡坮 坌坩坵圬 坡坮坤 坍坡坯坳坯坮坧 坓坵坮圮 圲地圱圸坡圮 坌坥坧坡坬
坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮 坶坩坡 坴坯坰坯坬坯坧坩坣坡坬 坬坥坡坲坮坩坮坧圮 坉坮 Proceedings of the 2018 conference on empirical
methods in natural language processing圬 坰坡坧坥坳 圳圵圴地坻圳圵圴圹圮

坈坡坯坸坩 坚坨坯坮坧圬 坃坨坡坯坪坵坮 坘坩坡坯圬 坚坨坩坰坥坮坧 均坵坯圬 坃坵坮坣坨坡坯 坔坵圬 坚坨坩坹坵坡坮 坌坩坵圬 坍坡坯坳坯坮坧 坓坵坮圬 坙坡坮坳坯坮坧 坆坥坮坧圬
坘坩坡坮坰坥坩 坈坡坮圬 坚坨坥坮 坈坵圬 坈坥坮坧 块坡坮坧圬 坥坴 坡坬圮 圲地圱圸坢圮 坏坶坥坲坶坩坥坷 坯坦 坣坡坩坬圲地圱圸场 坬坥坧坡坬 坪坵坤坧坭坥坮坴 坰坲坥坤坩坣坴坩坯坮
坣坯坭坰坥坴坩坴坩坯坮圮 arXiv preprint arXiv:1810.05851圮

6 附附附录录录

A.实实实验验验参参参数数数设设设置置置
在坜快 思 考圢阶 段 我 们 在 全 数 据 集 上 进 行 训 练 ， 实 验 设 置 ：learningrate圽圵坥圭

圵，batchsize圽圲，epoch圽圴，maxlength圽圱地圴圸 坴坯坫坥坮坳。之后测试法条判断模型在法条序号预
测任务上的准确率，并且从法条知识库中检索出相关法条与模型生成的法条概述用坌坥坶坥坮坳坨坴坥坩坮
坒坡坴坩坯方法进行比对，当两者相似度低于地圮圷 时视为产生了法条幻觉并进行法条内容的替换。
在坜慢思考圢阶段我们将构建的小规模高质量的思考增强数据集在坈坑坆坒圩按照圳场圱的比例

分成训练集和测试集，在此基础上进行第一阶段的坬坯坲坡微调，实验设置：learningrate圽圵坥圭
圵，batchsize圽圱，epoch圽圵，maxlength圽圱地圴圸 坴坯坫坥坮坳。在全数据监督微调阶段，为了防止二
次微调之后的模型对首次微调的能力出现灾难性遗忘，我们降低二次微调的学习率，实验设
置：learningrate圽圵坥圭圶，batchsize圽圱，epoch圽圵，maxlength圽圱地圴圸 坴坯坫坥坮坳。在均坒坐坏精炼阶
段，我们选择用之前提到的奖励函数对二次微调之后的模型进行精度和可解释性方面的进一步
训练。具体的训练部分则是利用均坒坐坏来训练自注意力机制中的键投影层（Kproj）和值投影层
（Vproj），以及前馈网络（坆坆坎）中的门控投影层（Gproj）、升维投影层（Uproj）和降维投影
层（Dproj）。
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