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Abstract

Legal judgment prediction is an important task in the field of legal artificial intelligence.
This paper proposes an external knowledge-enhanced interpretable dual-system rea-
soning framework to address the issues of low accuracy and weak interpretability in
existing methods for prison term prediction tasks. Drawing on the dual-process theory
from cognitive science, the framework leverages the text comprehension and generation
capabilities of large language models to simulate the decision-making process of human
judges when handling cases, ultimately producing prison term predictions with clear
reasoning paths. Additionally, by constructing a high-quality chain-of-thought-enhanced
dataset and an external legal provision knowledge base, the framework enhances the
model’s explanatory capability while effectively suppressing legal hallucination in statute
judgment models. Experimental results demonstrate that the framework significantly
improves both accuracy and interpretability on the prison term prediction subtask in
both the CAIL-small and CAIL-big datasets.

Keywords: Dual-System Reasoning Framework , Prison Term Prediction ,
Interpretability
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1 58

EBRANTHEGREN Tk A TR GRAEESSA I AR FTEFMES I Boh bRk, LI
RARTES S ERSEREE IR &S N RIS FESS E BRI o IR AR AE 55
(LJP) RiEEAN TGRSR RS2 —, HH IR B i % 2244 A0 2 AN R SR )
R FTE 2 )15 253 (applicable law articles) F1FE4% | 5E (charges), F B T HESe A\ 4 #
AEHIFTIEA (term of penalty) o VEBEANRTIN SRR R EHIES HMH « BEmHENLA, HEH
R E RS TR E 2 AR LR, BaRET I —&EFmE LR . &
RS, inFEEIVLE (Attention Mechanisms) PASAFRIE B HLZE/ 4 (GNNs) 1F
HINE S AU R, LIPHESSEE T EE#HE (Luo et al., 2017; Zhong et al., 2018a; Xu
et al., 2020; Zhao et al., 2023) -

FHE R 55264 % M T % G R A AL T ARE, 455
(| AR IEGET SRR GE%100075E30007TEL B
AE3EELL N A BAAEM ., ffTEE . . ..

fEF1: MXREE

2015F4 2B 1TRIB0 Y A, #is AN
T RIS 3 22 A T £ R AT L U
39-TSEAIFATIEAN, HBHEIFEE | L [

HRSE AR B o1 AR ]
f£552: FIRbdEA

FIER T, S A RaRr 152 ik
W& B — RSP R6PLUSFL,
BrENEM5850. . ..

ES LR

— [ HAR, BRAWFERINA. ... ]
FE553: TR TR

Figure 1: JEFHARTIMN LS5 &

A T 50 SR SR A P A SEAR 5 VA SR Z R AT SRR FR A TN 71255 LB
iﬁ%ﬂ;iﬁ% FOVERFIEE (L AE AR B 2K B 1 W <TRIATIN 7 4E 55 L 308 J5 I ATh O T e 7 1> 7™
IR AR -

LIEMRIEEBRGETSHEET (Wl R0 LY HES) ZEECK
B, SEONEATI A e R R AR A= ] -

2. (B GE AR 2R BONRETION RIS, (B R AITCIE A s AR B R, S8EH™
HGRkZ ATRRREE -

FEIEAGX o BRI AR 7 1E 3~ IR AN AL CRBE A4S, VA'E ~ 0T HE AMTFHEE
P ffR R R SO 602 R A T A 5 RS TR LI 45 SR A AN R R TV 2 mVE A TF A RS
BOR, SEH N TSR ENES R A R

RIEFHEE (LLMs) 58K B SO B AR AN AE ACRE 1 N 38 FHLIP AR 55 B RG 5w i R 1k e
K THBIATRENE o 7 RO Bk, RSO H T R T AR R1IR 6 AT AR At R G B AE
28 (Interpretable Dual-System Reasoning Framework with External Knowledge,IDSRF) - iJll4R1R
HREFRREBRBARGE T RE - BIIEFAGES, R EIEN S L5858 55 /Y
R I ERERHEE AR ERIET, 40 EEHERERRHTINSE RAGE S, R
ANEN SR SR 16 48 AR AR R AR -

FATA R W] AR B R HE B 2R G0 A E IR O TR 5% A B Al A BB AT (B O SR A e B
ORI ALLMs A%/ O BRI IR SRR R SR B R G & A i) r= 4 955 2] %" (Law Article
Hallucination) (Huang et al., 2025), J™EsZMaFiil B ERRMEFRT AT SEME o T D40 50 pirs SR /Y
M, BATEINT — MR O B RS MET A 5% RIVR FE IR B Y VA S AT IS, PRIUESESRAR YR
HTESRHUENT AT §E - AU FEETTERan T
©2025 PEVHEEZT¥ RS
HR#E (Creative Commons Attribution 4.0 International License) ¥FA] AR

HEEWH: EXRHEAFIRITEL (2024YFA1012700)
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(1) $2H T ETIMBARR AT BT DR S B AR SR M R w1 i PR B = AT AR R I Frp (]
& | LIPS AR SCAIWT LU = IR A £ 55 ORI

(2) PREVEFRR SR AT LMERFRANER M IER NS, AR RS
A LAZE ) EVE R AR AR T 45 2R -

(3) M T — P AR B/ IR - R R R BRI E, DI — AR
PEATAS HRIER BORIR T, BRI SIS HBE AR LT 5 -

2 HRIAE
2.1 JEEATIM

EERANRIN (LIP) 254 N TR geailse XM RS 8| f Rt s m @, TET
HERIESAE (NLP) HAK (Minaee et al., 2021 )EFRARFH A FEE A, AL S5l v
BTN 45 5 A\ R ARSI R B - RHILIPAESS B E R A ETIUE A DL R i 640
W, B FEhgmidrIE (s & TUE RIS FE R 2244 (McCarty, 2013), {ES& & S HIA
TRAFRE T X R EE R E BE AR IOR FRET - AAZIE, AR 25 W
EHAINaive BayesHFRIMERBHIR (Katz et al., 2017), XFh/7 %R & AR TS G704
BE, ([HEHTIEE A EIFHIERR -

BEE R 2> HIEL, 5 N A i Z iR 2 [ 24 5] ALJPAESSH - Luo et al. (2017)i
i AR R AR AR R RIE S Z A S RN $E T+ T 58 2% FU 45 55 B VE B 2 - Chen et
al. (2019b)iE TR AHZET IR, X 80 T 2 SERNNAE 2 B K SO 7371 B8 T A
BEEEVE R SR R, SR T AT AR T - BB TUIGRE S0 0 HE R R 58
TR B ZOURR BB AR R EE S, RZ AR ITINZRE S E A FIZIBERT (Devlin et al.,
2019) ~ RoBERTa (Liu et al., 2019)t12 4y # 55 A\ B FHAELIPAIE A - & 1 B 1 TR
AR, fFliiLawformer (Xiao et al., 2021)#1Legal-BERT (Chalkidis et al., 2020)iX 2575 %K
TEERm T RRADN SRR ), HETiEm T RBELIPHESS ERMERR

bt & B2 4 1) 4 B (Kipf and Welling, 2016; Hamilton et al., 2017; Bonner et al.,
2019), XK EEMBIY AR R G T A AR & 2 E R, AR A5 1
CEMEIR AL TRRE ST o TR IOR BRI SEAR RS BAT & BESMRHE, B DRI
Rt 22 [ 284 5 | ALIPAE S5 K8 SRR VA R A EEfZ - Zhong et al. (2018a)5| AT HMTL
TR TS ZAFTRTNE R o Guo et al. (2024) & KR H T —Rh 2 2 1) b B S5 SR 32 S
KRB IRIE LR R, Zhao et al. (2023)1&H T ZZE R EILEH, H B TR SRS 40 B 3
FTRnG, BRI DURBOURRES - 1F UEREFHELZERNE, #—P5E T EIZEM . Meng et
al. (2025)7ELA-MGFMPIER R EE T = 2 BS54 3t B 5] ALawformerfZ BRIREGE FHE, 5
BT B HTRCR AR B B A A

2.2 NWARGEIRAEN TH R HIN H

“R1B %" (Kahneman, 2011)F1“W ARG HIL” (Evans and Stanovich, 2013)7& IA%N2240
AR EEREE . PRBEE IR T ARRE T R P 00 AR 18 A HR I 3 [R]AK
B, ARG IR TR R . AR ERR N ARGHEICE S I8
F, Mittal et al. (2017)4F [ &S RIEEM SOV R ELE (RS0 | REAmRE RS
MEHEEYE (R512) |, R T MATERRESWIESEIRNLIESZ, Chen et al. (2019a)$2
H T —FomEmiELe, HPasm— P RoRId B4 A ss (R85 fM— D Ron 8 B4
MERRRER (R502) , HATRRREIRMES -

AT EATIE, HErMEESHEEELIPES F R 75 LELR ] T IR&E
MR (98.44%) - (HREFETEEWRITEERBITINES LR EERRYE, Bl TERET
AR e TR A TINS5 SR G T I A IR AR TR, SRR RS BT E B AT RRRE
P ERBIRTHRTIAE T IATRIAE S5 E R rT et M RE RN 5 N 2R BIA R0 AR 7™ A 5%
57 o FTLAEATRR T 22T AR AR A AT AR R AR i A SRR B S RIE N AT 2 A
FRMMESS S AR RS, BRER T AR TN A 55 AR RIS B AN e EL AT AR P AN A ] i«

TR EEE SRS, BH00T-H512T0, W, TE, 202548 H11HE14H.
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3 ETHNRAIRE AR DR G AR IR

AT, T EIEEANRIN (LIP) 55 RSATRINIHER 73 R4S B A i BT et A
SRAVFIRR, BT8R H T ETAMRAR B AT R R ST B REIR - ZAEIR L TSI A Y
ARG, BILAKREE G AW GEFHIN) SRBHEEMER (RPN Ma5a 0
RAIRE, BAEETLLMsH SRR L REE S (EH AT MR RIE N A — 8%, SEEIRRHER S
AT AR AIE AR T .« E2foR T BOMERIIER], HEZMM MEOLARSGEM: A% R
BIEFRRSGRIEARS, FRRER AP T A ERE AR, FHR U — MO
HISMEIR R IR EAATN RGTLRHI PR AL B R AN, RGt2: W] R R
RYT, FARARYE Z TR AT S PN 25 T TR 357 2 Rl 2 PO AR -

— / N Ve N
WARAHER. L) SRR Chman | OHWBETE | e R R
201544 2B 1THIS05 fed, . RN 2642 P M e AR R A A 520t
EAGIKEAIE AR || V| sz, [ || wsr, w%ewsss0t
AL 30-T 5 S A RABIER: WO, 75 TR MK TR, 1
W, RS TRCR R, , ATRIECRI KA. . . . I o 5 2645 Ha B TR
HENAORPLERICURERE | ' U waeesl Fameem. s | | | =, S rssmme, ok
WS LHY - JEROPLUS 4L, |\ UL | B RN ESTIN T
fhE AR Fi5850. .. [ ! i . RO A I,

I ' I L) I

l [ . [

U s | : i S

' | | [ amam |

| dominskn SRRRS AR AR

~ AN /

Figure 2: T /NRATR AR AEREIE N A GTEHEEIR /]

3.1 PREEFRRSKERS

TG ARIEE RREEEREAEER TR, HATERER T — MREEFRREK
KRG, ZAGKTEHVAERE - R 5 8RR R ENER SO B RS
A] AR B e B AR SR R VAR - Dot FATTER TH AR SR RN RE S
B Qwen2.5-3b-Instruct (Yang et al., 2024) BNV ERFLL, BT FEIES AW AL SR N BMA P
MEERNUES LT TR0, JIZRE T —MEFAWRE, FHAELITEN:

L EFRF S IRAARTER A R AT LA, AR Rt RGP H T HE
s AR P -

2. VI NEERETHAEEFNEMIEES L2 BIRFR, B & 2l P s A2 Al
EINT 5 RS H AESE PS5 MO -

HATLZIERAWRIL BT A S SHER N BFEFN 2SI WMES, SEHBTEM
PRIV A% P 5 i AR 1) 2 A AL P 7 Bl DX o0 RE DUV SR AN AT i S0 Y H 3R Y e 2] it an I3 Fs B
RN S BELRAEAE FAMZE « XM ER AR N A IR B LB 45 5 SEr) B
HAGZ, Fom B PRIVEFREM AR . Oy 7 RLX— KRR, BAIA NI
BT — A LV RIS A AN AR, FIRE RS T AT EARSE P & AR
SO E IR, RVFIASAIRTETE A S H T TR 55 G 5 T8 RRR 2 AR G B AR R R
FOORR R AN EATRON . BER T AR AVERRIE AL - REEFRRERBRGH T
TERAEBLSIT -

LiRBIFFS 50 ER: Qwen2.5-3B-Instructi& 8! & o0 B S (1A, Hay i H- AW i) B
RIEFTFT, LARAID HERIXS RVA AR N A -

2IEFNREEW. ERERGIHERFSE, RE2 NIMRIESRFIRZE F X B I
BUEZRNATNA o I EARFPE s, iR M ELEZE A —BU B T8, RKRA
%E%%i;*%%ﬂﬁ%ﬁié%iifﬁ%ﬁE@%E%%Vﬁ%??FﬁﬂﬁﬁtHf?ﬁﬁ?éﬁTﬁﬁ%%ﬁiﬂﬂﬁiﬂﬁiﬁéﬁ, DA SR PRAETE SR A
BRI ERATE -

3.2 TNFBEN#EERS

T EMEREE N FIE AN QT EEER B ZIIRE, 45 HER R IEITIT AN AT B AR
HEE R, AREEFRREREARG L |5 REHERAEREFNS G, BII5IAT AR
2. MIMEREERIIEE ARG . ZASUEE MERMZOMEM S5, SNSRI
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Figure 3: {%5:4) W~ & K

BN RN #INESFMEBERBTHIEES - TA1EHQwen2.5-7B-Instruct (Yang et al., 2024)1F
RRGEHODEEL, BN EBER —ERE S EERE ) RS Bl TR SE S BT
SRRV ES A

T Qwen2.5-7B-Instruct 2 & R RIFNAN A E 2R MEHEFE T, BT T — BBy
ZRERS, B ELH A2 0 R4 DUARE AR EE R MRS R AR T . AR5 I 220 9
PR & B B ORI LTI ARG RFE ST, BeJa B SR 2 X Ratt— 5@ - H P 45
HORE IR I AR HE RS AR OATEAE o XM “2 SJTus0 B S B2 AL, FERE BRI Al gk
R, HE—EREEMREG T ARYS B RBEER BRI RE: Soilid @& BE R S &AM
HEZR, SNE B KRB NEIN A, H0 i FE R B S EE T S a2t

3.2.1 BEIREMES] 58G

BTATESRVOR B B A TR N SRR, VESR N, THIHA AT SR apf 22 5] B 20 1
=R R AN AT AR A M AR R AN LA R o BT DATRA A T — /R - = E R R R
R (High—Quality Few-Shot Reasoning Dataset,HQFR) K| SR FAMI A 22 2 8%
B ERA TR B 2@ B AR AU H ST AN — MEERE ST RS TRk R E
HREFEMEN2657EHE, K NTFEAELA50E5002 (B BEFEMHILIRE TTH#A - X TH— ik
R, FTATES T H G R AERA - NIMNRENRE R N B 2853 38 A 5k N 2
MEA, DLRHEEENIAPRE o A 1285 Fdeepseek-r1 (Guo et al., 2025) 8RR AE A “HUMHE
B CRX S SR BRI AG “BOMETY | JF B S B A B A E A RIE A G
TARHERE, ERGERR - SR BB LR . ZERMNEE T EE A & T X REFEE
AT REEMET (BFENE. NREAWEET) RS - HREFELRRE T
BRTE FAVERRRE - N AT AR NS R, EARAHES MRS R e EESS .
AR AR RSB B AT A R, a0 T AR AN T A
S5ZRRN, SEBERFBERNZEZIR . FRMENFRE L, WMAEEH— 1 ZHE—5
) o = 1 R B R AR 4R

BAVERX M EmRE - SR AT R MEEIESE, S Qwen2.5-7B-Instruct#1T
WEROA - BHIRE 1L Qwen2.5-7B-Instruct2 2 H A {7 “BUMART By B R NS F1L < BRI
73 EI 2 S X B B P IR, Qwen?2.5-7B-Instruct BEIEH] 2 E AR Q11T K5 52
HEE . EFNESEMETERRER, HLLUERINE ST RIA MR . &I/ NI S R
B BRI HA TSI f A RE AE ) R H R -

3.2.2 EXUELERAS BRERK

THIBATOMAE L AR /NS = B = A ER R LIRS, VIR T “BUmEE AL S50 (L i ]
FHEFTES . Oy T AU TR T 2 B AT RE D BB NI AR R B S - R
MBS FE, BATH T 2B AR AT 9 — 20 Bl 2k - IR0 B A B R )
IR E B RGOS IR B ERE RN AR AL - R RYIZR BN E— 1N E 5%t , ©
ALELIER BTG RS A 6y BTN, 38 ZE SRR [ A A Rl AG: H 2 RS 30 B 4 48 1 PAY
BAEERE, 12l AR R AR L P P Bl AR

T L PSR FRAR Y 2 H T 25 SR A [T Psf 2 i EC M FH B 22 2 BRI A B B 7 =, L

TR EEE SRS, BH00T-H512T0, W, TE, 202548 H11HE14H.
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SATHM LR S AN BEAE 1 SRAF 2R JESHME - BIET SIS R Z RIS By, saib 7 Hh
SAERGES BRI RRNEES, MRS TR R R o X B B H bR
ORI T AR G W R GI, BEREMCH S ERTUN , X AESRHALE AR - AT B WA R IK
¥ -

3.2.3 AHIAHEX KB ALAE LR

SRR 20t EaA W A B IRAVINGZ G, AT DIERERE TIAE RERI#
M B 22 ' EdE (B2 OURRE S B ORI PUSE 4 T 2 30 58 w38 B 1 = PR
YIER I BB R I AR B A% R o 63 2 RIS TR0 B R ECIX ] B 38 A% B mT ) iy H T 3
B HAIRE R, AN ETN BB RTE RN E RO SR, BB KBEMERE L
MRS R o B R R F A A T IO B AR AL S A AR ESK, AT
PRRMX LE AR 2 B A — RS R T AR RE, FRATTEIN T HIRIHE XS SEEE AL 1L (Group Relative
Policy Optimization, GRPO) (Shao et al., 2024)1k%2 3 Y 2R BB 7E & it & S8 8 2R 48 L
iRt >, ERIISRIRARRI RGBT B, Rt — D3R T TR B B 4 A g e 1) &5 2
P o GRPOVER—FSE# SRS HOR, i sKeg i (PPO) WOE:R E#FfT0H - ANFR
BN —DRORA BT, FETf FH [8]— [T 22 P2 2R R S R e R v R e
B token UHENT I H, JEIEX P BE S TSR EIR . GRPORIITHIR N T AR
B B e S5 LR, X5 R BTN AT 55 7R3 FHAUM 45 S A RS B It B (RIS, PRAIE SR
F R A EME AT R B bRm E—E

N T MAGRPORE MK T FO R AT R B A R B S R iR, ATt T — 124
&~ GEA AL I 22 RN eR BT AR AL B X6 45 8 SR AT AR AL RO TR A A BB T R b - 2 K iR 5
TER N A RAEZ DR BAERE FRIRIN, RENEEH 35, b AT B B T
HEREAINE (&m2r) DURFEERSREHEYE, FfEEIENREt SEEENE (&
m19y) DARIERERERAITOIE S & 2R -

BN Rewardse BRI EAL:  HERIZRPE DD Roce MBUE IS Ryuatity . AFAA T

Reward(y, ygt) - Racc(va 'Us,gt) + unality(y7 Tr,gt) (1)

HAyy = (Trgt, vegn) BRIMEER, y = (T, vs) B RBITIRA B H &R, HPTAR
AR RSO, o ERT EIFIAEUE « Roco A TR AR BE 38060, FH A PP TR0 )
Mo SIREE R o, o TR - B EEIRETF AR FATCRBEMAIES], Hmt2m
0, FTLAFATTRA TR ER BN E ZEHRE, BEARWT:

2.0 if vgge =0Avs =0
0.0 if vgge =0Avs #0
RaCC(US’ Us,gt) =Z20.0 if Vs, gt 75 ONANvs =0 (2)

Vs

max (0.0,2.0 = 2.0+ Leztsal) i o £ 0 4w is valid

(0.0 otherwise (e.g., vy is invalid)

YAMEE R SEATINEE B L AN ROMEHE, R AR R ZE R E R EE, LA
SR IR A TR AR A FIU 45 SR s A E B R B ) o PRI SR AN Ot R S TR AR A P £
FROM 23E BALTRE 53 FiEBIESS, 2 BRI 22 R O ) 5 TR0 ASE 28 f T 465 SRS S ORst ) 2 1
W SRAEF N BB UL - BT RNEANRARE S AP, X B R 75 27 58 T A 2 U A
o BT LALL L R U0 BT T VB B Y i) R Y9N0, ARAE T A TR AL R & fild — A
BN, IASEE—NFAN" - BT RITERERRRF R ER PSR, A5t T E%E T
P BE IR juairy. ZENEE G VA A B Hy S =« KEFINE, HE8amEckH, 2
R

unality (y, Tr,gt) = min(l.O, wy - ]Iformat (y) + wy - Rlength(Tr) + we - Reontent (Tr; Tr,gt)) (3)
B, wp =02, w = 0.2, we = 0.6 ZEFTHIINE o Lropmar(y) SHEIATEHERRE,

I W gy Hy %@@é\ﬁﬁﬂz‘%%éimﬁiﬁ(eg, <reasoning>, </reasoning>, <sentence>,

TR EEE SRS, BH00T-H512T0, W, TE, 202548 H11HE14H.
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</sentence>), i il Z= K| HH T AT 53 51 K5 JE 2% ok #2 i Hi £ll<reasoning>, </reasoning>
H TR A% Bl <sentence>, </sentence>H, DUNRICRETY A% H RS B E SR E
AIER EABHAUN AT L opmar(y) AZH:

1 if all required tags present in y (@)

0 otherwise

]Iformat (y) = {

0T ST EATRINAR R Sy ) AR A AT A RV PRI R SHEA RSB A UG, AR
T T RBEEERIZER Ricpngn RS S SRR HARE . S ROEH AR ETIRER - B
SWIEESERORT, AU OZH, FEIH P R REEReR, {5 E 8RB R -
E T R - B R E R E LR, BTSRRI . ERET REE
BB OIE R R R AR - XU RE 5 TR TR, 5] SRy
S FEG L B SR A X R IS ST RS - B AR AL T (XA, AT R R A A
BERSEFMEFNIR A o Riengen ¥ B IR SURT, KK L(T, )i 7V Al . S H s R KA
jiLmax ° Rlength/lé\ﬁjl‘j :

1 if L(T,) < Linas

0 otherwise

Rlength(TT> = { (5)

N T BRI TR T A ) RS i RR MG AR ~ AR EVA R O BR 12, TATTiB iR
T T AU RER - 38 5 B A il i) AR ST 5 ) e ) v Jo 5 4 S R P O R
{8 FLevenshtein Ratio/JIEFATAIRUEE FLEL, REEH B B3R 5 PRt B 2% i R Ao A 1L
% . HHLevenshtein Ratio/j £ /&%: T Levenshtein Distance (GECHHEEE) (Levenshtein and
others, 1966)iT & HAI— N FAFERELEEE, 1EHEEEREN T4 R ZRAHEMUEE,
HUE VLR F A0, 1) 00, (E#ET1RR M FAF BB « 2RI RET B k5| SR AL
SJHEMIEFRIEHZE - RBETERNERNF LS S RERAEZH, flaeil . K
ZEA > ‘Ef\ﬁ E g > HX??‘E‘L?%ZFJ% ° Rcontent (Tra Tr,gt)/lk\itﬁg:

Simpey(Tr, Trgt) if Tp. g is available and valid

Rcontent (Tra Tr,gt) = { (6)

0 otherwise

B GRPOVIGRBTRA, KT — " AR R AR B ERIE AN, FATEZ A
SR IEASTY A i — 2 R R Hy = (T, vs) - BBJE . BAIRIA LR & B2 ) ek EOn & ek
Wi FEATIT o, BRI —AESE T EBEMERREr = (r,r2,...,m) - ¥ FE, GRPORIE
) FH X e 32 i 43 BT B M B A token ORI IR B (A, ) o X SEARNS A0 345 5 RE F5 1
T B RIS 25, IKIEGRPOR) Binek%, H45 8 KLEUZ IENML o @ & AaX
M, RALR S B H AR BORES , L HEME T AR RS R E S S, [
IR AR TS « KEEES « WA & EERIA R AR -

4 KWEERS5HT
4.1 BB MAELERT

N T BIEASCIR AT ERE RO, Bl T8 T R E R SERREIE_ ERTERI AR, AESE
B FAT 8 A BB R 2 P E N LR RE S A PR R A PRS2 CAIL-2018 (Xiao et al., 2018;
Zhong et al., 2018b) - CAIL-20188E 52X E— 1% A E A TR GEFE RS IR
B HEEEES, BIEREESRENSMEBNPEMNERM, B4R EERIFEZEHFFHME
RELNFF BIFHAICH IR 5 CRIE T BHRE N ARSI ST, BURET e RUHE AT
MAPRE EIE R EL ~ MRIES ~ AR

CAIL-201 8%l HE R B &2#13260 7, N T HDIIZRBATELADAN (Xu et al., 2020)1E
55 R CAIL-20183E 4T T it — B AL BRREAF A AP BRI TN #2 R SR &) 0 B T 11D EANE B RIIX
[A] o Bt Z AMD T R AR 5 rh R A AL T A R A B SRR, B EATEr
DR ETIER, AR T RN ESREE 2 TR & R AR DR
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TR SO R 100 H RN R BIRE AR FIAR DB AR o SRR T CAIL-big (5 Hthe first stage
dataset) AL &ML 17077 5B FICAIL-small (G Hthe exercise stage dataset) £5128,3685%
Bl - TAESIIERANTTERERNE, FEIRORXT HSEIE R — B AP, B AFRA RS
FECAIL-smallFICAIL-bighi M EFE R LA T I g, BoE S EMMStEUE FR 1R,
HEHORRE R LS EE AL IUER -

MEEMRE  MRERR REESC FXE REPFERE R RE

CAIL-small 101,619 26,749 103 11 408 -
CAIL-big 1,587,979 185,120 118 11 435 -
HQFR 3,660 1,216 103 11 462 154

Table 1: FIEEL T, AFECAIL-small - CAIL-bigflHERHQFR -

CAIL-2018RI P MR W RIFE A R IRIE, — MNEAERTRIRUR A [F 2 8L A -4 2 [R] 9347
PEEANEE . B, HAiikSk264 (BEIGR) - K133 (ERZHER) - %KK293 (F
B ELSE) DANiESR266 (VEWTE) | S5iXVUSRIRAAEN RIFIRFIREA L 5 SEAI160% - T
Bk4k268 (BARBIETE) | EHEIREFNE106FZHERS ZHR, 5 EFEARRI0.08% - iXFH
TEILATRE S TR B SRt ARSI R I, AT R AR ECAE AR /NRE 7R 2 3051 AR 358 TS ik 14 LA
MR & B -

BT R EEE A P R AL, AETA TN & = 1) B R R R 5
H, FRFCAIL-small %35 £ 1 1IN H) BB VA SR R AL T 255 BTG T A B il ) = 4, IF
S B R T AR AT T R A RS BT o X FRT AN BT ST R 5 TR TR AR A A
R/ IMEZR BEVE SRR A B AP TIONRS BE AN AT AR 1, e — B EIR s AR AR R B
FUMTERE - 7 T AT R G AELIPHES EAPERE, FATEFE T — SNz IA
Al H BRI RIS R AT IR o DUT & At i B s 2.

CNN: (Chen, 2015)EH % Z H &M E M 2% I B &5 Hsoftmax/E R 73 K25, X
& CAIL-20185 778 3CFF 32 21 B e ff 1 B Al -

FLA: (Luo et al., 2017)Z & RERE VLSRG AR ERG B S, im T LALE&RE
PHRR R B SIANER SR L AR AR -

Few-Shot: (Hu et al., 2018)IZ VAR AR TN S AT )30, BEROETH
R B HFRFNRIESE T, I R B2 W 28 BRI 28 10 35 Sk 5 MR B SR 2 TR BT
FHNRZERRER, BB AR E A5 -

BERT: (Devlin et al., 2019)— P& W [[transformer 42 BT ZRE S AL, %7150
DU B AP RO ALBE E R OB R, I BA IR 2@ A SGE A -

TOPJUDGE: (Zhong et al., 2018a)i% T 1A 2R LIPAESS HHIZ D TESSEAL AL — 1R
IMRFAREMES], HHMEHN—DERTIERLY T — Maih 2 AL 2 SRS R T B
B,

LADAN: (Xu et al., 2020)RCAIL-2018% 7> fibigflsmall ()% T/E, ZTIEFIANT —
FRAEFERATE B I HLIOR X 7 A 3 B MR NE SR SCRI SR 1, 658 T BN AH L SR A RO AL B AE
TR SRR AR, TR e T RRR AR -

NeurJudge: (Yue et al., 2021)IZJ7iEZH T —F LN IURFIVLSH, JEEEE T — 12|
(LR I LS HESE R R AR 5 2R TR 2R 0

GCLA: (Dong et al., 2024)ZJ7iEME T A FRAVELEH, KA T EBX 23 T H
56 T HARHSREUR o HTR T AN S B AE R X R0 X A AR LR B RE

HD-LJP: (Zhang et al., 2024)% 7155\ T 2R %S HIRES, 7EL MEBMHIAES Z
AR T —RRE RIS R, DUHOR RN Ab B 2 AN AR R AR SS -

LA-MGFM: (Zhao et al., 2023)IZ /T E5I AN T £ ZRWELEH LG DU & 2 4
B SUE R, YIZRE ETREME ML, Y AT LIRS Z VR 5 RAIE SURHE -

DPFSI:  (Meng et al., 2025)% /1 IAELA-MGFM ) £ 2 Fery B SEF o L m i 2= T
A MR N A, FERIN T 3B UGB SR A A S T A RRIRIENL R TR R AR A A
B, X HAETA IERASEFH T
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lawLLM-7b: (Yue et al., 2024)Z /i 5 T — M ETLLMs R BEEERSE, 7 LATEIR
TR E A TTR RO, R B B R A HE R AR

lawLLM-13b: (Cheng et al., 2024)1% J7 & 1 —FhRe UG RN 0 A 15 320 SR A 8
5771, AT DR FFLLMs7E IR A AT F A 7 0 -

4.2 T

BATH RS AR FIPython ¥ AUPytorchMEZESEER, F Hak i T L IR 3K ZR LR TR
FHESES . HA CNNAIBERT BI45 543 35K E LA-MGFMAIHD-LJP, lawLLM-7bFllawLLM-
13 E G R NS FEARNAEZE AT PN G EH PSR, HaBERRAlsg R a5 THIRR1®
CHR & A B S R — 3R

FECREE N B, BAE A 2EIEE LS lorafMiid F1Qwen2.5-3b-Instruct I T /E Ky
MEEFRRERE R RNERANER, 92BN E, RS HEE NS R E
R (HQFR) A 2R £ 7 I Bt AU H B H GRPORE M5 Qwen?2.5-7b-Instruct B /B A
R ENHE RS PSR . BERSESEESZNRA LRSI E

RPN B, RN BB G AR NS &, PrULEATEA T (Zhong et al.,
2018a)H e B FERYE (Acc) ~ ZMKEHE (MP) ~ ZMABEZE (MR) FIZWF1L (F1)
VERVPAEFEFR, TR AL FA THE H A0 R G EIR AR TINS5 AR BE -

4.3 SEREERG T

B F AR A, FECAIL-smallfICAIL-bighi N 303 £ FJF B T K 9 47,
H g5 B RoM3fr R o SC R 45 SR EE A 0 VR M O 45 A I R TR B T R A F AR S
FH T A EMFEFR: Ace~ MP~ MRFIF1. M E2FT LB H, HEELEWN FE %
BATH R EZEFRRESKE RGBT T 2 i & £ £ %lawLLM-13b, 1.06% (Acc)
FEFIEATM FAES ERAMATEREEREE KL BT T Y 80 & £ 5 ZLlawLLM-13b,
10.11% (Acc) , 9.12% (MP) , 7.03% (MR) , 855% (F1) , SEEG&5 R GAHFRATHIHESE
TEWDNTFAES T RRIGE T L TEEEA, E TZERRE S . NER3FrLIEH, AR
HFEZREEE & 5K - PR 2 HICATL-bighUE 6 b AORCR M RIS T HAth FE LAY, IERA
TiZAEZEEAE RIFRZ1LEE

Pk VESEHIWr THIEATI
Acc MP MR F1 Acc MP MR F1

CNN 78.61 75.86  74.60 73.59 < 35.20 3296 29.09 29.68
FLA 77.72 75.21 74.12 72.78 36.32 30.81 28.22 27.83
Few-Shot 79.30 77.80 77.59  76.09 36.52 35.07 26.88 27.14
BERT 79.14 7877 73.26 72.63 38.41 33.96  28.71 28.43
TOPJUDGE 79.79  79.52 7539  73.33  36.05 34.54 3249  29.19
LADAN 81.02 7824 7738 76.47 3829 36.16 3249 32.65
NeurJudge 79.81 7825 79.59 7755 36.66 34.85 33.82 34.13
GCLA 82.14  80.08 77.71 77.68 37.03 33.80 29.86 29.88
HD-LJP 81.47 79.63 7826  77.42 4246 40.20 36.67  37.07
LA-MGFM 84.95 83.91 83.32 82.93 43.01 41.94 40.06 41.04
DPFSI 87.83 86.72 85.48 85.33 43.19 41.65 39.76  40.75

lawLLM-7b 90.33  90.52 83.54 85.69 41.10 35.39 33.06 33.41
lawLLM-13b 90.53 91.05 83.99 86.12 44.17 45.89 44.22  44.27
DERF (Ours) 91.59 76.84 79.39 78.10 54.28 55.01 51.25 52.82

Table 2: CAIL-small EXT HUSRIGEE IR oF e I B4 SO BLIRIFE5 SR T RIS -

M2 AT LR B AT TATHESR AR 1 25 TN 74255 _EAIMP ~ MRAIFLIX = MRS EUR,
RMAERIFIX =80 T ERIE S, HAARIIRRE BT IEFAMNERSBER N, TR
BURFA DR EE LIFCRAE SRR BT R, FEERIREMRRRTT, MDA
R ZAEERE AN, PR EELF - fECAIL-small BB b, AT 755 A 11 28
PREE R TR, XA T OEIEFN B RREATE A X EEOR, BT A KA ERR R
M PiERE, RMAECAIL-bighEE L, BEEHIERIE R, RRE DEIRF MR L
FORA TITE, BTSSR 2R R R TR R .
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Jk A RIS
Acc MP MR F1 Acc MP MR F1
CNN 95.79 82.79 75.15 76.62 55.41 45.23 38.73  39.96
FLA 93.22 72.81 64.27 66.57 57.66 43.01 38.89 41.63
Few-Shot 96.12 85.43 80.07 81.49 57.84 47.27 42.55 43.44
BERT 93.54 82.65 64.66 68.97 52.38 41.75 32.90 33.71
TOPJUDGE 95.81 84.41 74.36 76.67 57.29 47.35 42.61 44.03
LADAN 96.57 86.22 80.78 82.36 59.66 51.78 45.34 46.93
NeurJudge 96.19 84.75 7888 80.56 57.67 51.72  45.77  46.96
GCLA 96.74 87.43 80.82 82.74 56.13 47.87 43.36 44.65
HD-LJP 96.81 88.68 82.08 84.19 60.35 52.66 50.04  50.17
LA-MGFM 97.98 88.97 87.21 87.95 63.06 54.29 52.68 53.56
DPFSI 98.89 91.64 89.54 90.67 64.06 53.98 52.84 53.76

lawLLM-7b 97.23  92.64 86.84 88.68 60.59 54.38 50.14  51.60
lawLLM-13b 97.39 92,55 87.82 89.65 62.95 56.26 53.61  54.48
DERF (Ours) 97.65 93.43 89.17 90.85 65.32 57.44 54.98 55.79

Table 3: CAIL-big EX} FSEAREE - F BRI AOZE S BLUIF 45 P T RIS bRiE -

4.4 THERSCE

FT BT B AN ARG HEZRE AT P55 F AR A R HE I E RS ETE A
ERH AR, FATHAECAIL-smallBHE 8 LT TIHER SIS 98T - # BB RAM e FAKIK
WFRIZERRT BATENGERF TR A, SRR

c IR
Tk Acc MP MR F1

DERF (Full) 54.28 55.01 51.25 52.82
W/O0 GRPO 51.22 52.88 49.17 50.71
W/O HQFR 46.55 47.18 42.39  43.37
W/O Law 39.43 46.52 37.85 34.10
only GRPO 37.76 36.60 34.53 35.62
only HQFR 36.26 34.53 37.30 35.60

Table 4: {HEESCIGLEIR, FIRERARITRP A 2= M KUGE FPAHBR B FEOR -

M4 A LB BIFEE GRPOTEMTEHQFREME £ LI THIIZR T IERIEBR, BURMLZE T
B, LR IX P IREOR AT AR T T A A PN AR 55 L AR R « SRR BREE T HARSI14A H
WM RIR SRS BRI R N T 7.12%, 7T WA ZVERA THIAR GO o L B 170 KRB A1
F o RIS EATEINE T RAHGRPOR G A S M AL M HABIIRE, RCRA KE N, XA
TRBLAE IR 2 2 B SR AR BT AR RS SR AR « AT T R AR MR AR S
KR ARG, HH2ERENEEH TR RIKRE36.26 %0 IEE, SHELEIRE L
BRI BRI R (W /O Law) HAEZE T 3.17%, 7T WEA 0/ REE S & A 2L -

4.5 FEBIHT

N T IR A A SR H B RCR G AR A AT AR, AT R A T AR T A N AL
PEEE T E SR T T AT, S AhEEE S <R 55 B 9P R &R R F LR
H R BARERIAT R, BT SR 4t R RE R A2 6 3N 8 LA B 1 E 5 5 B
887 o NESH AT LIE TP HA T AR T 20 5 tH AR TR SRS T R E R . AL BETS
ZHH, WERHEER T —ERNBRRET .

5 SZwERE

FEOT H BT VEAELIPAESS RPN 555 L AR AN e HL AT N am A (R R, ARSI HY
TETHMERAR A O] R XNAR SHEEAELR, i 5| N AR B SOR TR AN CRE ) R AR X
—RE . IR T — /AR SR AR SR HQF R IR M R T B 6 1 A — AN 5%
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R “HE AT EREEFAUSBITE RSB %, WAMERERE. T
BERZIL, MENELTT; BREEREHFTHE, THEBENE. 5246 (F
1E) 2345 R BILEER, HAbs ) A EEARER -

fERE2: “HiE AN KR NSEHEE S, WREFH507T, MAUE 51 5E,
JB B ATERE  (1000-30007C A L), FFA L2645 5 B TR A M - &
FTHERYIL . LAk, BRERASHE, Hbo ) AEEHR . »

Table 5: #5744 H HIRRREES G FE R R85 B AN FI B G R -

FIVAEARAN SN TRFR A o BRILZSN, O T RIEHA T IR R R A A AE CAIL-smal B R 5
BT T RERSEE, S RRABATHITIIEEERTT T I 755 ARG B A0 T REE
FEARARTAEF, TA T Z 0 — LTI 508 = T o 2 B AR B A i A2, 0t
— W E AT A AR A AT AR - SN, BT ZRlR R RE T BREMR T iE S
THAGHERAATRL S, BrH T AN 2 2 r RS Lt AT .
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6 Ffix
A LB SHKE

ER B Z B RMNESHEE LFTIE, LR i&EE: learningrate=5e-
5, batchsize=2, epoch=4, maxlength=1048 tokens. Z J5 1% 5% H| WA 7R 15 457 5 Tl
S EERR, I B NESR AR E PR R HAE VA 5% 518 A il )12 55 54 F Levenshtein
Ratio/JVEHATHNS, LB MBEIRT0.7 B4 Tk L)W It T A SR N A S -

75 <18 BB 2B B B BT R 48 38 1 /N A ASE 5 ot 2 1) FE % Y 5 AR R (HQF R) 4 BR3: 110 EL 1)
SR GREFM A, FEEM EHFTE - B florafilifl, K E: learningrate=5e-
5, batchsize=1, epoch=5, maxlength=1048 tokens. £ &% GEHBAMNE, HTH1E—
R 2 Je FORR B B IO B RE 7 IR OO VE 8 0, FATRR IR RGO B2 > 8, S50
B: learningrate=5e-6, batchsize=1, epoch=5, maxlength=1048 tokens. 7EGRPOIE &M
B, T Todets FH 2 B S 2 A 2 50 o8 HON IR R 22 e AR R AT B RN ] AR 4 U7 T gk — o
W5 . BARRIIZRER S N2 R HGRPORISG BIER IILEIFRBIEE (K FIEKEE

(%m>Bu&%ﬁm%(ﬂw)¢%ﬂﬁﬁ%£<qm)\ﬁ%ﬁ%i<%m>ﬁ%%&%
E\‘ Dproj °
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