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Abstract

Intent recognition and slot filling are two sub-tasks of spoken language understanding.
Jointly modeling of these tasks can enhance their collaborative performance by sharing
features. However, existing methods generally lack explicit modeling of sentence-level
topic semantics, making it difficult to capture more comprehensive global semantic in-
formation, particularly in multi-intent scenarios, where they exhibit certain limitations.
To address these issues, this paper proposes a topic-aware joint modeling approach for
intent recognition and slot filling (TA-IDSF). The method constructs a topic extrac-
tion module to obtain sentence-level topic distribution representations, and introduces
topic information into both tasks using topic-guided intent and slot representation
enhancement networks, applying cross-attention and concatenation techniques, respec-
tively. This enables the model to leverage topic information to provide more effective
guidance for intent recognition and slot filling tasks. Experimental results on the
multi-intent public datasets MixATIS and MixSNIPS show that the proposed method
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achieves overall accuracy rates of 50.9% and 84.8%, respectively, outperforming several
baseline models.

Keywords: Intent Detection , Slot Filling , Natural Language Understanding ,
Dialogue Systems

1 58

M35 ## (Spoken Language Understanding, SLU) (Tur and De Mori, 2011; Young
et al., 2013)2ESHS AN IE RGO ORER, F S ZER A MG ETEN D FIES -
BEERAZAMAFREANOBEEER, ZRIEHERLE —-IHEXNEEES, ©
e — XA E (Kowsari et al., 2019)[7] &1 - 8 {7 3 78 7% i /2 18 H 7 fa A8 &) /3 I
A~ MR S E G B L UM AR, B —MFIIEES (Nguyen and
Guo, 2007) . XM MEFMHE B KRB, B ERB YA E 7T 53R 4EE 07 |, AL 58
BEAA R T E X E, WEDF SN A A E RSB §la, AT “what
is the forecast now in kansas and also give two out of 6 to current book”, &l & B 1~
BB, 25 “GetWeather” (FEH: FKEKS) Fl“RateBook” (& & Hy: Xt B4 ¥
5y) , TEASEFMIFRELS SRS : “0 0 0 0 B-timeRange 0 B-state 0 0 0 B-rating value
0 0 B-best_rating 0 B-object_select B-object_type 7. H TR K IRAMES EEMET
EFHEEMR, SLURALEH RARK S EEN TR RZIENZEBRR . R, £45
MRZRETHEREZ R, HLUNNEREZEERANMERFRK . &L E ESLULE E
PR AR EEE R OE, ERHFRZEHNE - Xu (2013)% AFMKim (2017)% A 2
T ZEESLUMER, M1 TIHEEZERERERM, 28 7 /A0 E 58 A4E 5 8 th [F 7T
1t o GangadharaiahfINarayanaswamy (2019)#& i T —MEZESHELR, ZiFRGHEZ S E
WA SFEMIET - Qin (2020)5 AN —21% 1t T —F HiEN X HEZE (AGIF) |, @i 40k
MR BEEZEREER . A, ETEERIIHAEEERIMHEEE, Qin (2021)% AR H
T2R-REETEMS (GL-GIN) |, ZEAE R 2 SR OEa) PR RIREC R, &
EHETE THERE - Cai (2022)% A\5I ABERTH 45 & .20 UM -5 BB HLE], @SR E B S
FEALAON AR ., RERT T Z BB R T RIE SCRERES - R, WA TERZ X2 /g L
S ENER, EREREZBRESRNE—ERRIE-

N TEZEER T H MR THER B2 /iE GEERE S, T H—FE BRI R
BERR S REME RS @A, M T R BURER, F F 2 32 R BT IR B £ Loy
ffE BMERE NG, BAME, AIE SEE i 3 U BURER M A SR AR A T2 8
R, HREESHERELEEAR . e, BSEEERH SEMETMN > TESS 0T E
SRl &R EREIRA T SIAETEIEENHIREE T, DU B a) S 3 7
RETT: FEREAETEHRAPHERIRL G T, 5 A2 R/IE UG R RIFR (R E RBER A FAFL AR
K - FEMixATIS (Hemphill et al., 1990) FMixSNIPS (Coucke et al., 2018) B~ R4
FRSRIGAERFH, ARG T et rTEae -

RILTAAN T (1) W8T — P ERBUES, 5| A2 /IE UEE T Ve RER &
RPI SIEMEFTN MESHIESCERAE T . (2) AT EFMAHTEAGEE, RAIENEERR
ESHRENIEFTALSS AT T EZ R E-G SHH . (3) AR MR FRUEAR = BRI 51
PAE TR & BT IEEMIXATIS S MixSNIPSH M AT £ B FEUR &£ RS T E RS THI%
ST

2 MXIE

2.1 EHEHEIMES

BERAMES L BVRETH A A LS RETE LB R R, ELERKXE
SERBEL . 20155E LLHT, PR E FERAGG A E, SREET NIRRT (Marslen-
Wilson and Tyler, 1980)f%& 451t 2> H /1% (Genkin et al., 2007) . BEE EUE AR )RR
KEEFSERENRA, ERAENRREZRHEI . B2015FH, MERE Y >SBORIRE
K&, MREZDEMETMHEMSEHEEE, DBRESRRNGT S T8 XETTERER
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BN ORITE SRR, ERERIMES T BERTT THEEE . ZERBIUISF . Chen (2015)%%
ANBH T —METERHEWEREE, HTOBESIRES KA, HEERAIEME T H
AR - BEJE, Lai (2015)5 A& H — ML A TR ITFRE A 96 P16 FH A 22 ) 4% (Recurrent
Convolutional Neural Network, RCNN), ANX{E/D> T3 A TAHE TEEAKE, LA EES
ZREIEST IS - 4, BERT (Khan and Meenai, 2021)i# i3 il %k 5 RUOANLH7E E EIRBIMESS
I AR, H N RSEE ERR SRR & ERRE TE SRS R X

2.2 FMEAEFTLES

FEATEIEAESS 1A% 0 B VR AE TR R A F FR AR A] ~ b S S B 208 A, FE R E D EO N
IR AIPRSE o RSB BB — AR E R - (E SR A 58 7 VA E B E T
RTESE TSI T - EFR, IREX S BREZFRA TEMEERRE - 5
FAZAREEAH2E M 4% (Recurrent Neural Network, RNN) (Zaremba et al., 2014) Jt HAF AN H
THEAIEFAESS - FIA0, Mesnil (2013)%F NHRNNG | AFEAIET, B BEA AR R, B
BT T RGCRIERIFIRCR - Vu (2016)5F AR A F TEEA 22 [ 4% (Bi-directional Recurrent
Neural Network, BIRNN) 45 & HEF K KA, #—PHRA THRAERE . Kurata (2016)% AN
F K FE L1 M 4% (Long Short-Term Memory, LSTM) R IEFRZE KIER LT XELRE, B
FHRE T EAET AR . I, BRI (2017)% AR HABILSTM-CRF/EAY , 454 T X
MLSTMACRFMIMLH:, TEAFEIRE UG T EERT -

2.3 EERHSHEMETEK S ER

FHIR) B IRE S B AT E R FHE B SR TR, R R R S 1 A 45 58 A A A A
G EHE . R, XMTESFEGREERE . A, Ba@ERITIEZRH AT 5 A
Moo Qin (2019)% A$EH T —MET ZIH BTN AMHEZE, M HMRSHZE TR B EIEBE
SHEQIEF - Gangadharaiah (2019)% \GE R £ BENRRIEE N ZIRE 5 RES, SHMERE
HASEMEFTERE LR, HREEEBAES - Qin (2020)F NFBH T —FETEEETN
W48 ) Eh ST AR, AR E 2 B RS ESSE, 955 B S ALE FE SCRE,
SISFHEAEFEAES - Qin (2021)5F A3t — PRI T —FE & R/E S 2/ B B O HE AR
AL, JE AL R S R R AL B, R ATE B BIALEIE S R R S (E B
5o Chen (2022)% NG| AR EERRG 5 BZEILE], 8 25002 >0 % 2 B R B RN
9 EMESS, MAIAEEEIE B RESEMER, RMBBORMTEF T - Cai (2022)55 AILE
AGBERTS B - EBLSLE], st R SBARNZE, BERAZERGR NG
SCEMERUR - Nguyen 5 A (2023)88 H T — MO ERGHEY, &R 5| N T — Mt il 2575
%, BT BN S 5 B REYLER LA IR B AV ER S A . ZhuSE A (2024)F2H T —F
FRRFIRIPRE BRI RS, GE N P IE A1 R B 805 R 4R R B ROPR S IR ERE
BB E RIS AR -

WAV R Z NG 5ES RN T A SR SEAZ RRE XL LR, RBGE
ZitE, BE2RE X ERERTTENFEAR - AXGIAFHE R IR 2 FE B &
R .

3 [AJREE X

B P Y BIRANBRIRNU = {wi, we, ..., wy,}, HHn FRZEAFEES AR -

BRRAMES: EPXBEEREE STy = {i1,d2, ... im )t T, IRBHEH P EAE R
BIFTET € Ty, Hom WEEWRELZEEZ -

EAETES: MNHPEARFERFIUF RS F /5B E LIRS TS =
{81,982, -,Sn} °

B, AERPWABAU, BEERRASMEAERR A B BRa € Chilg— 5
TP, ZEIEERS [EIRHR BN P A SR PR R R BT L RS AR P A]S - AT Fiok:

1,8 =P(UIf) (1)
Her, 0 R PRI SE.
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Figure 1: TN E BRI S AR & @R T 128 ]

4.1 ARYRIESESR

EE—MRAFINU = {wi,wa, ..., wy }, Hin BATHKE, EIBERTHES| THEANA)T
WM BRI R H o) AR E R ICRIRH , AnAT2 Bios -

H ={h1,hay...;h,} (2)

Hrf by RIS MENCALE T SUHRAE R -

A BERT i 1) B F CH R R E AN — 1B B A HIBILSTM M 4415 8l Hipteny, 95—
WA T FRFIRIAERE ST, % EEIEEMEEE U E BT T ML E B ERR 8, A
FEBILSTME /5 In AR ZEH:, FBERTIRIGH &N F/RH S5BILSTMA HFFIE Hingen 7
TRt A, DIYESRAE A B A) 78 LRI R B EE T o« B EIRBE S ISR A R E Hinens BT H I0A 3
4 FroR:

Hintent - BiLSTMintent (H) (3)

Hintent =H+ Hintent (4)

FIREH, REBERTH) H A1E RIS HE AN 2 — MELLEFARIBILSTMM 4%, LIfh e H /ER K
RUEARAE /) - MBI TS5 RS Hooy R R INA TS TR

Hgot = BILSTMjot (H) (5)
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4.2 FERPUSHR

GRS |\ T #42 F IR 7 FAFAS Topic (Wu et al., 2024), %7 EE R T 5 £ M
AT ¥E AR LA R R AR ZE [ - FASTopicPl 2% >) 2 1Y 3 @ 28 1a] & DARN R B 28 53 A JF
NER, G TRAGHRBENELERER - BINZIE, BEHREEE M A SR o A4 5ol
B-F R FRE, ZHEFEZIE T AN G) TR £ EAE R, AR SCR LIRS 0 A) T2
FRASHERRE LN EREXEE, SRELTCEEML, ZEBRE TN BEIERNE
SR SN . BRI, STFTEAFIU = {w, wo, ..., w,} (Edn RATFHKE) | AICf#
FAFASTopic 3 /AR T AR BB A 00 B K SIA 88 & DL I B S A\ A F R =@ A6« AR3C
B R THEBSMERAMEL € RY, Hok WXEHEIE, RRZaFEE M
R UEE ST, RSty = 1. t; TR MOFES; PEE ORGSR
KPR AT RS M R EHATHE, BESUS-EESMAERET € R>*F ) Hp RoRBLXK
AN, T B ATRI R MR - RFEREEA SR T S TR BT ) RS ERLE R B O -

NIERLEERFER & HE, ASUE SER U - E 8 M AERET 7258 4 AP oK B
FATYRE, DAICEL RS B B R SCRFIESE S o [ 5 28 e e 28 s SOY- 32 R 90 A SR R T %
= E, Wae ik

T = Projection Layer(T) = TW; + b (6)
Her, W, e RFxI . b, e R AATISEL

4.3 ETFEEH5|SHMEEFRREERML

R — SRR A A B ER AR S EEEE T, W&t T E T EEE SR E R R R
P2 o ZMZEN R X ER 2 REEESIABRRIRAMESF, PARICBEANHE BB E
NIRRT, R AT Transformer N % JZ RS gs it — 9w 1 -

B@gEMmME, AXUEEREHnen ERNER (Query) , EHFFHET /ERHE (Key)
H (Value) , iWWEZXFEE T 5E, DULILEBHES B RS EMBE - 554, SEER
TE H it end A ERBFFAET 53 501 N FH 22 1 28 B 15 B B FEFE Qintent ~ BEFEFE Kiopic FHEFEFE Viopic -
BB

Q intent = H intentI/V(SItent (7)
Ktopic = TW;(OpiC (8)
%opic = TW\t/OPiC (9)

E¢,ngUW?RWV“%ﬂW%%%ﬁQﬁﬂEﬁEO
bafs, 15 A ERFEREQintent 5 BEFEFE Kiopic 1T RIE R NIANEHFEA;,, F8 1T softmashf AL E
HATIH—L, az10 fiR:

(10)

inten KoicT
A;; = softmax (Q tent (Kiopic) >

Vi

H | THRREMERRE (A NS MRS ETEE) | d & FRERGEITE
Fo

B, RSO P R A TR I Ay 5 (B R Vi 0 T IR T, 4 R R A
fIF FI°PIe 38 {1 S R RS E, WA 11 e

intent

H'topic Ait‘/topic (11)

intent —

N7 RFFEIE R ERREN, ANGIANEREEESEA LR, KRG R ER
ME Hinene 5 B R SRAFAE H ob e FEATRA G, BEIWIEREG ERRMER R, A=12 Fis.

intent

H_fusion = LayerNorm(Hintent + Htopic ) (12)

intent intent
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Bm, Rt — SRR AR A M Sk B T, AR ST FH AT U 4 I S A E e R T R
ERSRA—LERE, RERGREEREEAL S 1na13 M4 Frr.

intent °
FFN(.CL') = ReLU(le + bl)WQ + by (13)
Hizsiow = LayerNorm ([Hiisr + FFN (i) ) (14)

Hep, Wy, Wy 2RISR L RIS RERE, by, by N N A B -
Wi AR IR, BARREMCESIATZEER, WEEERERRIARES, NmiErt
JE SR 5 SRR -

4.4 ETEBG| S HELLFIRE R ML

it — IR AR T AR S (IR EE /), A GO 12T 25 5 R AL R R 55
ML o AR TR R AAESS XA R SCRaa aomt, AR M E TR LT CEE, 32
JRiE SUR ISR BE AR G - (Rl , Rl b X tokenZR s = AR B VESR By, 3 17T HI S5 AL )5
R S HRIERE T1, A SCLAHFH R AL RS 17 SOR E RS B ABIRE LR IE P, R %
FTransformer 12 RS 2 TRID - ZTIRREW N B MATLIR M2 /IE 51T, ERTHELL
FERE R FEIRS, SRR RFF R i token ZIA W 2 EEME -

BATE, ASCRHEMRAE Hao 5L T fERRBAEE LT, DESREASE
AUER., PHERET MR RIS Bl iR om = /], A5 A 16 Fir:

Hstl‘zf:ic = Concat(Hgot, T) (15)
Hgo® = Hgt“ W+ b (16)

N TEFIAFEEREE, BEERIEEWE, AXGINEREEESREH—LBRIE, F
%%%ﬁ%ﬁmm5%ﬁ%ﬁﬁﬁﬁﬂ%ﬁﬁ@;@ﬂ@y%éﬁ%%ﬁ%ﬁ,W®ﬁN%
7IN:

slot slot

BE ., NRTHETI RS E BRI @ IEEE . AU T RIS LS, EHE S

TR EERES RII—UBIE, BEORERE MG RAE, Waz18 Fivs:

Hfusion — LayeI‘NOI"m (Hfusion + FFN (Hfusion)) (18)

slot slot slot

Ffusion — LayerNorm (H slot + H. mpic) (17)

i bR RE, AR ERCES EEE R, IR AHERRIARE S, INIMRA G S
FEAIIE TR AIERE -
4.5 [EIS%

TESER A SR AR IE 7 5 5 B IR E AR AL R E AR S S, A ST B IR A S AR T

FRIESS A R T AN R SR 2 B R AL 25 4 -
ST R ERRANMES, AT % B R B SRR HSon gt 7 P B (L B, BRI A) F R R

. intent
fiE:
hintent = AVgPOOhng(Hifr?tseer(lit) (19)
FEIE, BAZFFIE hintent EA— T 2IEFE 2 KES, 4 Esoftmax5argmax i {El H AR KR
=
ilE

Jintent = argmax (SOftmaX(vVintenthintent + bintent)) (20)
HAF, Wintens NIEFEFE, bintent NIME, Yintent 79 TR EIFRES -
WA E R BIMESS 5 RYERE, A SCR AR YRR EEL (Cross Entropy Loss) 1ENH
PREEEL, ST Gintent 5 B WM R yintent 2 18] AV ICECARE H T E & - BAMEREI A =21
Fi7R:

C
ﬁintent = - Z yj(rft)ent IOg (z:/\i(rfzent> (21)
c=1

TR EEIE SRS, 25553601, W, TE, 202548 H11HZE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 530



FEITRIESYRZ

Hep O HESEERREESC £ Mone-hotFR, 3, ST R ERRIZES £ LM
R, C NI EI
TR AR TEAL S, A e RS ST RO R LR H ot \ T R 1354

slot
token e AR 23 (8] 1G53 W & s -
S5 = Wslot hgllls;zn + bslot (22)
H Waor NBESIAEFERE, hAlision RIREE] token B A RN, bsior IR BT -

slot,j

WEJE, AR RS R T LB AG  ME {s1, s2, ..., sn} BWIASMERENY (CRF) 1Y
frr, EERIREZ R R R, KU B MERIRES 751 84 R R T -

Usiot = CRF(s1, 82, ..., Sn) (23)

HA, Waor Flbgior 73317 7R S M RN FROAS EE RE R A i B 771
FRAKERLIETEAE S ITERE . 2R 30R FHCRF I 5 5 BULLIR 161 2K R B, 65 2 TIO 7 2% 17
I Gsior 5 EFIREFINys100 Z [AIHIICACRERE :

Eslot = - logp(yslot’317 82y -uny Sn) (24)

HAF ygo WEEREMIREFI, p(ysot|) WA ERBETAMA G mES, HEEBEUIREFS
&%, HCRFMEEITHEGE .
Ba, ASCE LE ERA S EAE RS Ik B iRk g, wnAaz2s Frs:

Liotal = Lintent + Lglot (25)
Hrr, X BHESE, FORPESEIURAREE L -
5 I
5.1 FESE

FATER AT L B B A TR EMIxATISHIMIixSNIPS (Qin et al., 2020) L JF 2525 .
XA EE EEATISSSNIPSEUIR £ &£ FiysE, BEEBUMEZERD R . Ef, ATISEIE
£ (Hemphill et al., 1990)RJE TIR& FIM S HIT REZBIFEEL E, WEJAFE R KR
FN120 KM E AR . SNIPSEIESE (Coucke et al., 2018)KJATSNIPS M NIEHFBF, WETHE
B RIFNT2RFEMIRLS « AL AR ORI S A+« HERIEAFILE, AR T58%E
BT E—BIIEORE R . MixATISEIE £ 651800055 1454, 100055 & HEF1100045 M3
£ . MixSNIPSEIEE 154500055 M5, 250055 & £ FN250055 M5 « XM EUREEH,
HE1-3 M EERERIER L FIN3:5:2.

5.2 KERE

BAVFEHAMESEAELE W T BERTHER F fTransformer ZEUN12/Z . BB 40 1%L
F768 - YNERR R B ER R N R16, YIZREENZ 720, %> Z8750.0001, DropoutZ 0.5,
et 2815 FEAdamW .

5.3 FLTIE

N T BIEA SR I TA-IDSFRE B A R0, AR RAZRELS U N BT VAT T HE -

e Slot-Gated (Goo et al., 2018): % Jj ¥&$E th— M T 2FE AVLHINEL & @R, Eid &
;

K SREAER T BERIRES R, FIRE TEE LB RIE R 5 S AETEES, S
BEAZE, SR PERE -

e Stack-Propagation (Qin et al., 2019): %7 VA2 ET ZH BN R CEEMEHEE, FHHERRL
EEEGERIESEMER, SHBEHTIAREETNS R ER, RIKERRAR, =ZAE
S5 LEETT -

TR EEIE SRS, 25553601, W, TE, 202548 H11HZE14H.
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e JointMultiple ID-SF (Gangadharaiah, 2019): % 7 iEBC AR L B ERBI SREAET, ¥
ZEERAEE RN ZIRES R, SIMEREZ, BAREGEEES -

e AGIF (Qin et al., 2020): ZFIEET EIERE MRS TEER, HEERRERERM
EESE, SISEMET, WIREESEARER, RIHE IR -

o GL-GIN (Qin et al., 2021): 7T R3S 4 5 20 T AEBR R o o5t 5 2 F-H i 2
B, RAHEEEVIEE IR MR, SIS R -

e SDJIN (Chen et al., 2022): ZJTIEGI AT EZFIEIRS BABILG, HREE- B
H, FHZSF%)@EE BB REES, MABEFERRESEMER, RINK
$77-

e SLIM (Cai et al., 2022): 1% /714814 5| ABERT45 & B UM (- FEIBRTILE], 7850 A 1Y
fifE Ba SR ERA, FAERGBEES T RERSEANNARLE, RERTTEZE
KN A8 SRR «

e MIFF (Yin et al., 2023): ZiEESIRE T — M2 ERBIGER, HROEZEERE
B, 88 T=MEENmMEIRE, FNEHTEERLE, KETEEENZEERBREE
N, R T BERR SN

Model MixATIS MixSNIPS
Slot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)

Slot-Gated 88.1 65.7 38.9 87.8 96.0 56.5
Stack-Propagation 86.6 76.0 42.8 93.9 96.4 75.5
JointMultiple ID-SF 87.5 73.1 38.1 91.0 95.7 66.6
AGIF 88.1 75.8 44.5 94.5 96.5 76.4
GL-GIN 88.3 76.3 43.5 94.9 95.6 75.4
SDJN 88.2 77.1 44.6 94.4 96.5 75.7
SLIM 88.5 78.3 47.6 96.5 97.2 84.0
MIFF 87.7 77.2 45.0 94.2 95.8 74.3
TA-IDSF 88.9 81.9 50.9 96.9 97.5 84.8

Table 1: ! (TA-IDSF) S5IUERERIZEMixATIS FIMixSNIPS $(IEEE b ihnt b s2gs 45 5

5.4 FELEGLEER

Table 1BR T FA TR T FEMix ATISFIMixSINPSEUE £ FAYSLIS 45 5 . TA-IDSFE T
FEMixATISEIE £ FIMixSNIPSEUIE & P A 1R fe b L3 BUE T & uiEge, RIMHAER
Hs . INSEIRLE R AT LIE H:

FERERRA A E, ASCERIZEN A EAEE AR FIAE181.9%F97.5%, HIB# R
BIFINEELZSLIM (Cai et al., 2022), RAMEEEEIE3.6 BT A EREMERESS, R
TERILE R BRSBTS T 88.9% 196 9% I F1{E, REFSSEHIN; FEREMMERIR AT, &
HRAYAEMix ATTSE PR S FIMixSNIPSEUE 5 _F 73 AiE 2]50.9%F184.8%, m=THZSLIM (435
NAT.6%FI84.0%) -

FIARTERELAMIEUE, VTR T A SURBI RS & T 5 B ELE 7 A 2 s - H9%E, &K
R T FERRBESRE 2 /RIEER, oA R EERRFEIERR A TSR
RS [A], BN TR GTR AR TH A £ BRI 2 B8 BN BB S . Hik, BALENER
1L B8] S 43 B R B - RN RE - R B R A 7 20, AR BE S SRS [X 4
BE BB Z A LU 2 B G R - e, BRBEREEZESHKA L EmEE, MY
BA TR TFAESHIMSL R, it —PRHA T BEESHEA 2 HE UEENELZESRST, iR
TR EZ LRE I TN B
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5.5 HE—PLE
5.5.1 FHEFMLELR

TA-IDSFF) 3 B BUBEH AR T 7035 1 32 RS KR AR BCA] 70 B BRI R 0, Rt &
PR E EREOS TR A R E LB ER A SR ERAESEESREEEER L 3]
S HIEEL5,6,. .., 15]F1[20,21, ..., 30| A X (B N R A E LA, HET SRR, £
B9 B W E R E MR R RAA R E - SEIOERAE 2 FioR -

uuuuuuuuuuuuuuuuuuuuuu

(a) MixSNIPS %iffE 4 (b) MixATIS #¥E4E
Figure 2: /N[FIEHE 7L FRAECR N R AR I

FHE 2aF1E 2bA[ &0, M FEFES 51812 (MixSNIPS) 526 (MixATIS) B, FH—
M bri i E, X R A Al ) 3 R 1 GE BT 5 R B /T o T A B &, E A
FEMixSNIPSEIEEE Lk fe12/Eh /AL, EMixATISEIRE S E i EE261E N 8% -

5.5.2 {HEIEE

0T RE AR RAS A SCRTL WM, A TAEMIxATIS A T8RS LT 7 THE e . 5E
WEERANF 277K -

(1) w/o BiLSTM: #FxE KRS AIBILS TMANE AL B AN HIBILSTM, (X f# FIBERT# 1T
Gahth . KImAERERM], BERAERRAEETEFIESE T N, 5k T BILSTMAERERR
#B LR SR AT AR -

(2) w/o Topic-Guided Intent Enhancement: % FRzET E/5| 5 00E B F R 58K
%, EEMHIURGRE S g R AT ARG . SERER BN, BENRANER R CIE N, 10
LT R R A SR T IR BE 7T B B R

(3) w/o Topic-Guided Slot Enhancement: F%FRE T 3 #5] 5 ARG R8G5 M 4%
B SUR GRS as IR FAE AT ARG « SCREERRH], AT FUE TR, TR TR
R S THE AL TR E A SE PR TRk -

(4) Slot Fusion (Cross-Attention instead of Concat): 3T /5| 5L FIRHE
SRS A D FHERRE (Concat) BN UGER S, LIRER AR L& DL B R AL RE R R -
LA, ZERSEREMETEFUE N, R X ER ER A IETEAES 4 token 7R ™
RIS, HISS TIREN RERA F AL S, NIMSIE T AR 2T E/5] F A0
(LR IR 5 M LB S B

(5) Intent Fusion (Concat instead of Cross-Attention): Rt EIGsRER A H5E XiE
BAVLHEPEE PRI - KRR E R, EMSEEERIMRE TR, RUTXERNE
Z1 ) = RS SRR S T R AR R R 20 SRR B S EA  BESSENTE SUIR B RIS XS 57
SiEFEERLE, MR TR SIHEEEREETE BB R -

5.5.3 REISHT

Syt — SR A B R 5 P (45 R T, . Tl R BT T R 4R
R SRR R E B (. SRR . T 5] A0 R R I
METEM5] SO RN LE) TSR, @i BRG]0 ERUE B R ELRSIM
FEAHRFEAESS R R AT - 45 RANE 3P -
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Model MixATIS MixSNIPS
Slot (F1) Intent (Acc) Overall (Acc) Slot (F1) Intent (Acc) Overall (Acc)

TA-IDSF 88.9 81.9 50.9 96.9 97.5 84.8
w/o BILSTM 88.4 81.2 50.2 96.4 96.9 84.2
w/o Topic-Guided Intent Enhancement 88.7 78.6 49.1 96.6 94.3 83.1
w/o0 Topic-Guided Slot Enhancement 88.6 81.6 49.7 96.5 97.1 83.5
Slot Fusion(Cross-Attention instead of Concat) 88.1 81.5 50.3 95.8 97.3 84.0
Intent Fusion(Concat instead of Cross-Attention) 88.8 79.8 49.5 96.7 95.8 83.7

Table 2: TA-IDSF5S G EAIAEMixATIS FIMixSNIPS R _F A7H B sLs 4k 5

‘Utterance i want to book a restaurant neighboring ivonia av.  and play some grunge
(w/oTopic)Slot o O o} o} O B-restaurant type B-spatial relation B-poi l-poi O (o} O  B-restaurant service X
(w/oTopic)Intent BookRestaurant (it jf§ PlayMusic) X

Slot o O o o} O B-restaurant type B-spatial relation B-po1  l-po1 O (o} O B-genre V'

 Intent BookRestaurant, PlayMusie v

Figure 3: TA-IDSF#)Z45 547

ME 3R] I, ERRFEEERE, BACGR) HETE A “BookRestaurant” (TREET) &
B, REERMIEN S 6] B “PlayMusic” (FEUE/R) BB - X2 E T 5k = % 7 6 F @
EE, TEHEBREAFRES, MmTRE—EE . 2T, SEEREHRI 7255
B, FESESGES OS- @S MEMRE2/IEER, BB =R EE 84 (BT
THIT: restaurant, book, cuisine) ~ TR0 (FRIEH: play, genre, artist) FEHM7 (LEFH
EH: and, some) o FFAF100T R M5 ST 2] H “BookRestaurant”  (FiE&JT)
F“PlayMusic” (#EER) WANEE, FH7HandBIC T ZHEZER S EIER -

FERTREAE RS R, J5 A B “grunge” (B IR B EE IR PRIE 1 “B-restaurant_service” (&
JTHRSS), TMEEFRZERN H “B-genre” (ZARER) o X RERENEERFEFHERERG, BELUKE
SR GRAD AR AT VG A, SR 2R AR RN, S EUR T 2 Fi AR T AU A TR
W, 1R “grunge” (B RFRIR) RERBE T kS, MWEFAIFERS, 5ILAEMETFIRER
R o AR SO ALE I 5 K FEUE B AT RG] F 8 LRTE R A, R EA0T B & HIR
I “genre” (2R EA)IRAL T X “grunge” (BLIRFEIR) B H5 A MUK AI B, NG| AR
HIEWIRA A B-genre(ZA KA, EELM T HE LTINS BRI IR -

6 B4

AT T — b F RN B0 R 5 5 FE AL IR FEER & 2 T VA (TA-IDSF), TA-IDSFillid
TSR U SRR ) 7 B AR L5 5 E R AR ], N miE SOZ AR 55 B
RtT51S, &R T ZBEGF TR ERE GEEA L5 ZFNRER R - Ed AR E
SCIRRE, AT AREILLREER: (1)5IA2RE UGB LIS RER TR R A 5 M8 AL E 7w
SSHITE SCERIREETT - (2)E R ERS SHLHIE B TRBES FTRFE2FHE LS FEFFLE,
RIS A FIME S5 B IERE ) SiE N1 -
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