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摘摘摘要要要

法律事件检测任务旨在识别并分类法律文本中的事件。然而，复杂的法律案件使得收
集高质量标注数据面临巨大挑战。目前领域数据标注主要依赖人工，成本高昂且耗
时。尽管传统的主动学习能够减少部分标注需求，但仍依赖于人工干预。大模型的发
展为自动化数据标注带来了可能性，但如何确保标注的可靠性仍是亟待解决的问题。
为此，本文提出了创新的协作训练范式，使用主动学习迭代选择训练数据，并利用大
模型生成高质量标注，使用评估筛选机制保留高质量标注，大幅减少了人工标注的工
作量。在两个事件检测基准数据集上的实验表明，该方法在低资源场景下显著降低了
人工标注需求，在部分情况下可以接近监督学习的性能。
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Abstract

Legal Event Detection aims to identify and categorize events in legal texts. How-
ever, the complexity of legal cases poses significant challenges in collecting high-quality
annotated data. Most data annotation in some domains is currently done by hand,
which is expensive and time-consuming. While traditional active learning can partially
reduce the need for manual annotation, their performance remains constrained by a
heavy dependence on human intervention. Recent advances in Large language models
have opened up new possibilities for automated data annotation, but how to ensure
the reliability of the annotations they generate remains an urgent problem. To address
these challenges, we propose an innovative, collaborative training paradigm, which
iteratively selects informative data using active learning and employs the generative
capabilities of large language models to produce and refine high-quality annotations.
An evaluation and filtering mechanism is further introduced to retain only reliable an-
notations, significantly reducing the need for manual labeling. Extensive experiments
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on two event detection benchmark datasets demonstrate that our method substan-
tially reduces the demand for manual annotations in low-resource scenarios and, in
some instances, achieves performance comparable to supervised learning.

Keywords: Active learning , Legal event detection , Large language models

1 引引引言言言

在法律领域，事实认定是做出法律判断的最基本步骤，因此检测和识别法律文件中的事件
对于法律案件的分析和决策至关重要。查找和识别法律文件中的事件对于许多法律人工智能应
用来说至关重要。法律事件检测（Legal Event Detection, LED）涉及识别和标注文本中的触
发词（最能代表事件发生的词）。在先前的研究中，法律事实提取通常用于辅助分析下游任
务 (Zhang et al., 2024; Feng et al., 2022)。随着自然语言处理技术的发展，从法律文本中自动
提取关键信息已成为支持法律决策和风险评估的重要任务。然而，尽管事实提取任务得到了
大量研究，但现有的标准事件提取数据集通常规模较小，例如被研究者广泛使用的ACE2005数
据集 (Doddington et al., 2004)只有8个类型和33个子类型，涵盖的事件类型和标注数据有限，
并且由于法律案件的独特性和多样性，专门面向法律事件的提取方法仍然相对匮乏。在实际
场景下面临着大规模的事件类型却只有少量标注数据，甚至是无标注数据的问题 (Yao et al.,
2022)。

目前主流的领域事件数据集构建方法大多基于人工标注，这一过程繁琐且成本高昂，使
得高质量的标注数据仍然十分稀缺、昂贵。因此，如何高效的利用有限的标注数据并降低人
工标注的成本是一个重要且有意义的研究方向。主动学习（Active Learning，AL） (Settles,
2009)通过迭代选择信息量最大的样本以减少标注数据的需求，已被成功应用于文本分类 (Mar-
gatina et al., 2022)、情绪分类 (Margatina et al., 2021a)等任务，与这些序列分类任务不同，将
主动学习应用于事件检测任务是一个尚未充分研究的主题，带来了独特的挑战。另一方面，主
动学习方法依赖人类专家作为昂贵的监督来源 (Li et al., 2024)，限制了它的广泛应用。近来大
模型（Large Language Model, LLM）在多个自然语言处理任务中展现出了卓越能力为传统数
据标注方法提供了一种全新的视角 (Tan et al., 2024)。通过自动化标注任务和微调以适应特定
领域，大模型在一些任务上甚至可以超过人类标注者的表现 (He et al., 2024)。但是，大模型在
一致性和准确性方面能否提供正确且有用的标注数据，充当主动学习中数据标注者的角色，也
是一个值得深入研究的问题。
在这项工作中，我们提出了一种新颖的协作训练范式ALLED（Active Learning with Large

Language Model for Legal Event Detection），它通过利用主动学习的思想，迭代地查询出下
一轮模型所需要的训练数据，训练LLM在特定领域上数据标注任务的能力，利用其作为传统的
主动学习中的数据标注者，对新的训练数据标注完成后进入下一轮的迭代中，新标注数据的质
量会在很大程度上影响模型的质量，为了更好的利用LLM标注器的标注数据，我们采用了波束
搜索增强技术，引导LLM生成多个标注结果，并设计了一种伪数据筛选规则对多个标注数据进
行筛选，只有符合标准的标注数据才可以进入下一轮迭代中使用。
总的来说，本文的主要贡献可以概括如下：提出了基于主动学习方法的框架ALLED，提高

了低资源法律事件检测场景下的学习性能，甚至在某些情况下接近有监督学习性能；探索了使
用LLM作为主动学习中的数据标注者的性能，并设计不同的人工标注数据占比来分析LLM的表
现对事件检测任务的影响；在两个广泛使用的事件检测基准上进行了实验，评估了三类基线方
法以及ALLED框架下的多种查询策略。

2 相相相关关关工工工作作作

由于标注数据的匮乏，模型的训练和优化往往面临瓶颈。为应对这一挑战，主动学习方法
应运而生，其旨在从数据池中选择信息丰富的示例，以在所需的数据预算下最大化性能，或最
小化数据预算以实现所需的性能。在自然语言处理领域，主动学习已成功应用于资源匮乏环境
下的语言模型的优化 (Dor et al., 2020)，多数研究集中于情感分类 (Margatina et al., 2021a)、
文本分类 (Schröder et al., 2023)和命名实体识别任务 (Vacareanu et al., 2024; Radmard et al.,
2021)。在主动学习的每次迭代中，模型会使用查询策略在数据中选择最具信息量的数据来进行
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Figure 1: ALLED整体架构：利用LLM进行法律事件检测的主动学习

标注。主动学习的传统查询策略通常分为基于不确定性的方法 (Prabhu et al., 2019; Margatina
et al., 2021b)和基于多样性的方法 (Ash et al., 2020)。本文参考Vacareanu (2024)的研究，将主
动学习应用于低资源的法律事件检测任务，并探索各种查询策略对模型性能的影响，以增强法
律事件检测模型的有效性。

最近，大模型在多项自然语言处理任务中展现出卓越的零样本和少样本能力 (Zhao et
al., 2023)。一些工作研究了在缺乏特定于任务的数据时LLM的零样本学习能力 (Savelka and
Ashley, 2023)。另一些研究关注上下文学习（in-context learning）的应用 (Dong et al., 2024)，
通过少量输入实例作为演示，已经显示出有希望的少样本性能 (Zhang et al., 2022)。此外，
针对特定域的微调 (Devlin et al., 2019)也可以显著减少传统标注方法面临的挑战。目前的事
件检测数据集大多基于广泛使用的ACE（Automatic Content Extraction）事件模式进行人工
标注。一些工作通过自建数据集 (Gao et al., 2024)进行实验，或者对原本的公开数据集进行
扩充 (Parekh et al., 2023)，以及在低资源语言 (Touileb et al., 2024)、低资源领域 (Ma et al.,
2023)上构建数据集。但是这些数据集的构建严重依赖于人类专家作为昂贵的标注来源。因此高
质量的公开标注数据仍然十分稀缺、昂贵。为了降低费用，一些工作以牺牲数据质量为代价，
使用成本较低的ChatGPT作为数据标注源 (Gilardi et al., 2023)。通过引入数据质量筛选机制，
可以进一步提升标注数据的可靠性，目前主流的质量筛选机制可分为基于规则的方法 (Zheng et
al., 2023; Kim et al., 2023)、基于外部源的方法 (Dou et al., 2024)和LLM驱动的方法 (Wang et
al., 2023; Lu et al., 2023)。本研究尝试利用LLM的丰富知识作为低成本监督的来源，在无需人
力的情况下保证标注数据的准确性和一致性，提高模型的泛化性能。

3 主主主要要要方方方法法法

本节详细介绍了ALLED框架，该方法探索了大模型与主动学习策略相结合在法律事件检测
任务中的应用。整体流程如图1 所示。与传统主动学习方法需要在每轮训练迭代中依赖人工标
注不同，ALLED 充分利用了LLM 作为自动标注器的强大能力，从而显著降低了人工成本。在
该框架中按照以下步骤依次执行：

1. 首先，人工标注一小部分高质量事件数据，作为初始训练集，并基于该数据训练一个事件
检测任务的大模型标注器，模拟人工标注行为。

2. 在主动学习框架下，采用多种查询策略从未标注数据中选取当前迭代的候选样本。
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3. 使用已构建的大模型标注器对所选候选样本进行自动标注，获取对应的事件触发词与类
型。

4. 引入质量控制机制，对大模型自动生成的标注结果进行质量筛选，过滤掉预测不确定或与
标注规范偏离过大的样本。

5. 将筛选后的新标注样本加入已有训练集中，更新用于训练事件检测模型的数据集。

6. 重复执行第2至第5步，通过多轮主动学习迭代不断优化训练数据与模型性能，直至无更多
高质量样本可用或达到预设的迭代次数上限。

3.1 查查查询询询策策策略略略

本研究采用了三种广泛使用的基于不确定性的查询策略，以及一个随机查询的基线方法。
在样本选择过程中，针对每种查询策略，将结果列表按得分升序排序，并选取预设数量的数据
用于标注。各查询策略的具体说明如下。

Random (RD)：无论模型的预测如何，它都会以随机方式获取要标注的数据标注。随机
查询策略不需要复杂的计算。

Breaking Ties (RT)：根据模型预测结果，选择前两个预测概率差距最小的实例进行标
注。具体来说，通过以下公式来选择数据xi：

argmin
xi

[P (yi = l1 | xi)− P (yi = l2 | xi)] (1)

其中，l1和l2分别是最可能的标签和第二可能的标签。
Least Confidence (LC)：根据模型预测结果，挑选对预测标签置信度最低的实例进行标

注。具体通过以下公式来选择数据xi：

argmax
xi

[1− P (yi = l1 | xi)] (2)

其中l1是最可能的标签。
Prediction Entropy (PE)：根据模型的预测，选择标签分布熵值最高的样本进行标注，

以降低整体预测熵。具体通过以下公式来选择数据xi：

argmax
xi

− c∑
j=1

P (yi = j | xi) logP (yi = j | xi)

 (3)

其中c是xi所有可能的预测标签的数量。

3.2 大大大模模模型型型标标标注注注器器器

大模型的兴起激发了人们对其在生成高质量、具备上下文感知能力的标注数据方面的广泛
关注。微调是将LLM应用于特定下游任务的常见做法，但由于模型参数规模庞大，全面微调
的代价十分高昂。研究人员提出了参数高效微调（Parameter-Efficient Fine-Tuning, PEFT）方
法，其核心思想是在保持主干模型参数冻结的前提下，仅调整一小部分外部参数，从而获得相
当或更优的性能。当前主流的PEFT技术包括基于适配器的方法、前缀调优和低秩自适应微调
（Low-Rank Adaptation，LoRA） (Hu et al., 2022)等。其中，LoRA由于其优越的性能和良好
的兼容性，成为应用最广泛的PEFT方法。本文主要采用LoRA作为参数高效微调的实现方式。

LoRA假设模型权重矩阵的更新可以通过低秩分解进行近似，即将权重更新表示为两个低
秩矩阵的乘积，从而有效降低可训练参数的数量。

∆W = αBA (4)

其中，∆W是模型权重矩阵的更新，B ∈ Rd×r和A ∈ Rr×k是秩为r的矩阵，α是常数缩放因
子。在训练过程中，仅对∆W进行优化，而模型权重矩阵W保持不变。应当注意，A是随机初
始化的，而B则初始化为零。在训练开始时，模型状态满足W +∆W = W，与原始模型参数一
致。
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3.3 数数数据据据质质质量量量评评评估估估筛筛筛选选选

在ALLED框架的每次训练迭代中，都将使用由LLM标注器生成的数据，而新标注数据的
质量对LED模型的训练效果有着重要影响。因此，有效评估并筛选LLM生成的标注对于充分
发挥其潜力至关重要。为解决该问题，本文设计了一种基于波束搜索增强技术的伪数据筛
选规则。传统的问题生成方法通常只能生成一个概率最高的问题，而波束搜索增强技术则
能够引导LLM生成多个候选标注结果供进一步使用。具体来说，在波束搜索的每一步，它都
会跟踪当前概率最高的Nbeam序列，Nbeam是波束大小。对于句子si，它可以生成一组候选标
注Ai = {(si, ei1, ri1), (si, ei2, ri2), . . . , (si, ein, rin)}，eij表示为si生成的第j个候选标注，rij是候
选标注eij的得分。根据rij的得分，Ai中的标注结果按降序排序。候选标注的得分rij计算如下：

P (eij | s) =
T∑
t=1

logP (xt | x<t, si) (5)

rij = exp(P (eij | si)) (6)

其中xt是生成的第t个数据。P (xt | x<t, s)是生成模型输出的条件概率。
过滤标准依赖于标注结果的可信度和独特性。具体来说，当一个候选标注的最高置信度得

分ri1超过预定义的阈值τ1，且最高得分ri1与第二高得分ri2之间的差值超过另一个阈值τ2时，该
标注被认为是有效的。具体筛选规则如下：

D = {si ∈ S | ri1 ≥ τ1 and ri1 − ri2 ≥ τ2} (7)

其中，S表示根据查询策略选择的句子集。经过筛选后，D是最终从S中选出的句子集。当
前训练迭代所需的标注句子数量（用k表示）等于D中的句子数量。
筛选标准旨在确保保留下来的标注既具有可靠性，又能与其他候选标注明显区分。若当前

选中的标注数据未达到质量要求，则继续从剩余数据中选择样本进行标注，直到获取满足下一
轮迭代所需的训练数据为止。

4 实实实验验验

4.1 数数数据据据集集集

我们在广泛使用的事件检测数据集ACE05-C (Doddington et al., 2004)和LEVEN (Yao et
al., 2022)上开展实验。ACE05-C包含了33种事件类型和599份从不同来源的文档。尽管该数
据集属于通用领域，但其中包含的13 种法律相关事件类型对法律事件检测任务具有重要意
义。LEVEN是目前中国规模最大的法律事件检测数据集，包含8116个法律文档和108种事件类
型。表1展示了两个数据集的详细统计信息。

数数数据据据集集集 ACE05-C LEVEN

句子数量 7,955 63,616
事件类型 33 108
事件提及 4090 150,977

Table 1: 事件检测数据集的统计信息

4.2 基基基线线线与与与评评评估估估

基线方法划分为以下三组：

• 上下文学习：使用LLMs分别进行少样本的上下文学习，示例从训练集中随机选取。由于示
例中并未涵盖所有可能出现的事件类型，实验中还比较了将LoRA应用于这些LLMs的
结果。在模型选择上，选取了以下几种主流的大模型进行测试：（1）闭源模型：
由OpenAI发布的ChatGPT (Brown et al., 2020)系列模型，具备强大的语言理解与生成
能力，广泛应用于各类自然语言处理任务。（2）开源模型：阿里云推出的大规模开源语言
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模型Qwen2.5-32B和Qwen2.5-7B (Yang et al., 2024)；书生·浦语团队开发的专门针对国内
企业级使用场景设计并优化的第二代开源大语言模型InternLM2-7B (Cai et al., 2024)；百
川智能发布的第二代开源大语言模型Baichuan2-7B (Yang et al., 2023)；DeepSeek团队发
布的基于Qwen架构蒸馏优化的DeepSeek-R1-Distill-Qwen-7B。

• 监督微调：使用LEVEN (Yao et al., 2022)中提供的模型用于微调。所用的训练数据比例
与ALLED中使用的数据比例相对应，即30%的训练数据。另外还提供了使用完整数据进行
监督微调的结果作为参考值。

– 分类：使用深度神经网络对输入句子进行编码，包括了预训练语言模型BERT
和RoBERTa。编码后提取每个候选触发词的隐藏表示，并将其输入至分类层，以
预测其对应的事件类型。该过程本质上是一个Token级别的多类分类任务，旨在识别
文本中所有潜在的事件触发词及其类型。

– 序列标注：引入了序列标注方法来更有效地建模句子中不同事件触发词之间的上下文
依赖与相互关系。通过将条件随机场层叠加于编码器之上，模型能够捕捉标签序列间
的结构信息，从而提升整体标注性能。

• 采用随机策略的ALLED：随机策略是主动学习中最简单的查询策略。

在评估中使用了与Li (2013)的工作中相同的标准：如果触发词的偏移量与参考触发词一
致（Trig-I），则触发词被正确识别。如果触发词的事件类型与参考触发词的事件类型一致
（Trig-C），则触发词被正确分类。我们报告Trig-I和Trig-C的F1分数。所有实验均使用不同的
随机种子进行重复，结果展示为最终的平均值和标准差。

4.3 实实实验验验设设设置置置

本实验参考了Vacareanu (2024)工作中的实验设置，并根据计算资源的限制对模型规模和
训练策略进行了适当调整。具体而言，LED模型采用了参数量为107M的BERT-base-chinese，
并使用AdamW优化器进行训练。在主动学习设置中，每个数据集共进行30轮迭代，每轮从
未标注数据集中选取1%的样本加入到训练集中。迭代结束时，累计约有30%的样本用于训
练LED模型。在LLM标注器部分，选用Qwen2.5-7B-Instruct作为基础模型，并通过LoRA微调
方法在测试集上进行轻量化适配。对于LLM的上下文学习、LoRA以及标注器的训练，均统一
采用表2中的数据格式。LoRA微调时，r设置为64，缩放因子设置为16。每条样本由系统提示
（System）、用户输入（User）以及模型返回（Assistant）三部分组成。其中，系统提示用于
限定模型的角色和任务，用户输入为待标注的原始文本，模型返回则为结构化的事件标注结
果，包含被识别的事件触发词及其对应的事件类型。

System:
你是一个语言学家，你需要标注出一段文本中所有的事件触发词及其事件类型。

User:
2016年5月19日，被告人孙金才主动到检察机关投案，并如实供述了自己的罪行

Assistant:
{
"sentence": "2016年5月19日，被告人孙金才主动到检察机关##投案@@，并
如实##供述@@了自己的罪行",

"type": ["投案", "供述"]

}

Table 2: LLM训练数据示例

在数据质量评估与过滤模块中，设置Nbeam = 3，τ1 = 0.95，τ2 = 0.05，用于筛选高质量
的自动标注样本。为提升结果的可靠性，每组实验均在随机种子为2、4、6、8的设置下重复四
次，最终报告平均结果及标准差。其余训练超参数包括：学习率设置为5× 10−5，epoch = 10，
并启用提前停止机制，若连续3个epoch验证集性能无提升，则提前终止训练。
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5 实实实验验验结结结果果果与与与分分分析析析

5.1 主主主要要要实实实验验验结结结果果果

表3展示了三组不同的基线方法与ALLED在ACE05-C与LEVEN两个数据集上的实验结
果，并提供了使用完整训练集进行监督微调的结果作为参考。除该参考结果外，其余实验均仅
使用了30%的训练数据。表中数值表示多个随机种子实验的均值及其标准差，标准差以下标括
号形式给出，最佳结果以粗体标出。

Models
ACE05-C LEVEN

Trig-I Trig-C Trig-I Trig-C

GPT-3.55 shot 10.83(0.30) 7.75(0.49) 14.83(0.11) 12.84(0.11)
GPT-4o5 shot 35.12(0.24) 25.71(0.33) 32.80(0.13) 28.24(0.17)
Qwen2.5-32B5 shot 21.10(0.34) 16.09(0.55) 28.14(0.06) 22.71(0.07)
Qwen2.5-7B5 shot 3.23(0.64) 2.73(0.56) 12.49(1.04) 8.77(1.02)

Qwen2.5-7BLoRA 31.04(0.24) 27.40(0.11) 85.76(0.03) 81.68(0.03)
InternLM2-7BLoRA 25.11(0.18) 22.18(0.65) 84.66(0.05) 79.68(0.04)
Baichuan2-7BLoRA 40.32(1.16) 35.65(0.67) 83.69(0.04) 79.15(0.08)
DeepSeek-R1-Qwen-7BLoRA 22.72(0.71) 16.37(0.21) 83.05(0.03) 78.38(0.06)

BERT 68.50(1.64) 57.48(1.32) 86.61(0.07) 82.29(0.08)
RoBERTa 69.09(1.69) 58.43(1.64) 86.66(0.16) 82.23(0.14)
BERT+CRF 68.90(0.40) 57.78(1.43) 86.48(0.14) 82.22(0.20)

ALLED(Ours)

RD 64.32(3.95) 60.76(4.04) 87.06(0.21) 81.71(0.37)
LC 67.86(1.85) 63.79(2.46) 87.69(0.14) 82.37(0.21)
PE 68.54(2.79) 65.00(2.68) 87.22(0.33) 82.21(0.12)
BT 69.14(0.91) 66.02(1.08) 87.55(0.05) 82.49(0.20)

BERT(full) 75.03(0.62) 64.32(1.30) 87.55(0.21) 83.80(0.26)

Table 3: 不同基线以及ALLED的实验结果

在这些基线中，大模型在基于上下文学习的方法的表现整体较弱。这表明尽管大模型具有
强大的语言理解能力，用有限的示例定义有效的提示来促使LLM进行LED仍然具有挑战性，尤
其在结构化输出要求较高的任务中略显不足。

在对大模型进行LoRA 微调后，性能显著提升，特别是在LEVEN 数据集上，接近部分预
训练语言模型的表现。这表明，在有限的训练样本下，通过高效的参数微调策略，可以充分
激发大模型在事件识别任务中的潜力。然而，LoRA 调优的大语言模型在ACE05-C 数据集上
的表现低于监督微调的基线。此差异可能与标签语言的不同有关。尽管ACE05-C 的文本为中
文，但标签却采用英文形式，这种语言不一致性可能影响了模型的理解和预测能力。LoRA 微
调通常依赖于语言特定的模式，在处理带有英文标签的中文文本时，模型可能未能有效捕捉
到标签与文本之间的语义映射。而监督微调方法直接将模型输出映射到预定义的标签，从而
避免了语言不一致性所带来的影响。BERT和RoBERTa作为主流预训练语言模型，整体表现稳
定且较强。另外，尽管尝试利用条件随机场捕捉标签序列间的结构信息，但结果并不符合预
期。BERT+CRF在两个数据集上的表现均略低于BERT模型。

本文所提的ALLED方法在多个设置下都取得了优异成绩，尤其是在LEVEN数据集
上，BT策略下的ALLED超越了多数基线模型。在ACE05-C数据集上，BT策略同样在这些
对比结果中取得最高的效果，进一步验证了主动学习策略对模型性能的积极影响。ALLED方法
将大模型引入主动学习循环中作为自动标注器，通过数据质量控制机制，有效降低了低质量标
注样本对模型训练的负面影响，缓解了高质量人工标注数据稀缺的问题并确保了主动学习过程
具有良好的稳定性与鲁棒性。另外，通过引入基于不确定性的查询策略，优先选择信息增益更
高的样本，使模型在有限迭代中获得更强泛化能力。但是，当使用全部训练数据时，ALLED与
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其相较仍有一定的差距，说明主动学习在高质量数据受限的场景下具有明显优势，而在数据充
足的情形下，传统监督学习仍然具备强竞争力。
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Figure 2: ALLED在四种查询策略下的学习曲线

接下来，我们进一步探讨了模型的性能如何随着主动学习的迭代次数的增加而变化。图2展
示了针对不同数据集、查询策略以及评估指标下的学习曲线。整体来看，与其他三种基于不确
定性的查询策略相比，随机查询的基线的性能提升过程明显更为平缓，最终达到的F1分数也相
对较低。这一结果验证了在主动学习框架中，优先选择信息量更高的样本用于训练，确实能够
更高效地提升模型性能。另外，在ACE05-C数据集上，所有策略的学习曲线都表现出较大的波
动性。推测这一现象主要与该数据集本身的特点有关：一方面，其整体规模相对较小，训练样
本有限；另一方面，事件在数据样本中的密度较低，图3展示了两个数据集中触发词在句子中
的分布情况。ACE05-C数据集中超过70%的样本没有触发词，这表明该数据集中的事件密度较
低。这一特点使得模型在每次迭代中获取的信息差异较大，从而导致预测性能的波动性。这一
发现进一步强调了在小规模、高稀疏度的数据场景中，合理设计主动学习策略与样本筛选机制
的重要性。
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Figure 3: 触发词数量分布对比

5.2 LLM标标标注注注器器器性性性能能能

在本节中，比较了ALLED在LEVEN和ACE05-C两个数据集上使用不同占比的人工标注数
据对性能的影响。图4分别显示了四种查询策略下，人工标注数据在不同占比时Trig-C指标的
学习曲线。随着人工标注数据的减少，意味着LLM标注器的工作量也相应增加，LLM标注器
在LEVEN数据集上展示了最显着的改进，减少近50%的人工标注就可以获得与全量标注相当
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甚至更佳的性能，如果模型降低后的性能仍在可接受的范围内，人工标注的工作甚至可以减少
到20%或10%。

另外，对于四个不同的选择策略，虽然策略的具体机制存在差异，但这些不同策略下的模
型性能随着人工标注数据的减少呈现出相似的性能变化，所以说不同的选择策略下并不会显著
影响标注器的整体性能。这表明，标注器的性能主要受标注数据质量和数量的影响，而非具体
的样本选择策略。相较于LEVEN上的表现，LLM标注器在ACE05-C中的表现则相对较差些，
这可能是因为该数据集的原始规模较小，LLM标注器可利用的训练数据也相对较少，影响到了
后续的训练数据的标注质量。受限于初始标注的准确性，模型在前几轮主动学习迭代中难以有
效学习，直到平均第5轮迭代之后，模型性能才开始逐步提升。这一现象表明，在数据资源相对
稀缺的场景下，LLM标注器的性能较为依赖初始数据的质量和数量，突显了主动学习策略在提
升标注效率和模型性能中的重要性。
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Figure 4: 不同标注比例对各个查询策略的影响

5.3 数数数据据据质质质量量量控控控制制制

本节旨在深入分析ALLED框架中数据质量评估与过滤机制对模型性能的具体影响。为
了确保实验的公平性，统一采用了50%的人工标注比例进行训练，并选取三种基于不确定性
的查询策略下的平均F1分数作为评估指标，以尽可能消除不同主动学习策略带来的干扰。如
图5所示，当Nbeam设置为1，即跳过质量筛选步骤，直接采用LLM的原始标注结果作为训练数
据时，F1分数出现了显著下降。这一结果表明，未经筛选的自动标注数据可能存在较多噪声，
从而影响模型的学习效果。相比之下，引入数据质量控制机制后，训练数据的准确性得以提
升，有助于模型更有效地学习，从而显著改善ALLED框架的整体表现。这进一步验证了在自动
标注驱动的主动学习框架中，质量评估与筛选机制的重要性。

此外，为了评估数据选择机制中两个关键阈值参数对模型性能的具体影响，我们在不同组
合设置下进行了系统实验，相关结果如表4所示。

其中，τ1反映了标注器对标注结果的自信程度，其取值越高，表示模型越确信当前预测具
有较高可信度；τ2则衡量标注结果的确定性程度，取值越大表明预测结果在多个候选中更具唯
一性和明确性。实验结果表明，τ1和τ2的取值并非越高越好。具体而言，较高的τ1虽然有助于
提升标注样本的整体质量，但也可能导致可选样本数量骤减，从而影响模型泛化；而τ2若设定
过高，则可能过度过滤边界样本，降低数据多样性，使模型难以学习，反而对模型训练的性能
产生负面影响。因此，为二者设置合理的阈值，综合考虑置信度与确定性，以实现高质量数据
选择与高效模型学习之间的最佳平衡。
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Figure 5: 不同Nbeam取值下的F1值变化趋势图

数数数据据据集集集 LEVEN ACE05-C
τ1 τ2 Trig-I Trig-C Trig-I Trig-C

0.92 0.05 87.35(0.29) 82.16(0.32) 55.55(15.48) 51.86(13.60)
0.95 0.05 87.39(0.21) 82.21(0.19) 57.87(14.65) 53.72(13.86)
0.98 0.05 87.40(0.42) 82.27(0.27) 50.85(17.45) 46.85(17.08)
0.95 0.02 87.66(0.14) 82.40(0.14) 57.00(9.42) 53.15(8.94)
0.95 0.08 87.26(0.27) 82.18(0.34) 56.06(12.87) 52.63(11.20)

Table 4: 不同τ1和τ2取值对F1值的影响

6 结结结论论论

在这项工作中，提出了一种基于LLM的新型协同训练范式ALLED，旨在解决低资源法律
事件检测任务中的数据标注问题。该框架利用LLM进行数据标注，并引入质量检测机制筛选出
有价值的样本，通过协作训练的方式实现事件检测模型的迭代优化。实验结果表明，ALLED在
两个广泛使用的事件检测数据集上取得了显著的效果。此外，我们还进一步探讨了人工标注数
据占比对ALLED框架性能的影响，结果表明，ALLED能大幅减少对高质量人工标注数据的依
赖，并且在有限的人工监督下仍能获得显著的性能提升。
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