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摘摘摘要要要

为了解决现有单一文本特征生成的藏文摘要质量较低的问题，提出了一种基
于浔浩浌浡浭浢的多模态生成式文本摘要模型浼浼浔浩洭浍浉浓浏。该模型采用浖浩浔（浖浩浳浩浯浮
浔浲浡浮浳浦浯浲浭浥浲）模型从图像中提取视觉特征，同时利用预训练微调的浔浩浌浡浭浢（浔浩浢浥浴浡浮
浌浡浲浧浥 浌浡浮浧浵浡浧浥 浍浯浤浥浬 浂浡浳浥）模型提取藏文文本特征，再通过跨模态交叉注意力机
制实现图文特征深层次融合，最终将融合的特征送入模型，借助束搜索算法平衡生成
质量更高的摘要。为验证方法有效性，与基于相同语料的其他四种模型进行了对比实
验。实验结果表明，浔浩洭浍浉浓浏在浒浏浕浇浅洭洱、浒浏浕浇浅洭洲、浒浏浕浇浅洭浌和浂浌浅浕四项评价
指标上均取得最佳成绩，显示出模型在融合视觉与语言信息、提升摘要质量方面的显
著优势。此外，通过一系列消融实验进一步验证了采用浖浩浔模型进行图像特征提取及
交叉注意力融合策略的重要性。加入图像信息后采用交叉注意力机制进行特征融合，
使融合后的特征保留更多关键信息，帮助模型更加精确地捕捉重点，从而生成的摘要
在概括性和可读性上都有明显提升。
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1 引引引言言言

在信息时代的快速发展背景下，数据量呈现指数级增长，如何高效提取和压缩信息成为亟
待解决的问题。文本摘要生成技术作为自然语言处理领域的重要研究方向，能够帮助用户快速
获取关键信息，提高信息处理效率。目前有很多文本摘要生成技术能够依据文档内容生成简洁
摘要，但这些技术大多仅聚焦于文本本身，较少涉及其他模态信息的处理。因此，在面对包含
视觉信息的文档时，这些方法往往存在一定的局限性，生成的摘要中未能充分利用和整合文档
中的视觉信息。已有实验证明，相较于仅使用单一文本特征生成的摘要，融合文本与图像特征
生成的摘要可以利用视觉信息，从而来提升生成摘要的质量。随着深度学习技术的不断发展，
多模态生成摘要逐渐成为研究热点。

藏文作为中国少数民族语言之一，在我国及周边地区总计约有洸洰洰万人使用藏语 洨王羿钦洬
洲洰洲洳洩。但藏文信息化起步较晚，目前还没有较为有效的藏文多模态文本摘要系统。相较于中
英文多模态文本摘要的相关研究，藏文多模态文本摘要面临着更为复杂的挑战与困难。首先，
藏语词形变化复杂且缺乏明确的词边界，增加了自动分词和语义理解的难度，影响摘要生成效
果 洨李芬芳洬 洲洰洲洳洩。其次，藏语的语义表达丰富且高度依赖上下文，导致现有针对中英文设计
的多模态模型难以直接适用。最后，缺乏大规模、高质量的藏文图文数据集，限制了模型的训
练和泛化能力。这些因素使藏文多模态摘要任务相比其他语言更具挑战性。如何克服上述瓶
颈，充分发挥藏语丰富的语言特点并有效利用有限的数据资源，是推动藏文多模态文本摘要研
究向前发展的关键问题，也是未来相关领域亟待解决的重大挑战。

本文提出一种基于浔浩浌浡浭浢的藏文多模态文本摘要生成方法，利用浖浩浔模型和浔浩浌浡浭浢模型
提取图像与文本特征，再通过跨模态交叉注意力机制实现信息融合，最终结合束搜索算法生成
文本摘要。本研究通过引入视觉特征提取、跨模态交互机制和束搜索生成策略，旨在探索高效
的多模态融合方法，进而为实现藏文多模态文本摘要生成提供全新的技术解决方案。

本文的贡献如下：

洱洩 提出浔浩洭浍浉浓浏多模态摘要生成模型框架。构建了一个融合图像与藏文文本的多模态文本摘
要生成模型，整体架构包括特征提取、特征融合和摘要生成三个核心模块，专为藏文任务
设计，填补了该语言在多模态生成领域的空白。

洲洩 引入视觉提示策略以增强多模态输入表达。通过将图像特征向量转换为可读的浜视觉提示字
符串洢，并嵌入到藏文提示模板中，使得模型能在训练与推理中同时感知图像语义和文本语
境，实现有效的视觉洭语言对齐。

洳洩 利用跨模态交叉注意力机制实现特征融合。创新性地采用图像特征作为查询向量
（浑浵浥浲浹），文本特征作为键值对（测浥浹洯浖浡浬浵浥）进行多头注意力计算，有效引导语言
模型感知图像中的关键信息，提升生成内容与图像语义的一致性。

洴洩 引入束搜索解码策略优化摘要生成质量。在文本生成阶段应用束搜索算法，以平衡生成质
量与计算效率，输出更具连贯性和上下文一致性的摘要结果，显著优于贪心搜索等简单策
略。
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2 相相相关关关工工工作作作

2.1 单单单模模模态态态文文文本本本摘摘摘要要要生生生成成成方方方法法法

文本摘要是自然语言处理领域的重要研究方向，其核心目标是利用计算机技术对文本进行
分析、归纳，并自动生成摘要。根据摘要的生成方式，可将文本摘要方法分为抽取式摘要和生
成式摘要。抽取式摘要通过从原文中挑选出能代表文档核心内容的关键句或词，并加以排序和
组合形成摘要，而生成式摘要则依托深度学习技术，从文本中提取语义信息，理解文本内容，
并以流畅、凝练的方式生成能够准确表达文档主旨的摘要 洨全安坤浥浴 浡浬洮洬 洲洰洲洴洩。

经典的抽取式摘要方法包括浌浥浡浤洳和浔浥浸浴浒浡浮浫 洨浍浩浨浡浬浣浥浡 浡浮浤 浔浡浲浡浵洬 洲洰洰洴洩。其
中，浌浥浡浤洳方法通过提取文档的前三句话作为摘要，虽然简单直接，但通常能够保证摘要涵
盖文章的核心内容。浔浥浸浴浒浡浮浫 是一种基于图的排序算法，借鉴了浐浡浧浥浒浡浮浫 洨程齐凯浥浴 浡浬洮洬
洲洰洱洹洩网页排序算法的思想，计算每个句子的得分，并选择得分较高的句子进行组合生成摘要。
尽管抽取式摘要方法在语法正确性方面表现较好，但由于缺少必要的连接词，摘要在语义连贯
性、逻辑性和一致性方面仍存在一定的改进空间。序列到序列模型 洨浓浵浴浳浫浥浶浥浲 浥浴 浡浬洮洬 洲洰洱洴洩为
生成式摘要奠定了基础。然而，该模型在生成摘要时可能会出现重复生成和未登录词的问题，
并且在处理较长文本时可能会造成信息丢失。为了解决这些问题，引入注意力机制的序列到序
列模型能够帮助解码器更有效地关注输入文本中与当前输出最相关的部分，从而减少信息损
失 洨浓浨浩 浥浴 浡浬洮洬 洲洰洲洱洩。束搜索算法通过在每个时间步保留概率最高的前测个候选，然后基于这些
候选继续向前搜索，直到生成完整的序列。这样可以保证不会错过全局最优解，同时控制搜索
空间的大小 洨邵景晨浥浴 浡浬洮洬 洲洰洲洴洩。

藏文文本摘要生成研究相对较晚，洲洰洱洰年以后零星出现了一些报道，其主要研究工作包
括：安见才让洨洲洰洱洰洩提出了一种基于句子抽取的文本摘要算法，该算法将每个句子的权重拆分
为特征词权重和句子结构权重，并根据权重挑选候选句子，随后通过平滑处理提取出质量较
高的摘要。南奎娘若等人洨洲洰洱洶洩采用权重度量和不同特征的加权方法来抽取敏感的藏文文本摘
要。李维洨洲洰洲洰洩提出了两种藏文文本摘要生成方法，其中一种对浔浥浸浴浒浡浮浫算法进行了改进，通
过将外部语料库的信息以词向量形式融入算法，对句子中每个词语进行高维映射形成句向量，
再通过迭代评分选取得分最高的句子并重排序，从而生成高质量的文本摘要。另一种结合抽取
式和生成式方法的藏文文本摘要统一模型 洨浙浡浮 浥浴 浡浬洮洬 洲洰洲洰洩。该模型首先利用双向浂浩洭浇浒浕神经
网络从藏文新闻中提取关键信息句子，然后将指针网络融入基于注意力机制的浓浥浱洲浓浥浱模型中，
以生成高质量的摘要。李亮洨洲洰洲洰洩预训练一个藏文流浌浂浅浒浔模型，将藏文抽取式文本摘要任务
转化为句子分类问题，从而验证了预训练语言模型在该任务中的显著有效性。黄硕等人洨浈浵浡浮浧
浥浴 浡浬洮洬 洲洰洲洳洩提出了一种基于端到端预训练模型（浃浍浐浔）的藏文生成式文本摘要方法，通过去
噪和对比学习的预训练策略，以及编码器和解码器的联合训练。

2.2 多多多模模模态态态文文文本本本摘摘摘要要要生生生成成成方方方法法法

目前，虽然仅依靠文本信息的生成式摘要方法已经取得了较好的效果，但随着社会的发
展，信息载体往往呈现出多模态的特点，研究者开始探索融合文本、图像等多模态信息的生
成式摘要方法。刘泽宇等人洨洲洰洱洷洩提出了一种基于图像的中文摘要生成方法，通过融合单标
签视觉特征和多标签关键词实现图像摘要，但仅侧重视觉模态。陈祥洨洲洰洲洰洩采用预训练的视觉
问答模型抽取图片中的关键信息，结合文本内容生成摘要，该方法主要侧重于对文本信息的
理解。何丽洨洲洰洲洱洩提出了一种图文摘要生成方法，该方法采用浂流浒浔模型对文本进行处理，利
用浖浇浇网络作为图片编码器，并使用多层感知机（浍浌浐）作为图像解码器。该方法并未将文
本特征与图片特征映射至同一语义空间，而是分别基于各自的特征生成对应的文本摘要和图
片。全安坤等人洨全安坤浥浴 浡浬洮洬 洲洰洲洴洩提出了一种融合文本和图片特征的中文摘要生成方法，使
用浂浅浒浔提取文本特征、浒浥浳济浥浴提取图片特征，并通过注意力机制进行跨模态特征融合，最终
将融合特征输入指针生成网络生成高质量摘要。随着浃浌浉浐洨浒浡浤浦浯浲浤 浥浴 浡浬洮洬 洲洰洲洱洩、浂浌浉浐洨浌浩 浥浴
浡浬洮洬 洲洰洲洲洩和浌浌浡浖流洨浌浩浵 浥浴 浡浬洮洬 洲洰洲洳洩等大规模视觉洭语言预训练模型的发展，多模态摘要研究迎
来突破。这些模型通过联合编码视觉与语言信息，结合跨模态对比学习等方法，大幅提升了语
义理解与生成能力，为多模态摘要提供了更有效的技术路径。

目前，多模态摘要的研究主要集中于中英文语料，由于藏文语义和结构的复杂性，给多模
态摘要带来了一定的挑战，因而利用多模态特征生成藏文摘要的相关研究相对较少。在已有工
作的基础上，本文提出了一种基于浔浩浌浡浭浢的藏文多模态文本摘要生成方法。该方法通过交叉注
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意力机制实现文本特征与对应图片特征的跨模态融合，从而保留更多关键语义信息，最后结合
束搜索算法生成摘要。实验结果表明，该方法生成的摘要质量显著优于仅依赖文本模态生成的
摘要。

3 模模模型型型架架架构构构

本文使用图片特征与文本特征进行融合，并利用融合后的特征进行文本摘要生成。该方法
是由特征提取、特征融合与文本摘要生成三部分组成。第一部分中，针对文本内容，使用微调
的浔浩浌浡浭浢模型 洨浚 浥浴 浡浬洮洬 洲洰洲洴洩进行特征提取；针对图片内容，使用浖浩浔模型 洨浄浯浳浯浶浩浴浳浫浩浹 浥浴 浡浬洮洬
洲洰洲洰洩进行特征提取。第二部分对提取出的文本特征和图片特征进行特征融合。通过跨模态交
叉注意力模块将文本模态和图片模态之间的信息进行交互，计算出交叉注意力输出，使这两种
模态特征进行有效融合。第三部分是将融合后的特征结合束搜索算法进行在藏文文本摘要的生
成。基于浔浩浌浡浭浢的藏文多模态文本摘要生成模型框架如图洱所示。

图 洱洺 浔浩洭浍浉浓浏模型框架图

3.1 特特特征征征提提提取取取

3.1.1 图图图像像像特特特征征征提提提取取取

在图像领域中，通常使用卷积神经网络 洨浙洬 洲洰洱洵洩提取图像特征，但随着网络深度的加深以
获取更高层次的图像表征，常常会面临梯度回传消失的问题。为了缓解这一问题，浒浥浳济浥浴模型
引入了残差单元，通过在网络中增加跨层连接，使非相邻层之间建立起更短的路径，从而在反
向传播时能够有效传递梯度，减轻梯度消失的影响 洨浐浨浩浬浩浰浰 浥浴 浡浬洮洬 洲洰洱洷洩。浖浩浔 模型的提出，旨
在引入自注意力机制以建模图像中长距离的依赖关系，从而弥补浃济济 在捕捉全局上下文信息方
面的不足。利用浔浲浡浮浳浦浯浲浭浥浲架构对图像块进行建模，增强了模型对图像全局信息的捕捉能力，
提升了图像特征提取的效果。因此，本文采用浖浩浔模型对数据集中的图片进行特征提取。
图像特征的提取流程采用端到端处理逻辑，通过浐浉浌库加载图像并转换为浒浇浂三通道格

式，这样可以消除原始图像色彩模式差异对模型输入的干扰。在预训练阶段使用浖浩浔模型对图
像进行标准化和分块编码，生成符合模型要求的张量格式。在模型推理环节，采用无梯度计算
模式调用预训练浖浩浔模型进行前向传播，提取最后一层隐藏状态中的语义特征。最终通过沿图
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像分块序列执行全局平均池化，将分散的局部视觉特征聚合成洷洶洸维的全局表征向量，该向量既
保留了图像的整体语义信息，又可与文本特征进行高效对齐，为多模态融合奠定了视觉语义基
础，用于后续摘要生成任务。

3.1.2 文文文本本本特特特征征征提提提取取取

文本特征提取主要分为两部分：预处理阶段构造文本输入，以及在模型内部的文本特征提
取。
预预预处处处理理理阶阶阶段段段构构构造造造文文文本本本输输输入入入洺 从每个样本中提取三个关键信息：浜浃浯浮浴浥浮浴洢（文本指

令）、浜浔浩浴浬浥洢（目标文本）和浜浉浭浡浧浥 浐浡浴浨浳洢（图像路径列表）。
图像路径部分用于提取图像特征，生成浜视觉前缀洢。所有提取到的图像特征会被收集到列

表中。从浖浩浔的最后一层隐藏状态中取出浃浌浓 浴浯浫浥浮向量以代表整张图的全局语义，对多张图依
次提取浃浌浓向量后进行拼接然后求均值，得到统一的洷洶洸维图像特征将；若没有提取到有效特
征，则生成一个全零的图像特征向量。然后根据图像特征向量是否全为零，进行接下来的构造
视觉前缀。若全为零，说明没有有效的图像信息，则将视觉前缀设为固定占位符字符串；若不
全为零，则将图像特征向量的前洲洰个维转换为由逗号分隔的字符串，并构造视觉前缀。
从样本中读取文本指令（浩浮浳浴浲浵浣浴浩浯浮）和前面生成的视觉前缀（浶浩浳浩浯浮 浰浲浯浭浰浴），形成多

模态的输入提示。具体格式如下表洱：

提提提示示示文文文本本本格格格式式式

表 洱洺 输入提示文本格式

在预处理阶段，将构造的提示文本进行编码。同时对目标文本进行编码，将提示文本
的浩浮浰浵浴 浩浤浳与目标文本的浩浮浰浵浴 浩浤浳进行拼接，形成一个完整的输入序列。原始文本数据（包括
文本指令与目标文本）在预处理阶段被规范化为固定长度的浔浯浫浥浮序列与相应标签，并与提取
的图像特征相融合，构建出完整的语言提示。该过程为后续多模态模型的前向传播与高效训练
奠定了坚实基础。
模模模型型型内内内部部部的的的文文文本本本特特特征征征提提提取取取洺 在模型的前向传播中，将预处理后得到的文本序列送

入浔浩浌浡浭浢模型，利用模型内部多层浔浲浡浮浳浦浯浲浭浥浲编码器生成深层语义表示，即本文提取的文
本特征，维度为洴洰洹洶。为了降低计算复杂度和后续融合的需要，将洴洰洹洶维的文本特征经过两个
线性投影层，将维度降为洷洶洸，为后续多模态融合奠定基础。

3.2 特特特征征征融融融合合合

在进行多模态特征融合时，常见的方法是将来自不同模态的特征直接进行拼接或相加，以
实现融合效果。然而，由于各模态特征通常分布在不同的特征空间中，简单的拼接或相加难以
充分捕捉模态间的关联性，从而可能导致信息损失，影响融合效果的有效性。相较于简单的拼
接或相加等传统特征融合方式，交叉注意力机制 洨浌浩浮 浥浴 浡浬洮洬 洲洰洲洲洩通过对不同模态特征向量之
间执行张量积运算，实现不同模态间更深层次的信息交互与语义对齐。该机制能够有效挖掘不
同模态间的关联性，从而获得更具表征能力的融合特征，保留更多关键信息。因此本文采用交
叉注意力机制对文本特征与图像特征进行融合。交叉注意力机制模型如图洲所示。

首先进行特征投影对齐，文本特征T ∈ RB×S×1024通过线性层Wt ∈ R1024×768投影到图像维
度：

T ′ 洽 ReLU 洨T ·Wt洩
(
T ′ ∈ RB×S×768

)
洨洱洩

图像特征I ∈ RB×1024扩展为查询向量：

浑 洽 浉.unsqueeze洨洰洩
(
Q ∈ R1×B×768

)
洨洲洩

然后将投影后的文本特征转置为键值对测, 浖 ∈ RS×B×768，计算多头注意力：

Attn洨浑, 测, 浖洩 洽 Softmax

(
浑测T

√
浤k

)
浖 洨 浤k 洽 洷洶洸/heads洩 洨洳洩
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图 洲洺 交叉注意力机制模型

输出注意力特征O ∈ R1×B×1024洬将注意力输出通过Wo ∈ R768×1024投影回文本维度并转
置：

O′ 洽 洨O ·Wo洩 · transpose洨洰, 洱洩
(
O′ ∈ R1×B×1024

)
洨洴洩

与原始文本特征进行残差相加：

Tfused 洽 T 洫O′
(
Tfused ∈ RB×S×1024

)
洨洵洩

最终，融合后的特征Tfused通过语言模型头生成预测文本。

3.3 文文文本本本摘摘摘要要要生生生成成成

自回归生成算法是按顺序逐个生成序列中的元素，每个元素的生成都依赖于之前已生成的
部分。本文模型输出是一个基于自回归语言建模的文本序列。为获得质量更高、上下文一致性
更强的生成结果，在推理阶段引入了束搜索作为解码算法。束搜索是一种启发式搜索算法，通
过在解码过程中动态维护k个最优候选序列，平衡生成质量与计算效率。

设第t步的候选集为Ht 洽
{(

s(i), 浬浯浧P (i)
)}k

i=1
，其中s(i)表示候选序列，浬浯浧P (i)为累积对数

概率。解码过程的数学形式化如下：

Ht+1 洽 top− ks′∈Extend(Ht),|s′≤t+1|
[
浬浯浧P

(
s′
)]

洨洶洩

通过最大路径的累积对数概率选择top− k候选：

浬浯浧P
(
s′
)
洽

|s′|∑
τ=1

浬浯浧P 洨yτ | y<τ , x洩 洨洷洩

其中扩展操作：

Extend洨浳洩 洽 {浳⊕ 浛海浝 | 海 ∈ Top−浍洨浐洨海 | 浳洩洩} 洨洸洩

其中⊕表示序列拼接，top−M选取当前预测概率最高的M个候选词。
束搜索算法伪代码实现如下表洲：
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束束束搜搜搜索索索算算算法法法

表 洲洺 束搜索算法伪代码

4 实实实验验验

4.1 数数数据据据集集集

目前，大多数融合不同模态特征的文本摘要研究主要集中在中英文语料上，而针对藏文这
一低资源语言的研究较为稀缺，现有的研究多聚焦于单模态的文本摘要语料，缺少包含多模态
信息的数据集。本文使用浐浹浴浨浯浮爬虫工具从西藏日报藏文媒体、藏族朗诵平台、中央广播电视
总台藏语频道以及中国藏族网通等多个藏文微信公众号和藏文网站上进行爬取洬内容涵盖新闻资
讯、民俗文化、政策宣传、人物纪实等多个领域。最终收集到了洳洸洲洵洶篇藏文原始图文数据，其
中包括文章的标题、正文内容以及与文章匹配的图片。采用文章标题作为参考摘要，同时为提
高数据质量，剔除过长或过短的文章正文内容以及过短的文章。对于图片内容，去除了文章中
仅作为装饰用途的图片以及公众号自身的二维码等无关信息的图片等操作，最终保留了洱洰洰洰洰条
语料作为实验的数据集，按照洸洺洲比例划分为训练集（洸洰洰洰条）和测试集（洲洰洰洰条）。

4.2 参参参数数数设设设置置置

表洳和表洴分别展示了预处理阶段的训练参数设置情况，以及采用浌浯浲浡方法微调浔浩浌浡浭浢模型
的参数设置情况。

参数 值 参数 值

浰浥浲 浤浥浶浩浣浥 浴浲浡浩浮 浢浡浴浣浨 浳浩浺浥 洴 浮浵浭 浴浲浡浩浮 浥浰浯浣浨浳 洲洰
浧浲浡浤浩浥浮浴 浡浣浣浵浭浵浬浡浴浩浯浮 浳浴浥浰浳 洲 浬浲 浳浣浨浥浤浵浬浥浲 浴浹浰浥 浣浯浳浩浮浥

浭浡浸 浧浲浡浤 浮浯浲浭 洰洮洵 海浡浲浭浵浰 浲浡浴浩浯 洰洮洰洵
浬浥浡浲浮浩浮浧 浲浡浴浥 洲浥洭洴 浦浰洱洶 浔浲浵浥
浳浡浶浥 浳浴浲浡浴浥浧浹 浳浴浥浰浳 浯浰浴浩浭 浡浤浡浭海 浴浯浲浣浨
浳浡浶浥 浳浴浥浰浳 洲洰洰洰 海浥浩浧浨 浤浥浣浡浹 洰洮洰洱

表 洳洺 训练参数设置
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参数 值

浲 洱洶
浬浯浲浡 浡浬浰浨浡 洳洲

浴浡浲浧浥浴 浭浯浤浵浬浥浳 浱 浰浲浯浪洬 浶 浰浲浯浪
浬浯浲浡 浤浲浯浰浯浵浴 洰洮洰洵
浴浡浳浫 浴浹浰浥 浔浡浳浫浔浹浰浥洮浃流浕浓流浌 浌浍

表 洴洺 浌浯浲浡微调时参数设置

4.3 评评评测测测方方方法法法

文本摘要的评价方法分为人工评测与自动评测两类。其中，人工评测依赖于领域专家对摘
要样本进行主观质量判定，该方法虽能深度捕捉语义准确性和逻辑连贯性等维度，但其评测过
程需消耗大量人力资源，导致实施成本显著增加，尤其难以适配大规模语料库的评测需求。相
比之下，自动评测方法构建了基于算法模型的评估框架，其核心是通过量化计算生成摘要与参
考摘要之间的语义相似度来实现质量评估。该方法采用诸如浂浌浅浕、浒浏浕浇浅等文本匹配算法，
能够高效处理海量文本数据，显著提升评测效率。本文采取浂浌浅浕、浒浏浕浇浅系列评价指标进行
评价生成藏文摘要的质量。计算公式如下：

ROUGE −济 洽

∑
S∈{Refsummaries}

∑
n−gram∈SCountmatch洨浮− gram洩∑

S∈{Refsummaries}
∑

n−gram∈SCount洨浮− gram洩
洨洹洩

BLEU 洽 BP · 浥浸浰
(

N∑
n=1

wn 浬浯浧 pn

)
洨洱洰洩

BP 洽

{
洱 if |浇浥浮| > |Ref |
浥1−|Ref |/|Gen| otherwise

洨洱洱洩

pn 洽

∑
c∈Gen

∑
gramn∈C

浭浩浮 洨Count 洨gramn洩 ,浭浡浸Ref Count 洨gramn洩洩∑
c∈Gen

∑
gramn∈C

Count 洨gramn洩
洨洱洲洩

其 中Refsummaries表 示 引 用 摘 要 ，Count洨浮 − gram洩表 示 引 用 摘 要 中 的 个
数，Countmatch洨浮− gram洩表示生成的摘要和引用摘要中公用个数。N 洽 洴，wn 洽 洱/N。

4.4 实实实验验验结结结果果果与与与分分分析析析

本节使用构建的浔浩洭浍浉浓浏模型在多模态藏文生成式文本摘要任务上进行推理，在构建的数
据集的基础上进行了实验。因为目前除浔浩洭浍浉浓浏模型以外，还没有其他的模型可以做藏语的多
模态生成式摘要任务，为了验证基于浔浩浌浡浭浢的藏文多模态文本摘要生成方法的的有效性，将本
文方法与以下四种方法进行实验对比洺

洨洱洩 Tibetan+ViT：采用与浔浩洭浍浉浓浏模型相同的训练语料、相同的模型架构以及相同的训练
生成策略，将微调的浔浩浌浡浭浢洭洷浂模型替换成浔浩浢浥浴浡浮洭流浬浰浡浣浡洭洷浂大模型。

洨洲洩 Yak-Llama2+ViT：采用与浔浩洭浍浉浓浏模型相同的训练语料、相同的模型架构以及相同的
训练生成策略，将微调的浔浩浌浡浭浢洭洷浂模型替换成浙浡浫洭浌浬浡浭浡洲洭洷浂大模型。

洨洳洩 Deepseek+ViT：采用与浔浩洭浍浉浓浏模型相同的训练语料、相同的模型架构以及相同的训练
生成策略，将微调的浔浩浌浡浭浢洭洷浂模型替换成浄浥浥浰浓浥浥浫洭浒洱洭浄浩浳浴浩浬浬洭浌浬浡浭浡洭洸浂大模型。

洨洴洩 CMPT+ViT：采用与浔浩洭浍浉浓浏模型相同的训练语料以及相同的图像编码器，采用预训练
的文本编码器浃浍浐浔来提取语义特征，然后通过交叉注意力层进行特征融合，最后利用带
有指针生成机制的浌浓浔浍解码器生成摘要。
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模模模型型型 ROUGE-1 ROUGE-2 ROUGE-L BLEU

浔浩浢浥浴浡浮洫浖浩浔 洳洱洮洹洶 洱洳洮洵洷 洳洰洮洷洴 洲洱洮洶洶
浙浡浫洭浌浬浡浭浡洲洫浖浩浔 洳洳洮洸洳 洱洴洮洷洵 洳洲洮洷洶 洳洱洮洷洶
浄浥浥浰浳浥浥浫洫浖浩浔 洲洵洮洹洲 洹洮洲洳 洲洴洮洵洶 洱洸洮洶洱
浃浍浐浔洫浖浩浔 洲洴洮洲洹 洱洰洮洲洳 洲洳洮洸洵 洱洷洮洳洹
Ti-MISO 34.58 15.81 33.17 32.51

表 洵洺 不同模型对比实验结果

对比结果如表洵所示，可以看出本文提出的浔浩洭浍浉浓浏模型在四项指标上均取得了最佳成绩，
其中浒浏浕浇浅洭洱、浒浏浕浇浅洭洲和浒浏浕浇浅洭浌分别达到洳洴洮洵洸、洱洵洮洸洱和洳洳洮洱洷，浂浌浅浕得分为洳洲洮洵洱，
明显优于其余对比模型。与表现较为接近的浙浡浫洭浌浬浡浭浡洲洫浖浩浔 模型相比，浔浩洭浍浉浓浏 在浒浏浕浇浅
系列指标上平均提升约洰洮洷洵 个百分点，浂浌浅浕 得分亦提升了洰洮洷洵，表明本模型在生成摘要的覆
盖性、准确性及语言流畅性方面具备显著优势。

相较之下，浄浥浥浰浳浥浥浫洫浖浩浔和浃浍浐浔洫浖浩浔等模型在各项指标上表现较弱，浒浏浕浇浅洭洱 分别
仅为洲洵洮洹洲 和洲洴洮洲洹，浂浌浅浕 得分亦明显偏低，表明这类模型在处理藏文及其图文对齐关系时存
在较大局限，主要原因可能在于浄浥浥浰浳浥浥浫模型未经过藏文任务大规模数据的微调训练，对藏文
理解能力较弱。浃浍浐浔模型相较于浔浩浌浡浭浢模型训练语料较少，不能充分的理解藏文，导致各项
指标较低。

图洳为生成摘要实例，该新闻报道来自青海省海南藏族自治州湖区乡，洲洰洲洴年洶月洲洸日举办
的浜习近平总书记视察三周年纪念活动暨文化月洢活动。原文中明确提及了活动的时间、地点以
及参与人数，但对于活动氛围、群众情感表达及组织形式等方面的描写较为简略。相较而言，
图像中呈现了更加丰富的现场信息，例如大型横幅标语、参与者身着民族服饰组成方阵，以及
背景中的文艺展示场景等。这些视觉要素为模型提供了事件类型、组织规模与情绪色彩等方面
的重要语义补充，有助于其更全面地理解语境，从而生成内容更贴切、表述更生动的摘要。

浔浩洭浍浉浓浏 在模型架构上引入了多层次的图文交叉注意力机制，使得视觉特征能够更有效地
指导文本生成，提升了生成摘要与图像内容的一致性。同时，借助于浌浯浒流 微调策略以及束搜
索生成策略，浔浩洭浍浉浓浏在低资源环境下依然展现出良好的泛化能力和生成质量。

4.5 消消消融融融实实实验验验

为了验证基于浔浩浌浡浭浢的藏文多模态文本摘要生成方法中浰浲浯浭浰浴构造中采用图像特征维度
以及使用浖浩浔模型提取图片特征及使用交叉注意力机制进行跨模态特征融合的有效性，进行如
下消融实验。

4.5.1 prompt模模模板板板的的的消消消融融融实实实验验验

在上述数据集上进行消融实验，以评估所提方法的有效性，结果如表洶所示。消融实验说明
如下：

消消消融融融实实实验验验A1：在浰浲浯浭浰浴构造过程中，不加入图像特征维度，只包含文本指令，其他采用
上述模型的框架内容。

消消消融融融实实实验验验A2：在浰浲浯浭浰浴构造过程中，加入图像特征维度前洴洰维，构造视觉前缀，其他采
用上述模型的框架内容。

消消消融融融实实实验验验A3：在浰浲浯浭浰浴构造过程中，加入全部洷洶洸维图像特征维度，构造视觉前缀，其他
采用上述模型的框架内容。

模模模型型型 ROUGE-1 ROUGE-2 ROUGE-L BLEU

流洱 洳洲洮洳洶 洱洳洮洹洶 洲洹洮洲洹 洲洸洮洴洳
流洲 洳洴洮洴洹 洱洴洮洸洹 洳洲洮洸洳 洳洲洮洱洴
流洳 34.83 洱洵洮洶洳 洳洳洮洰洶 32.57

Ti-MISO 洳洴洮洵洸 15.81 33.17 洳洲洮洵洱

表 洶洺 视觉前缀维度的消融实验结果
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图 洳洺 生成摘要实例

实验结果表明，采用不同长度的视觉前缀都能显著优于不使用图像特征的基线，其中洲洰维
的设置在模型性能与计算成本之间达到了最佳折中。具体来说，利用浖浩浔的浃浌浓 浴浯浫浥浮作为视
觉特征，它能够高效地聚合图像的全局语义；而截取前洲洰维不仅保留了关键信息，还显著减少
了浰浲浯浭浰浴长度和内存占用，便于在资源受限的场景中高效部署。对比不使用视觉提示（流洱）及
使用更多维度（流洲、流洳）的消融实验，验证了该策略在提升多模态藏文摘要生成质量方面的有
效性。

4.5.2 融融融合合合机机机制制制的的的消消消融融融实实实验验验

在上述数据集和小试实验的基础上进行消融实验，评估所提方法的有效性，结果如表洷所
示。消融实验说明如下：

消消消融融融实实实验验验B1：仅利用文本特征进行摘要生成任务，利用微调的浔浩浌浡浭浢模型提取文本特
征，将提取的文本特征融入语言模型浰浲浯浭浰浴中，采用束搜索策略进行文本摘要生成。

消消消融融融实实实验验验B2：利用浒浥浳浮浥浴模型进行图片特征提取，并利用交叉注意力机制进行特征融合，
将融合后的特征输入多模态模型中，采用束搜索策略中进行摘要的生成。

消消消融融融实实实验验验B3：利用浖浩浔模型进行图片特征提取，并利用简单的拼接方式进行特征融合，将
融合后的特征输入多模态模型中，采用束搜索策略中进行摘要的生成。

消消消融融融实实实验验验B4：利用浖浩浔模型进行图片特征提取，并利用自注意力机制进行特征融合，将融
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合后的特征输入多模态模型中，采用束搜索策略中进行摘要的生成。
消融融融实实实验验验B5：不采用浰浲浯浭浰浴构造，直接利用浖浩浔模型和浔浩浌浡浭浢模型分别对图片特征和文

本特征进行提取，并利用交叉注意力机制进行特征融合，将融合后的特征输入多模态模型中，
采用束搜索策略中进行摘要的生成。

模模模型型型 ROUGE-1 ROUGE-2 ROUGE-L BLEU

浂洱 洲洵洮洶洷 洱洰洮洰洳 洲洳洮洳洸 洲洶洮洲洸
浂洲 洳洴洮洴洹 洱洴洮洱洷 洳洲洮洸洷 洳洱洮洳洰
浂洳 洲洸洮洰洳 洱洴洮洳洰 洲洷洮洰洶 洲洷洮洹洴
浂洴 洳洰洮洹洴 洱洵洮洱洷 洲洹洮洹洴 洲洹洮洹洶
浂洵 洳洳洮洴洸 洱洳洮洰洹 洳洰洮洴洹 洳洰洮洵洸

Ti-MISO 34.58 15.81 33.17 32.51

表 洷洺 融合机制的消融实验结果

消融实验浂洱仅使用微调的浔浩浌浡浭浢模型提取文本特征，直接融入浰浲浯浭浰浴生成摘要，结果
表明单靠文本信息可能无法捕获全部关键信息，从而导致生成的摘要在表达上存在模糊或偏
颇的情况；消融实验浂洲采用浒浥浳浮浥浴模型提取图像特征，并结合交叉注意力进行融合，结果显
示浒浥浳浮浥浴模型可能在细粒度语义表达上存在不足；消融实验浂洳利用浖浩浔模型提取图片特征，并
通过简单拼接与文本特征融合，结果证明浖浩浔模型能为摘要生成提供有力补充，但简单拼接容
易忽略各模态之间固有的差异和特性，没有专门的对齐或归一化步骤，可能导致部分模态的信
息被稀释或误解；消融实验浂洴同样基于浖浩浔模型，结果表明单一的全局自注意力可能无法有效
区分局部和全局层次的信息交互。虽然自注意力机制在某些细粒度方面具有优势，但在跨模态
信息全面融合方面，其效果不如更加针对跨模态交互设计的交叉注意力机制。消融实验浂洵结果
表明浰浲浯浭浰浴构造有效引导模型聚焦核心信息，移除后性能下降。
综合上述消融实验结果，本文提出的采用基于浖浩浔模型提取图片特征，将图像特征的

前洲洰维构造浰浲浯浭浰浴，并采用交叉注意力机制进行跨模态特征融合，在绝大多数指标上均优于各
消融方案。这充分验证了所提出的浰浲浯浭浰浴构造和交叉注意力融合策略对于提升藏文多模态文本
摘要生成质量的有效性和必要性。

5 总总总结结结

本文针对藏文自动摘要生成任务中多模态信息利用不足的问题，提出了一种基于浔浩浌浡浭浢的
藏文多模态生成式文本摘要模型浔浩洭浍浉浓浏。该模型充分融合了文本与图像信息，通过采
用浖浩浔模型提取图像特征构造浰浲浯浭浰浴，以及利用跨模态交叉注意力机制实现深层次特征融
合，进而采用束搜索策略生成高质量的摘要。实验结果表明，浔浩洭浍浉浓浏在浒浏浕浇浅洭洱、浒浏浕浇浅洭
洲、浒浏浕浇浅洭浌和浂浌浅浕指标上均显著优于传统单模态文本摘要方法及其他多模态对比模型，验
证了本方法在捕捉图像语义和文本信息交互方面的有效性和必要性。此外，通过详尽的消融实
验分析，我们进一步证明了采用浰浲浯浭浰浴模块和交叉注意力机制的重要性，为藏文多模态自动摘
要研究提供了新的思路与解决方案。未来的工作将在扩大数据规模、数据集类型、优化跨模态
特征融合策略及推广至其他低资源语言的自动摘要任务等方向展开探索。
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summarization of Tibetan based on end-to-end pre-trained model). 浐浲浯浣浥浥浤浩浮浧浳 浯浦 浴浨浥 洲洲浮浤 浃浨浩浮浥浳浥
济浡浴浩浯浮浡浬 浃浯浮浦浥浲浥浮浣浥 浯浮 浃浯浭浰浵浴浡浴浩浯浮浡浬 浌浩浮浧浵浩浳浴浩浣浳洬 洲洰洲洳洺 洱洱洳洭洱洲洳洮

浃浨浥浮 浙洮 洲洰洱洵洮 Convolutional neural network for sentence classification.

浌浩浵 浈洬 浌浩 浃洬 浗浵 浑洬 浥浴 浡浬洮 洲洰洲洳洮 Visual instruction tuning. 流浤浶浡浮浣浥浳 浩浮 浮浥浵浲浡浬 浩浮浦浯浲浭浡浴浩浯浮 浰浲浯浣浥浳浳浩浮浧
浳浹浳浴浥浭浳洬 洲洰洲洳洬 洳洶洺 洳洴洸洹洲洭洳洴洹洱洶洮

浌浩 浊洬 浌浩 浄洬 浘浩浯浮浧 浃洬 浥浴 浡浬洮 洲洰洲洲洮 Blip: Bootstrapping language-image pre-training for unified vision-
language understanding and generation. 浉浮浴浥浲浮浡浴浩浯浮浡浬 浣浯浮浦浥浲浥浮浣浥 浯浮 浭浡浣浨浩浮浥 浬浥浡浲浮浩浮浧洮 浐浍浌浒洬 洲洰洲洲洺
洱洲洸洸洸洭洱洲洹洰洰洮

浒浡浤浦浯浲浤 流洬 测浩浭 浊 浗洬 浈浡浬浬浡浣浹 浃洬 浥浴 浡浬洮 洲洰洲洱洮 Learning transferable visual models from natural language
supervision. 浉浮浴浥浲浮浡浴浩浯浮浡浬 浣浯浮浦浥浲浥浮浣浥 浯浮 浭浡浣浨浩浮浥 浬浥浡浲浮浩浮浧洮 浐浭浌浒洬 洲洰洲洱洺 洸洷洴洸洭洸洷洶洳洮

浐浨浩浬浩浰浰 浇洬 浓浯浮浧 浄洬 浃浡浲浢浯浮浥浬浬 浊 浇洮 洲洰洱洷洮 The exploding gradient problem demystified-definition, preva-
lence, impact, origin, tradeoffs, and solutions. 浡浲浘浩浶 浰浲浥浰浲浩浮浴 浡浲浘浩浶洺洱洷洱洲洮洰洵洵洷洷洮

浄浯浳浯浶浩浴浳浫浩浹 流洬 浂浥浹浥浲 浌洬 测浯浬浥浳浮浩浫浯浶 流洬 浥浴 浡浬洮 洲洰洲洰洮 An image is worth 16x16 words: Transformers for
image recognition at scale. 浡浲浘浩浶 浰浲浥浰浲浩浮浴 浡浲浘浩浶洺洲洰洱洰洮洱洱洹洲洹洮

浗浥浮浨浡浯 浚洬 浙浵浡浮 浓洬 浘浩浡浯浢浩浮浧 浚洮 洲洰洲洴洮 TiLamb: 基于增量预训练的藏文大语言模型(TiLamb: A Ti-
betan Large Language Model Based on Incremental Pre-training). 浐浲浯浣浥浥浤浩浮浧浳 浯浦 浴浨浥 洲洳浲浤 浃浨浩浮浥浳浥
济浡浴浩浯浮浡浬 浃浯浮浦浥浲浥浮浣浥 浯浮 浃浯浭浰浵浴浡浴浩浯浮浡浬 浌浩浮浧浵浩浳浴浩浣浳 洨浖浯浬浵浭浥 洱洺 浍浡浩浮 浃浯浮浦浥浲浥浮浣浥洩洬 洲洰洲洴洺 洲洵洴洭洲洶洷洮

浌浩浮 浈洬 浃浨浥浮浧 浘洬 浗浵 浘洬 浥浴 浡浬洮 洲洰洲洲洮 Cat: Cross attention in vision transformer. 洲洰洲洲 浉浅浅浅 浩浮浴浥浲浮浡浴浩浯浮浡浬
浣浯浮浦浥浲浥浮浣浥 浯浮 浭浵浬浴浩浭浥浤浩浡 浡浮浤 浥浸浰浯 洨浉浃浍浅洩洮 浉浅浅浅洬 洲洰洲洲洺 洱洭洶洮

刘泽宇洬马龙龙洬吴健洬孙乐洮 洲洰洱洷洮 基于多模态神经网络的图像中文摘要生成方法. 中文信息学报洬
洳洱洨洰洶洩洺洱洶洲洭洱洷洱洮

程齐凯洬王佳敏洬陆伟洮 洲洰洱洹洮 基于引用共词网络的领域基础词汇发现研究. 数据分析与知识发现洬洳洨洰洶洩洺洵洷洭
洶洵洮

全安坤洬李红莲洬张乐洬吕学强洮 洲洰洲洴洮 融合内容和图片特征的中文摘要生成方法研究. 数据分析与知识发
现洬洸洨洰洳洩洺洱洱洰洭洱洱洹洮

邵景晨洬柴玉梅洬王黎明洮 洲洰洲洴洮 基于语义加权的双层LSTM图像描述生成方法研究. 计算机应用与软件洬
洴洱洨洱洰洩洺洱洵洵洭洱洶洲洮

南奎娘若浡浮浤 安见才让洮 洲洰洱洶洮 基于敏感信息的藏文文本摘要提取的研究. 网络安全技术与应用洬 洨洰洴洩洺洵洸洭
洵洹洮

李维洬 闫晓东洬 浡浮浤 解晓庆洮 洲洰洲洰洮 基于改进textrank 的藏文抽取式摘要生成. 中文信息学报洬 洳洴洨洹洩洺洳洶浻洴洳洮

安见才让洮 洲洰洱洰洮 藏文搜索引擎系统中网页自动摘要的研究. 微处理机洬 洳洱洨洰洵洩洺洷洷洭洸洰洮

刘何丽洮 洲洰洲洱洮 基于多模态神经网络的图文摘要生成方法研究. 北京邮电大学洮

王羿钦洮 洲洰洲洳洮 藏文文本摘要方法的研究. 中央民族大学洮

李芬芳洮 洲洰洲洳洮 藏文摘要生成关键技术研究. 兰州大学洮

陈祥洮 洲洰洲洰洮 基于多模态数据的文本摘要生成研究. 电子科技大学洮

李亮洮 洲洰洲洰洮 基于ALBERT的藏文预训练模型及其应用. 兰州大学洮
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