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Abstract

Whisper is a robust multilingual automatic speech recognition (ASR) model that
demonstrates exceptional performance on high-resource languages such as English.
However, its effectiveness on certain low-resource languages, including Burmese, re-
mains constrained by insufficient pretraining data. To address this limitation, this
paper proposes an optimization method based on self-supervised representation dis-
tillation for Whisper low-resource speech recognition. By leveraging a cross-model
representation distillation mechanism, our method facilitates the transfer of knowledge
from self-supervised model representations to the Whisper encoder, thereby enhancing
its representational modeling capability for Burmese and other low-resource languages.
Experimental results demonstrate that the proposed approach significantly reduces the
character error rate (CER) on ASR tasks for Burmese, Khmer, Uzbek, and Punjabi,
validating the efficacy of our method.
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1 55

ITHER, MEBRESWEEURNARZESENAH, HEE IR (Automatic Speech Recog-
nition, ASR)(Malik et al., 2021)BREF T B2 3 - HOpenAL#E Hi Y Whispert® 7 (Radford
et al., 2023)1E I FH68 T /NI AKMRZ B S IRERIE, WET MRS ES - 21EHW
FomiE FIRRIESE « ZRTEIER T HEEEIRAI(ASR) ~ 15 E #l1% (Speech Translation, ST)F
EE TGS (Voice Activity Detection, VAD)EZIThAE, & HIEE S L EHEFEESHE
T EBERRAERE o X FPEREL T T B G T H i B I SR80 ST LU G — AR AR IS 2R %
it

RE WhisperfE IG5 = HFIE S LRI R, HEXNTE D KEIRTE S (Magueresse et
al., 2020)F)3E FAMEA IR 2 ZE PR - DA - RIHEE G, EAF A AR BT
FARE /DI, mARTHRIE - P EGRIFEES /DR - XFHEGEREEES
EWhisper Tl Il 2R £ 38 7 77 767 B HITE 5 o0 A0 A 45 (R g 4, 48 A8 X 5 H68 75 /N
YIGREE #90. 1/ o SCEGEE R, R R IR B8R AN 5540 T . WhisperX 46 ) 1 17 85
Z(WER)E E#IT100% - FEILER T, O3 E 0120052 B SO KRS, DA A B AR (R B IRE
FHAERMS . WEMEERRGAEFERDTTE: —EETHLIES TR, X
R & SRR BT iR 22 > e, RAA NS BRGSO B R ETRE S - flnPillai et al.
(2024)8R T —FhZ I BOARAR: BEEAERERIFR &M RIE S (WFK/RTE) 134T 85
W, A VMR IR & (W Sh % /R T &AL, LR PH/NMES RIZER; Nagasawa
et al. (2025)FIFHTE S ZMMKIETE R R, FAERERA S FIEES EHMAWhisperte Y,
RIERRAE 5 RIER SR EEFE N ES MR, TBNHZERERREEES . Dt
SCIBETE S IE N o SR, X RITIERVERUE ™ B TE S B RS REGEEMELE, B AT6E
ST RIS BIRE S DAERE, PAECICEERE ISR . ZEGIASMRESERE,
R EIZRI PR SR S ERAE T, DUESRIETHRETIRTE 5 1 L T SO 515 S — B RE
1o BE TAEWILL et al. (2024)F 75 5 A GPT S Whisperf& A 48 B HE F- Whisper 76 /4 5% 52,18 L
FIARERE, HA R RVRCAITE S EIRE R RINIRE, IRYE 15 R EOE 2 (ALP ) 1B B A
A de Zuazo et al. (2025)3813 RiE SEAFTANLE 5 R AL 5 03 AR WhisperfR B A4S
A, NMIEAHAE B IE « AL ERINRES e L8 ERFRM - X7V B Al B
RIACRBE, BARR EHREEWhispern i g8 WML FIRIE S FIE S ERAET), TIERARL%
BFAEREN AR . SRaTE ., HETERE—ERE LRI TIREIES RAIZER, B
RBEHG IRARAOH R B IRE & RALERRAE S),  [RIN 0 AT RE S 4 R R R A AE -

ERERERZ, Whisper@& —MET WE # I REFREAL, HIZrE BB REE
BEGE - R, H—RE e B W B2~ 5] (Self-supervised Learning, SSL)—— TR 7E
EE RIS PRI BT - SEGWETNEAR, B RE S B @ £ SS (i
PR~ X ARSI 4E), FTUANTEVRERE S8R P> HREERIE, RS T A ARE 5
TRAHH - FEEEIRAISE T RS, EXFOTECBUS 28T - FFlH, & 41XLS-R(Babu
et al., 2021)MmHuBERT(Boito et al., 2024)% %185 H W EEA, EAMETINELZ B S EIE
RIS, BRI R ARIBE S TR ST GRE AR DB S, tHRERTEE &%
A . XBEATATEE: SRR REIRE S P2 FE REENR, EidZ
V8 (Distillation) HLHIFF2 2 Whisper, MR EAERERIES N RIRIERE A B?

Mt AR T —MET BB RIEABE, FH B W EEEPNGEEE
IMARTY B HSR KA FRAEEE /13T E | Whisperdm il g o S HH R AE 25 8 47 B Whisper /R AP
fie, FA17EWhisperdmid & A i idi A Adapterth, K Wassersteinff B (Panaretos and Zemel,
2019)8Soft-DTW (Cuturi and Blondel, 2017) P FXf 55 J7 %X TR 5 Whisper R IE #4173
fEZETR, SKI B I B A 2 Whisper i 5 (0 F1IRIT#8 . E5R Whisper ) RIEEFE S - &K
SOEFEXLS-REETUAE R BOMAR T | 32 2 R H AR KRR TE AR TE 238 5 808 LA B I B T 45
B & EmpZ e - DI fiE - R - S5l IEM 525 505 H B, XLS-RAF15
YIZRIS K IA36/NRF, T Whisper{X 250.6/NF, X F0 22 BE X LS-RE BEFH X Lo 15 5 1 5 4%
fiE, ¥RFN T Whisperf@ AU iX BB S HIRIEAN B « EVIZRA, Whisperfid B S ERFFRLE, X
% Adapter#FATHION, R FIGTEREH FEIRIGRITEE - AR STRkAn T -

(1)# H—Ph4E & Adapter (BRI ZE IR T E, ZERFF Whisper JFIA A0 & BT RIE = 1R5 58
TR, BRI B RHEIRE S N RIRIEGE
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(2)5] AE: T Wassersteinff 7 FlSoft-DTW B B BB R AN 55 J71%,  PLN K Whispert& 2
I e B R e H A AR (R4 K 22 R A1

(3)FEgh ) - RAHFE - BIER 5B MG E E U AE S TR SER R BT iR T A B R
RTFTIRBIRER, 2 HIEIL T 4.8% ~ 6.5% ~ 6%F16.3% )T HE ZFEAK «

2 MXTAE

FHOpenAT# Hi HyWhisperfd 7 52 24 Bif fix B UK 2185 5 v 2w 15 5 R B AR50 %R
K FHE: T Transformer(Vaswani et al., 2017) )40 5- A% 25 2840, 7E6877 /NI B K AR £ 15
=R ERIE(REICHIES) LTI . B O TS —RIFS B F I EEER. WY
73l o HEZ TR T SR Z f Transformer /2 7 5 & (5 5 #H AR RAE, WEAG2Z8NE T 8 H 5
T A e OB E IR (ASR) ~ B E#IFEST)MIEMKRIN(LID)EZ LS, rEESH=
8 [E] i TransformerZ #( Z5 (6] - HHj, WhisperfE i IBASRIES H, FELibriSpeech test-clean#
a4 FFIWERN2.7% (Panayotov et al., 2015), 7ECommon VoicedZiEIiREE _EFIWERHN9.0%
(Ardila et al., 2019) - A7, Whisper/ERR 7 AR BTIRTE 5 (040 M5 - RAHFEE) ERRBIMERE
EAEHEAL, MWhisperSERW I E1E, FIHFENWEREEIL 1100% . X—URRE T
SFERRMRBEIRIE S . Whisper BB S FHILER EROAN R, mFst— 2 mig st -

SR RE A EMN, B R E 2% (Self-supervised Learning, SSL)AE W18 i 75 K H#
BORMEEEEEE LA TR, el > EE(E SRR MAE S T RAFE, A EZ
DXE N TAREEIE M - ST TR B FE XS T 3] (Wwav2vee 2.0(Baevski et al., 2020)) AR
B E E (W HUBERT (Hsu et al., 2021)), @3 TRINBHEAS  BELX o IEUREAR, ARG A
HHBMERNEERIE . Bol, FROBREESHEMNEZEFE: Facebook$t i fwav2vec /7]
R, @ TR RS SEIE SRR A T X FYWavLM(Chen et al., 2022), 4561
A IE R ANMESS IR RAER B A, DLUHUBERTRA!, FIH AR E IRt fT
BB - 5 RES —IRNEXLS-RMmHuBERTS L85 B W EBEA, EA 7 RAE LT
FEZESEIE L TiNgs, B TIRBHRE S ey > 2| 8 BAIE S R1E . HPHXLS-RE
I K wav2vee 2.0#H1T % 1 LMEEIRTOINGE 2R, BEZMARSENENEE, &
FE300M ~ 1BFI2BSEURA o X LT FE LibriSpeech % B VEM i - R B 1 AL 8RR RE, RN FE(R
BIRG s TR RIFRTREAET -

3 Ak

AR —MET HEERMABOBERIMILIBER, EER T Whispert U 7E
REFES DR THREGED - WMELTR, ZERBE =1 REBERAM: Whisperdi i

Cmy || k| [ uz || pa 8 mEIsH
N NS e €8 reey

Gating
\\ ss_é_ vk 2 = /,
Whisper/gi32e \TE?Eln ID:J%#%EAdaptei . ]
% TransformerR . I 1 ‘:Izl
HENEHN " . X
ST R Adaptertsite —» BEANT—1k
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Figure 1: [f] [A]Whispert& 2 i) B A A RAE 28 18 714540 1A
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IE N BRER ATRINVE S FIE, XLS-RIENZMAER | 124t 558 K A58 & 15,
DL S H A Whisperfi tH ¥ B Adapterfd 8, T SLHUE F R - Adapterfd S N HD 6L & 2
TESIDMSIATTENS, H TEFEBENNESHFER, URAERUEST B
o R B, JRIAEE S HILE R 7 51 % A WhisperZa i9 25 5 XLS-RIEER! | 8 i FEHL AL
i (Swapping) B AE R JF U 15 B A1 0 R 2R 93 51 #1 A Whisper fIXLS-REEA « WhisperZs i 25 Hi
I RAEIE N Z,, XLS-R M BIRAEIC N Z, - ARICHH B B E RIEE B REETTIEL
3.3 0 Zy R0 Zoi AT WX 772>, 51 5 Whisperdm il 28 # fJ Adapter B i LA XLS-RE %
HWIRES FRFFES AT, 58 Whisper i R TR IE 5 FURIERE
3.1 Adaptert&Hixit
FEBBOAW hisper SIS S AE ST AR A LI R — SR AOEREARTT  IELISCR SU7 2P0 A
TR TIMEE: JRiLEsZE WS ECE ] R AR A AR AR S L E & m REE S ) 22> 2
PR, SEEAEERERIL -
WGRRR . B LS EOE K . YIGT8 s, BESIERELSG TS L s -
R B A, AR SCEEWhisperdm i 2% 7R U Il A Adapterf& 5 VE R R0 FE A E—
ATYIERER 53 X PRI REAR B T Whisper”E im RRIE 5 _LRIRIL, OHFEEIE S MR JH
AT RIEE, NMRASEAEZ BTSRRI S TS . KIGET T AR E L]
AJAdapter, HEEMUIE2077R:

ﬁu,{u 0Man

X A X A
fRBR Fro
e |

(a) Bottleneck Adapter (b) Transformer Block Adapter
Figure 2: PiffAdaptertti

(1)Bottleneck Adapter
TREEFE R RS- AR L MBS - TH4E R 22 SR T, B Bl S 2 R A2 B M di R B (R
B dpottiencck . FHEIT GELUBE, &Ja i FA4EZKE ZRIA4EE - HiTRAFN:

Adapter(z) = Wyp - GELU(W4own - ) (1)

Hrz e RT*NyWhisperdi i &5 ik 5 — B RO B, T2 MWIE, d2FFELEE . Wiewn €
RefbottteneckXd 7, - e ROIXdoorttenceke o ZLEFZH/D - RORE, & H T RS E B AR BTIRE 5 09
FFAE 5> A o
(2) Transformer Block Adapter

1245 1) B B | Whisperdm 15 28 % J5 — J2 B Transformer Block, F ¥ HAE f 4515 8 5 2
fJAdapterfSR, (O HAFSHTHME - ZRREFENZ LEE ) SBERER, &
& HERI_E T SRR SRR HAE T -

ok IR FhEET . Adapter % H 1538 13 PR 2 2 5 R tn dm A% a8 Hy tH AR DN, B RIRAR
fiE:

Z1 = Encodery,g () + Adapter(x) (2)

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
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gﬁiﬁﬁﬁiﬁ)ﬁﬂéi@ﬁ%ﬁ@%ﬁﬁ’ SINT AR R 225 gy, A B TR =S 8] B SR

tEAk, PIFPAdaptert?) R F S EUARA KR AT IR, RITEYIZRAT B3 8 H Whisper i &3
RE—EONESRE, ATVHRNRAdaptersH, MT#HARVIIGIR S S REA —2,
EEGRPEREIRML, PRI SOERE - RORE RS, Adapter i HRAE N f5 SR AE AR TR R
AR (FEIR3.37), DI SR TR B IR VE 5 RIEFARE T - 0 RGUPE A AN RIS SRS BRUR
AIGEFIN T BERMAWisperfiid s i /g — ESEW A SAE N . — 7 H AT 5 Adapter /i
FAERERES LARAIEREIAT IR, A— A HBHTHERZTIRE S 20 F A 2 b
A (W) L MOPEREF LB, B R MR T AU
3.2 BURHER

MR EFHMER R E S F BT RS BT, RIS EEE r B RS54
FEAS, ARSI T AR IWAEE LB 7. EEFLE)(Speed Perturbation)5 & 1 i % (Pitch
Shift) . ELIALIT
HENBY: WEEE ST R R, SRR R BN . ROGKE T 2 EE
BRI (410.9, 1.0, 1.1) AAE AN 1 22 BB AARAS -
TEhts: ERFEERANZRRRR P EEREEET P, EUUEAER - BETULER
RXEE UG R . AL H, FEMETEE I E N £27 45 (semitones) o

R 65505 T8 5 15 08 13 Swapping BRI EFEHL 7 FL 48 Whisper FIXLS-RAEAL, FERAE X
ORI AN o IXFRSREE RCRTT T IR S REE . (EREIE SR RS i B RN B N 0D 5K
DR WEE N - TERAITRHAE, IS ARMSGEmEEESHERMTERE, MK
IEERNE LN - FL, A ENSBIRREN 5T I 8 L —B Bk, Rk T IR
BRERIESTEENE -

3.3 RIEEE

FIEEEWhisperRIB S E R IRIE S NOFE 2 EBEEE S, KRG A—MET B LB EIEE
VBRI, R BERERIERS . 5] 5 Whisper® > & B XLS-RIET F1Z (b BAERE ST - 4hE—
BB, K5 B A Whisperdn i3 2% (& Adapter H5R)5XLS-R HR | JHE4EE 5515
A ASFIE T 51

Zy={21,23,. . 2V CRY, Zy={z 2% ... 2"} Cc RY

FH T P PR T SR F AN R A T SR A SRS 5 IE T S 1, S EUE ORISR IE 79 KA —
H(n #m), TCERHZRWIRKIFITEZNTT - A, ARICKFH Wasserstein i 2 F1Soft-DTW
M7 IER 5 | LIRS AR T RAL 725 1R
(1)WassersteinFH &5

Wassersteinf 2 & — P E M 0 M R ZRAEROTE, BENS B M e8> 25 (A 1 ) JL
feEt) » ML TKLEUVZS RGN, EE ML ESHNRERMIEERE, BANRES =M
A, HREE B EE UZE AW, FIE T A RIS R R AL 7SS -

HEMERNEMEC € R, HA10; ;38R Whisper5 XLS-RES WA 55 I0UEFAE 18] K IS
BEFE

Cig = llz1 — 23]13 3)

BEJE 5 A MERIAERET € R ™, FoR Mz 2R B S BN E - 52X T Wassersteinfii 26 & XN AL
W FERE 5 & H R FE A Frobenius N R :

Ly =(T,C) = Z Zng -Cij (4)
=1 j—1
S SEELE R BT A A R SR i, R SR A Sinkhorn-Knopp B AE X T AT L LA - 1% 7 1%
FERAM R R ARG A IENDT, AGRA TEUER G, D TISGHEE, & THE
WA 2 YN SRy R H PR 21 S DAL

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
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(2)Soft-DTW

Soft Dynamic Time Warping(Soft-DTW )& —FE: T 8] FF 5116 57 AR & 77 4%,
IO T AR PR R B AE ), R AiE & BB E(E 5 PRS2 - 5 WassersteinfE & 1Y
2R AR IEELAE, Soft-DTW B MU B Mii4 & &R 4514 I [RIA 55 '

5 R AR, B S B ARG € R, EARC, — |2 — 23 BRI
HEFRMFEFER € Rm, BN ILER, ;R IR S 2 (4, 7) B8/ NI 5T R

R;;j=0Ci;+ softmin” (Ri—l,j7 R; 1, Ri_17j_1) (5)
. softmin 2 H IR B 5 B ) Msoft minimum %, & SCHF AT A (£ e minia
B )
Softmin'y(al, ey ak) = - log Z e*ai/'Y (6)
i=1

iy — Off, Soft-DTWIBLAELDTW; iy > Off, X5 REOREF FIAME, & H T f 4%
%k o AR BISoft-DTWHRAR 7y RFRAMIBRER A R A ICE:

ESoft-DTW = Rn,m (7)

bR T M AR T SRAE 7% VR T VA o N & JR) 93 A 45 7 (Wasserstein BE 2 5 JR HR IS [R] %
12 (Soft-DTW) i >4 B X Whisper 5 XLS-RE I H A ESEAT 0 T7, 5 78 1 2 165 1IF 25 A R -
ELBFYIGRT R, WhispertE T £ T SHURFRRS, (UEAIHAAIAdapter bR, F£ RN
R7 B % R B AT B SREE 1. Wasserstein /735 DU Lw = (T,C) J AL BHR: Soft-DTW ik
PLSofe-DTW = Rngm FRALEHR - EHEEF BRI R URIES . ASCNES BIYILGE T — 5L
fIAdapterféibh , 3 1B STDHEHITEHIT ASR LS IS A B 5 & B Adapter, M (712
AR RAEAEAS VB S L& ERARKRE -

4 LRSS0

4.1 BUE%E

NIRRT TR R B IRE S TIERUE, AR SGEBUT Fleurs(Conneau et al.,
2023)% B F 1B E AR E T UMK EFIES: 4815 (%912h) « RIHEEETh) - SRR
T (ZI10h) F125 8 1 15 (£96.30) 1E 7 SE5E H AR « X PUFIE S 7 MIFESSASRA . f# FFleurskl 4>
train /test/dev= AN BB S, LIBIRTPRIA TS T HoME o AN 4B VB AR S 45
MHNFE T OpenSLR2W H A AISLRSO(ZH A 7B 4h), SLRA2(RIFHZFETELI4h)ENHIAETE -

4.2 TFHHERR

AR HFFPEE R 28 (Character Error Rate, CER)E N EZ1Rfh#ER, AT HREIEE IR7
IR BRIE S T RIIERE - ML TREE 2% (Word Error Rate, WER), CERHEFH TABIF
P XA B PRE S G5 - RIS - SRR B M EIE - XEESHTHRZ AR
9 iF TR IR A FANE, SEEETEWERBRR AR &AM, A5 £ s iR
2, NTANRER S BETUNERE « I, ARG —RACERMEAANFRE, DIRIEEE S A4
A —EMEA A TEM .

4.3 SERKE

PNGRAETY . A 30% F Whisper-base IR g &5 E R 22 AT, F5R FHXLS-R(300M ) 1R 2L
B, pHREERES BRENEZESRIEE R - HPWhisperBt B RFF 2 HEE, (NHUAH Y
B2 AR U Adapterfitt o

FEALZ S PEEE . Whisperdn 19 25 OB A& 0 K/NE E 307, X TREMIESZRA, &
7E R B3 72 % [ & (zero-padding) AL FL & 0 K/N - S8, XLS-REEB A#HITER, X F
FHWhisperFIXLS-RZ [8] B 4# E X 57 tH R A B . Whisper )38 7T 2 #1R J 25 208 & 5
fiE, MXLS-REZE X N AEFTER 7, FEHHE Wasserstein i B B Whisper F3E 75 X 8 7] fE &

https:/ /www.openslr.org/resources.php

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
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FEXLS-REVESUEERAE, MM YIZRER - T X — R, A5 5I T Rl
B (Random Audio Concatenation) 3B, %755 (Lin et al., 2022) F P IERALL:
AT RET, X T METHAR, YIS RBCE T 8NES F BT % - B
B R R AT, BRIPHEER S K EA R TR #3070 EFR -

BERIGLE SERE . M WhisperZmfid#s (1 Adapter) FIXLS-RIRA 15 f§ — 2 Transformer (5 12)2)
IRFF R RAL 53 A1) 25 124E FN1024 48 fY) ] & - X Lo (a] 21813 AR S M1 2 SRS R 256 46 1Y
g, FHFHFTL2E 1L o TR 736k FHT o 1L 28 R FH AdamW (Loshchilov and
Hutter, 2017), #>]ZH2.0e-5, FFFEAT IR o ARG R 7R $1RTX3090 GPU _Fi#
TR, AT R RAFTEIN/DE o &g, AICRRE 360025 FF T H T S3PRLA K 1 i
S5 ASRIFATIIGR -

SUPERB Benchmark: S3PRLAE 28 A] H T FT HSUPERB#: 1 1 55(Yang et al., 2021)-
TEASRIES W, REAERNFIESEL A% NEHTREG, XLRE/FFIENEE
Wk N NUFAESS BTN SL AT ROR - BART S, ASRAES ITRMIL FH— M & H 21024 IR
WA LSTMM L& ZH R, 0 ETFARFRICTCH AR FTIIG - ASRAEZY A1k 3 72 Hr AR fd FH 41
BT HEA . AdambILBSHTASRIESS, IR EE H1.0e-4-

4.4 SCEEER

N T ATV A SCHR H AR T B B SRR F Whisper (I B8 5 2 R A L0 T B FE IR B
TREFIRAMES PRIER, ARENUMIE S B T 75258, 2Rl hdimaiE - RIHFEE - 5255
e IB R S5E S 18 o EEUR IS Whisper-basedmi as E L, H LAIXLS-R(300M)VE UMY ,
1B 5] AAdapterfi B 5 /MY WassersteinfE B AT RAEXT TR, S8 AFEEIEE
PLoh&E RS, WRENIKHEIFE S @REE ) iR - &ASRIRNSRmERIR -

Table 1: B EMIFIES L FICER(%)% . - Adapter1f{#*Bottleneck Adapter, Adapter2ft
ZFTransformer Block Adapter, Whisperft.7& Whisper-baseZafiZzas -

kit mEE RIEEE BERwiE SEEE
Whisper 18.27 22.35 15.32 15.1
XLS-R(300M) 15.44 20.05 12.37 14.12
Whipser+Adapterl 17.39 20.88 14.39 14.15
Whipser+Adapter2 17.5 20.9 14.45 14.19

MNEERE RS E | XLS-RIEFAEFTH IE S L AR A FZ I F Whisperfi &, X — / HR
BERMEMNTIMEIINGERSSHE, 5H— 77 HEIH E7E B TE S @y [ H s RIE
BES7 . BIANTE 25 R TEIEESSH, XLS-RAJCERME Whisper M 15.32% 4% 212.37%, LI &
P, FOHFEE - EIE L FS5E BB BIFER T2.3% « 2.83%F10.98% - %45 RN 583
TXLS-RAJFRAE TR T HE Sk . ESH —PHRHNE, REFETEEGIERK
&/, (HFEWhisper AL E T R IMHAAXN &IKHICER - FATHHTIN N, X—HMEHATL
BukTEREE, FEERARGHREZDIMER . BAEmMS, SEEEERERL FTEW - 5
FFEMBE/N, BUtiE AR G —, Al REE RUPEAR T IR TE 2 5] 3 B2 A AR 1t 55 18 UM
XA ER R 515 S B 245 R B e BE B .

FEBLEAM B O ARSCEH — BN T B RN [E 455 B Adapter B BR 4 I R SR B W4 1
JZ 14 3 HBottleneck Adapter(Adapterl)Fl & il 4w 1% £5 & J5 — 2 45 14 fTransformer Block
Adapter(Adapter2) - LI 4E R R, X P FiAdaptert B8 A SR F Whisperf® B 76 1% 55 VR 15
= LARRAIERE o BlA0AE B25 55015 L, PR Adapters B CERFE: £14.39%F114.45% , £
WEEE « dENEMSSE T E F MBS T B EMGE, TRARIET 5IIE R ] ) BT RAE
R AT . (ERERMZE, Adapterl ZEUMIE T _EIHUE THSL T Adapter2IRR, R
H RS E R A SS PRSI B B 22 7 S G RE A s K 7E 5 B g it — 20 T -

GELEPTIA, SEESLERISUE T AR ST EAE R EEE T BEERAES T RESUE: (1)XLS-RE
T B3R RAERE 1 7] N Whisperfe (fEEAI MRS 2)BE &M Adapter B & RIFHIiTHRE
71, FERIEGTRE R TR REGR ) REERENMIES LG TR TR

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 569



FEITRIESYRZ

AWhisperfJCERZE SR, BRI RIFHISEFRN AT T -

4.5 LRSS
4.5.1 FRIZECT R RGN EEEME G R0

EARTEEF, BATRER T AFRSEGI R R SR ERE R, A e T =F R
T RN R E R & Adapter (EEAdapterl) ~ 2T E #|Whisperd@fid sy /g — 2
L Adapter(IC1EAdapter2), DA EZERIAWhisperditd 28 /5 — 2 - FERFFEIRIG5ETT
K(BEYLE P S IB B —BWIRR T, AEMME - FUHEE - B3 wiE sy
EMEFIRIE S DACE XM ERIE T LR T &SRB IRUR, SR INE 2R -

Table 2: N[EZEOTHEIEEASRIES P I, THFK R IRIE S (£ HCERITEAL, 2535 f#
FIWERFft, Whisperft.# Whisper-baseZsfidas -

B E MEASEE WEIE FEHEE SE%HiE SHEEE J0E
Whisper - 18.27 22.35 15.32 15.1 9.7
Whisper+Adapterl 0.52M 17.39 20.88 14.39 14.15 9.7
Whisper+Adapter2 3.156M 17.50 20.90 14.45 14.19 9.7
Whisper+ il i /5— /2 3.15M 17.35  20.85 14.33 14.1 10.84

SIS RE, ENMETEIFES L, =M NI T R G Whisperfd & . Her, Hiz
OAGRAS &8 i J5 — BT RIEEM MBS LRI BUE 717.35% ~ 20.85% ~ 14.33% ~ 14.1% ) 5
RCER, E/RHEIERMRIEENEES - XU, REZTESHER KR (Z3.15M), (HHE
EFEEZES B TR ES AN B SR, WA B A E B
o HELZT, PifAdapter /715 R RMERERG D —%, (HHEE TRENEREA, BESE
&= R R ASCRM T . Adapter1 {5 AA52.5 F AlII4:54, BIRENHES FH k&
FCERFENR, A T HEMFSEER S TGS - M Adapter22k H 2B E flRwidas /G — 2
EEMIFT, BRSEE SR T EE S (293.15M), HEEEHEE R TEAER, Bk
PERERS G, =M RMRKE - R, BEMARGD LS BREEMERREES LR &
M, ABHAR R TR (LRE ) FRERIIA R - FATFESE Lot — 01 Ah T HORE BB A ERE, &
MEWERM R 199.7% £ 210.84%, 5 B2 & Whisper | ZREE o & E 200 5 R
BEZ—, ZERKAREEE T RERIR T JRIGEA & BIRE S AL EREE ) XA
ROA] DR R N 22 5] R R B RORHIFI R 5 T B E S B A RIERE S - X T
FhAdapter /71%, FHTHRS FEAEAIRERE, 3F BARE S PRI R T DOEEE BT Adapter, AT
f%%WhisperEﬁE"]’?‘ﬁ'ﬁ fE
4.5.2  NFEIRMEZETTEEXEE T GE R R0

CERTII RANTRR T R R Bt B R MO, 50 1 T PR
HIFAEXS 57 J71%:  WassersteinE B 5 Soft-DTW (Soft Dynamic Time Warping) - F #1713
TEAM A AR AU 2574 (Whisper+Adapter) SoM [F] AU SR B S8 B B (FEYL S 3 H = 518 5 #Lh) T it
11, AGRAEZEETTEANF -

Table 3: AN[RIFRAEZE T IEABAAE U FIE = ASRIE S RIS (FEAF8FR:  CER%) -

FAE 7% TR SR, MEE  RWEFE BERIWE SEEE

Wassersteinif & 17.39 20.88 14.39 14.15
Soft-DTW 17.44 20.93 14.46 14.19

SEAREE IR ANRIFTR, {8 Wasserstein i 25 (T AEI )15 (17.39%) ~ HRIFFETE (20.88%) ~
B350 U VE (14.39% ) F 55 E 1 (14.15%) L 38& 00T FH Soft-DTW IR . MALHI -F, Soft-
DTW M E T F 4% W BLRHE T 51 2 (Bl “ B XS ST R 127, W THHIE 2 (A F AR AL B R O T
MEERIF &R . SR, EWhisperfIXLS-RiX R L5F) 25 RIS R R 2 8], BT &%

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
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HAFER D MFEEH R ZER, Soft-DTWLEN FFIN 2 Z) (i 7] T /A A ICALEE 2, SECT AR
AL HTAHRAE /T - FIH . WassersteinBi B IBEH 50 60 F I % . S22 5)—Fie
JR BT & 5 B SRBE R FEATRFAERS 57, AR T B AR B (8] B 12005 55, R SL 7R T S R A /AR 22 5
BRBUFER FA—E0IER T, BEEREX FFRENFZILEE
4.5.3  AN[RIZIEG 58 7 R AL 1 BE A R

TEART LG F, BATER T AR EE 7 T R RAE R AR g, =
FAHT THENL B M PF RIS 55 S R A IR B JHE SASRIE S T HITER - L5 K
FiWhisper+Adapter1 4514, WFAGFEVR 7 UMK FIRIE S (GAE - RIHFEIE « 5225 wig A
SEIEETE ) I FAFEE IR R (CER), SR UNFAR -

Table 4: AN[EEGE L 58 7 AN AR TUFRE 5 ASRAES I (R #8F5:  CER%), Whisperft,
ZFWhisper-baseZrfid g8 o

BRI 15 h ) BRI ZETE =l SR

Whisper 18.27 22.35 15.32 15.1

Whisper + Adapterl 17.53 21.02 14.52 14.28
+ BENLE AP 17.43 20.91 14.45 14.2
+ EEME) 17.39 20.88 14.39 14.15

B, BT E% Whispermfid gy, 5] AXLS-REFIE & 5 AdapterEEt 5, 15 M fE
FENNES A SR, RIAMXLS-RiERE AR AL A 20858 Whisper ] 1 B IR IE 5 12
TERET] - FECLER B, IABENL E SR PR RS A — 07 R T /MR E I REIR A, ERE AT LA
VAGE RPN HE: —FE, PHEERY R TIIGERNKES AL T2, G THEA
SO HEHHNFFRER;, H—H, XK RIS E T Whisperds i3 25 5 AL il > 15T
FrRZE - T Whisperdn i@ 28 (I & O & E H30Fr, W TFREBESHEEETREETER
& (zero-padding) LUETT & O KE, MXLS-RIERINIASHITET - MENLPHEZ N ES B AL
L EREE O KERRA, BB T Whispertii Hpadding (5 1, WA T BB AEXT
FERIUERRTE - FEPFESRIS A E 5| B S Hah RS, #F— PR TEBZIEE ), WFES
L CEREVE MM T« X Ui B 28 1 R HoIn AR 81 /T LUAF Adapter2# > B 5 NS & H T
AN EESBMERRIES T, NIMRARLIRFIERE -

NiFE—T B FT IO RS P AR SR BRI, BATH R T EES LR
THERSLES . BAZEARE. MEREESRS) . (UFAE RS, UKBREHEHARE, H7E b
LB PR PF e SRS O EE At b #F AT« SRS R FsR, 1BEM S5 & 5 R X AT 5
IETERM, 593 CERH17.43% M K F17.41%17.40%, WA AN, CERF—HF%
£17.39% - RERFH, ZHEAPNEE DRI REW I MBI ANORIEIGTESIR, B THRAE
BUFEAR B IR S& 1 R Iz (L RE

Table 5: AN[A1E & $4 8 K B& 76 40 f "B ASRIE 55 L ATHBISEES (CER%) - FA X E 5
TWhisper+ Adapter+FEHLE A -

BRI SR 7T 5 2 ) 7
T (W) 17.43
PHEE+ EE ) 17.41
P+ HR iR 17.40

P+ IEE S S R R 17.39

4.5.4 ARSI BRI HE HI R

FEARTREH, WATRG WA T A F 2 2O0 R 200 # 3(XLS-R 300M51B)5
¢ 4 151 7 (Whisper-base5 Whisper-small) 2H & % 15 B 0% 68 B9 52 i - 5255 5% F WhisperZ 149
#5+Adapter1 4544 75 PRAFFECTE 1S 58 KM (BEVL S Mo HE 58 S P sh) — B IRl ie &, FATEE

TR E AR SRS, FB63T-H5T3T, W, TE, 202548 H11HE14H.
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FTE - RIHFIE - B AEER S S B MR R IRE T LR T AR R, 4R
WME6FTR -

Table 6: A~[FZ%8 & PR AR RLAE PO FPIE 5 ASRAESS B (FEM 5 45:  CER%), Whisper-
baseft. & Whisper-baseiidzy, Whisper-smallft.3 Whisper-smallZ@fid#s -

TRANRE GiE RIEFE BwE HEEE
Whisper-base 18.27 22.35 15.32 15.1
Whisper-small 16.08 19.52 13.12 11.76
XLS-R(300M) 15.44 20.05 12.37 14.12
XLS-R(1B) 14.74 18.76 11.2 12.41
Whisper-base+XLS-R(300M) 17.39 20.88 14.39 14.15
Whisper-base+XLS-R(1B) 17.38 20.76 14.45 14.07
Whisper-small+XLS-R(1B) 15.64 18.89 12.4 11.79

GER IR, ZAEEA HWhisper-base % N Whisper-smallfEFTH 1B S _F &L T CER,
ouE T ERA BRI @B . R — 22 AR E T (W Whisper-base), 1 F 5 KR 192
AT (AIXLS-R 1B)i@ %7 R EARAICER, 3 BH3E hn ZOM IR (1) S B T8 28 i Rk R
BH—EMHRIER - X—IRIERT REEE 5B EMIIGN R 22N EFEENBES
HERIE, WAL (Whisper)#& it T H BZALEEN R EES - IR, 7£5%5)%iE
b, 1BEERIRIR M T300M, FIRERIE SR m a2 Bt B gl & sk . #E—20k
%, Whisper-small#EFLXLS-R(1B)BUS T 8RR EMERE, RIPNEAZRRAE B THE(ITTIE
TEEEEEES - HEMIFELRER: FIESESE L, BRI (12.41%)HRESS T EK
B(11.76%), SEEE G RIEEFE(11.79%), Vi BAZIMRRAY 5T & AN R I S I m] e il 22 A R
REJ) - AN, XLS-R(IB)WITTRS BFEAHEEFENLM, LEEAKSMMANES HIES, &
TE SEBR R AU P BE S BRTEFE -

5 458

ARICAR M T —FPET B B RIEA R Whisper IR HE IR B & IR AL T, BAEELS]
AZEE B I ERAXLS-RIIEF RIE, 515 Whisperf 2 22 5] A (L HE N IR T IFIE S
FFAE o SRERSEIRRM, BRI M 1E - I EEE - B 255 T TE AN 550 1 DU AP I
WIRIE S LG T BRI - 5RIEWhisper BB AHEL, RIEZ BT A 71 H IR
Z(CER) T E LI TSR NFE, UERA T 51N B W ERRERAL Ry AR 5| SR B RE SR
BEEBRWR - FE, BELRAdapter RS THRBRIE S ERERIFRIRS, JRGEE MR E R
RERBINES LRRRIGED), AL RIFRERE R 58 A .

RAELAES, FATHRIH—PRRERBRIER B ERRN - B FE RIS, DU
HM M Z &S B S EAEBEMIRTIE ), UHSRAZIES - TEENREFES
NHEEFIRBIERE -
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