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Abstract

Garden path sentences are a special type of sentences with local or temporary ambiguity
in syntax or semantics. They are common in both Chinese and English and are of
great value for research on language processing and cognitive mechanisms. This paper
focuses on the ability of large language models (LLMs) to understand and analyze
garden path sentences. We first constructed a dataset of English-Chinese bilingual
garden path sentences with a typical structure. Then, cross-linguistic and cross-model
experiments on syntactic structure analysis and sentence comprehension were carried
out based on this dataset to examine how well LLMs can analyze, disambiguate and
understand garden path sentences. The experiments also compared between LLMs and
the Stanford Parser in their analysis capabilities. The experimental results indicate
that LLMs show a garden path effect similar to human sentence processing. They
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can use noun plausibility and verb bias as clues to assist in disambiguating sentences.
The disambiguation of English sentences is significantly better than that of Chinese
sentences. The language models show a large difference in the accuracy of syntactic
parsing and that of semantic parsing. This empirical study reveals the performance
differences between LLMs in processing temporary ambiguity in English vs. Chinese
sentences under different conditions, providing new evidence for sentence processing
and the underlying cognitive mechanisms from a computational perspective.

Keywords: garden path sentences , large language models , syntactic parsing ,
semantic analysis

1 55§

10 b W 12 ) 2 — PR IR B R AR IR I B SR, X R IR AR . i Bever (1970)#2 Hi . HA%
ODFHEET: B ERBANES T BIE B R R 0T, 7 WS 0B SR & R il & B L
HIAT BRI, RATEAIERRIE . BRI a2 —MERR . 7ERE LS RIkea) T
Hfgt, EMGELREBER BRI E EREREEANER, EEENERNHO, &R
IR A BRI B AT AN« FEEEHATE F) B 52 H DR AN IR T AR S L H I E EE S
B, AR ANRIE SRR Il TR AL T MR R w0 -

TR A2 A RS L 2 FEE (E B2 R TGN MEE - BI40: FEBeverdx ¥ Hi K922 #7E b
K415 5] “The horse raced past the barn fell” d, L& FEWIE AT B T BE 2 TP BCHE 152 BR % (20
R “raced past the barn” 731 h EAJBHIALETE), (HEER AR fell” I fil & INFIHR, FHF
FLAA S T ST N, BRI “raced past the barn” & 4EH% k= A MA] - fEEEHATE ]
B2 DR AR A RTE S NG N EEZE S MR, AR AKIE SR RIS T
FRIESR ML T A IR E H -

KIE SR BIRTE 5 B S A A mBUGECRH S, NG S I IALEIB 5 R 18 AT
AEME o BRARRAETIAE — O RN AT S & T8 = A0 B AR v i R I sl (B AERRifETE 5155
R RIS SEPRTE 5 88 Z Rl H R ARSI « A5 IR KT 5 K o) 2 7E =
FRRLME, ATTIM AR 517 M (Hao et al., 2020); WA FEEIGELEINGMRRTTIEE
B2 ERE SRS, HI/ENLHIS AR THEEZE R (Bender and Koller, 2020) - 1874
A EEME AR TS, ORI RRENE S TR EE T A

IR OF — 0 T R A 0 P E [ WA 12 A) B 9T (Irwin et al., 2023; Li et al., 2024;
Amouyal et al., 2025), HFRER M EE T ~ B IRE AR FTXE - Li et
al.(2024) L2441 “F Bfy1a] /45 HE ok R RAEF R 2 0] R L85 #EE, Amouyal et al.(2025) LL694H “H.
R/ B R MR A SRR, A ITE SR MRS, BRI DM AES
LRFATIHE - (HXE TR R 7 ST M2 a), Tl B Al e R & IR T b 376 bl W 128
FIEE S X LA - A CEER A B EEFIE SRR AL, AT AP “ B B R/ ME 2RI
bl WA 12 ) % R LLUKIE SR B FNR S A)15 73 1T 28 Stanford Parser(Chen and Manning, 2014)5 77
L, WEFRRLT =R

(1) KRGS RABETAHHE SCEHVE - shia [ 15515 5 LR A RE S AT I TH I,
PAR ST SRS - HEFRRE 7 an el omm e 2 i B ST AR RE 2

(2) 1eGLa)E s M 45 AE & F 15 SCE BRI « s in f A 14 S5 15 5 L R A RE 5 i a) T
HE, 5RESHEMEGRI—E°

(3) RiE SR AE B 12 0] IV ANE T 5 18 X TRE ) B AR E R

RO E e T — NI TE TR W 12 A NOE BE 22 (BIT-GPS-576), 1Z%UE 58 61 36 16 b A
RAISX N EE R AR SER - B ETIZEERSEIT R T At 51 XKL, *f
ot 7 RIE S B 5 A5 M ésStanford Parser B A)VE ST HERH 2 518 LU MTHERR R o 525G
LEREIR: FIECR MR SR AN MR R B2 m T U0E, BRI AT DI A & 2
BN S () PR e R IR T A) T ROTHIRE 7« RARTUERARRIN S T B ATE L irheE ST, 8o
THEFMESAESITERE 2 TRRERME . REERBR T KESEMCEAFES A
RSB AR RERIME R, AiE S MBS TR AR, A RESHREIS AL
INEE SN LR F R A T SEIEERA -
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AL F TR A I LT =51 -

o HIRFEE T —NEPONUE HITER A 12 FIEE £, FRAEBOT R GTH IR 18U - B0 (i
PEATE SCEHE =R, NESTES IWANAB U T Su iRt T B SR AN 505 -

o HIRAGUTIE | B57E = MBS fE ke A 12 A AVR AT AIE SO AT stds, W Ee T RBERA
EGUANE T A OVERERIL, J87R T ENTERRE I AIE R RE S LRSS AL -

o KIEH 5 £ 5 A) 1A 4> AT 88 78 AVE IR Z T 230 H R AR N FIEZREN 18 5 A HE A A H 1

AL HIREHT B B A A 5T RS
2 MXHR

B E TR AR A B G DR, AR 2 RE T HIE 0 M 12 7] (77t Pand 2 AH
7, 2021; Seifet al., 2024; EAFEet al., 2025) - A B 5718 12 AR B8 BR 4 A LI 2% F X 35 A 158 152
I (A0 E N K 5 AL BRI [A]), 25 6 FH 50 B 1E SCIE R () IR 36 2 75 HY IHLAE ol 1 722 2
i (Christianson et al., 2001; 45 Rland FHRI7, 2018) - FEER, BIo5 % PR EHEZFILIE
HE MR RS T LR, BHEE R LUE S 3o A FH shim i a1k 2 R 17 R HATE
B, T B2 H A By BIE A B (Brothers et al., 2021; Cunnings, 2017; Qian et
al., 2019; Lee et al., 2013; Roberts and Felser, 2011) - ItA5, AZKFIFTF B 77 (2016) & #1712
2>) %% 5 Stanford ParserfNf FESEYS, REANLES 5% BEAEBE TS X L . K
BRI R, EREME GRS, B XIEKE - shiditessty - 18 L E SR
AP IB OB, IR B RIEE AL (Christianson et al., 2001; Sturt, 2007; Roberts
and Felser, 2011) -

DO AE T 12 A B S AR AT B/ o FEDGEAC R 12 6] 57 R T7 T, {93516 (2003) RGEAN T
POBFFAERI VU R B EACE AR T 451, PRI (2009) K EmHA 12 A1) 0 0 = 2K - FEDGEICE RS
AT, DOEII T2 TE e RHE, ERE S S aNESM BRI, 55 eI EHET,
FRAIVE SUE BXT I SCUE S £ S /EF (Su, 2004; Xu and Huang, 2025). EHEMR LI, SUE
S0 BN ST By 1] i 1] 1 B B L B 7 S PR ) S L BE R, 2R BR B 3 i [ PR B 2 PR AT 5 T8
AR E (Qian, 2015) - AN, REIM(2025) 4, ChatGPTTEN & fE WA 12 A 77 T EE A b
AT LA A)FRETE SR, BRI A+ h R E -

T bd WA 12 A) I B 2R M BLAE HORE S AU & % K, PR A EZMESBIRER
ISR TALH], (EAFERENENZEIEZEER - RNNG - LSTMS A5 2 IAY bl Wy 12
RORE, BEREENE, DO REE A G FH Bhin i m 1422 R (Futrell et al., 2019) - @l &
IR (surprisal), —LEER KBS HEAWBERT - GPT-255 B HIEFEMATE RS, BIFEA]T
B SR A HEER m IR EHE, HHERIS ARFAERZEZER (Hu et al., 2020; Jurayj et al., 2022;
Irwin et al., 2023) - {H2&—EHF50x KiE S A R IR A ENLHITR 5 SE, IR R ETE
o AR E RS R AR, TOIEMERRE IR B RN, SRETE o AR SR )L
I R ¥E(Cong et al., 2023; Huang et al., 2024) - TR EZN L ARS KIES R FE L
HRREET ., KIRE SRR . R AR RIMELL . BET, DARNGE
BRAPTFEN S, s ENIMREI S B - #EEEE T R Z MRS SRR T R R 12 A Y
BFF0IL IR Z

3 fehmiE A BIEEAE

TETE A H BB B e b B AR A N AVE S T AT LAAr = 2K

(1) FE48 /3187 (Direct Object/Subject), XK AT H & — 1A U LA & 7 S V8 1y
BEEEE, HMEEAXIRAEEEREEE . (1: While the man hunted the deer run into the
woods.

(2) & /#MEDY (Direct Object/Sentential Complement), XA FH 5 — M hiaE LI L4
WEEE N EERERE, BHEEAINE — R FREBIERNEFNE - W1: The scientist
read the article had been published two months ago.

(3) LA /4EE % R (Main Verb/Reduced Relative), XA FH, ZEHEZH], B )
WA LR A F R EE i, Al LRSI AR RN EIIENIE - 40: The horse raced past the
barn fell.
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ABEGT R BUEE /#METL(DO/SC) TER AT A BIR R EBOR TR - mBURRE I T
B, GRTGEABIES RSN R, X AEIGERERSEIRML T &R, AR EIELE
WA AR DR R IR RN L2 o BN sEvE mh « B 58 /A B 4544, 41 “The patient
on the bed believes the doctor will try his best to save him”, ZEPOEH HE RMLIRILER: IR
FRYRAMGEEE—ES R - Bk, EiEFMEREE MR BA —EmiatE . B4
Fr RS T A S AR RE, e B SR IS0 TS EE, WA
HAIER RN - 5=, WEMIRZRETEIE/RIER - Bif/ BRG] LR
KT8 (Sturt et al., 1999), THEEE/#ME R ARG I RIE -

AR ICET(Qian, 2015) I KT SRR BTRHE & 32 POTEDO /SCHE e K 12 A1) £ 5 S BIT-GPS-
576 (BIlingual Textual Garden Path Sentences) o ZUEERH 2 (B UM, 207K F: B -
e ) x2 (AN, 20K F: G AGHE) MR RZSANRIT . BEES GHE L
A~ RS A) - NSRBI G B RS A IR SR, EA s A O (e MR ) -
BT Garnsey S5 A (1997) TN 204 55 5 %€ B A (i 1] M - 255 2008 28 65 101> 5 fi 1 14 5h 7]
A0 DM kS, B EE 4R, HAERROHRF, &AEA3206])F - Hif
10 b W 12 ) O 45 K I U B Tk VR N “that” #EAT O RR - DOBBURE S 1M ohid, @i 3iE
BARG6AHESF], RETER25671A)F o DOEE S AR 7R 3 A) Bhin 5NN 5 R SEELZEHE 5
ST - BORABAIRIPIZR - BRICLASE, B A RSB DR i & At 1 R B &€ n] 4]
FER - BORERF D REIT

EAER

(1) &3 Y A): The club members understood the bylaws would be applied to everyone.

(2) & #dEE; X A): The club members understood that the bylaws would be applied to
everyone.

Question: Would the bylaws be applied to everyone? Answer: Yes

P

(3) BB N A]: BEHEAICE S B HAH T 1 -

(4) BHIEE N A): BIRAICERE, EHCSHE T -

Question: EAHEEMHED TIE? Answer: &

Table 1: YUEEIRE D AIFI

BERA
B shiafRie < 3% EiE O DGE
BRI x & 40 32

EiEWmx NEHE 40 32

BOC T Emmx A 40 30
MBI x NEF 40 32

IR x A 40 32

L EiEREx ANEFE 40 32
FEXL Emm. 2 40 30
HEMREx NG 40 32

J=878 320 256

4 S

E TR HEMEANGERIRE, Ko E T NRERNEES S, 2aEtE /R a)a
VELER A M S gE FE S AT LS, PASS IR KA A Ty R Al WA 12 A R A BT RE T - S5 58 50 1)
T B E R AR R — 210 MERIIAPT (£ 2) ENNNR TH - AESHTSLIRia st T
KAEH 5 Stanford ParserBIPERERIN -
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Table 2: SE3REHURTE SR

EY ] IRARL 5 HE
Qwen2.5 7B/14B/32B/72B-Instruct 4
Deepseek V3, R1 2
GPT 4, 40 2
Claude 3.7-sonnet 1
LLaMA 3 1

4.1 SERHE

LIRS 3PTR o NI & HI 2 & - REAaE STt g, SRADFEARRE
7~ (few-shot) fAPrompt, Z3RAMEAKYE = M ZE (Penn Treebank) (Taylor et al., 2003)FIFRIE
PRIESEEUARE, PSR B A1 R B RV 28 o 18 SCERIEET S INEAS FE OVH R « MR IE
e o e N T4 B PR 28 S8 1 45 SR R B A VTR 8 o AE S AT AE U A 2R FH e
g5, IEFRE 14, BRIEN05T - FEBDRABIERE A, HEHIT oML, REN s R
HIT G - Ut N RARE S (v4.4.3) Mlmed AN SRR A S E (generalized
linear mixed model, GLMM) 43X GVEFIE SRR H 1T Z4EE T

Table 3: MRS 7~
WHLRAT | AER RS

HRE—TEBSFERSE5F, TEF | KE—DTBEERESIES 2L
i E$5 5 DL 5 M ZE(Penn Tree- | . REEA [ 2] 50 [H] HZE R,
bank) AR SR E H BT4A A F RIS | AEI IR R -

Promeg | L FUHE S AL - R TSR S (AT Q [0 A
PVl pestEisk. S [F1F] P: [AIELEN) 2/ 5]

Rl S EARERE . P (S (NP (NN | EM RG] S: B A 47 B iE Y
EE4) ) (VP (VV &) (NP (NN E#) | K. Q PR EHAEEST T RIE? A
)) (PU - ))

S: AL 18 i HAH O 42 10 B

Tot 768 B 10 38 1 B M O 228 1 5

— | fm

RALE A

o

A O Y

o

-
P: (S (NP (ADJP (JJ i) (DEG FY) )

(NP (NN i23) ) ) (VP (VV #&8) (IP
BB | (NP (NN EAH) ) (VP (ADVP (AD 2 | A: 2
22)) (VP (SB #%) (VP (VV H8) (AS
1))))))(PU-))

4.2 AR
4.2.1 REBISLEEER R

Hefi 1R BUATE 2 TR 0 5 I M AP M P, LT LR PR 3 ff R0 S B R
AT, BEBRRNE F A T ERRA . £ 4RI T KBTI 4 4T 6 D7 bl
BRI ENE ST BT INERR (1) LIERR A % (%) « DUEMIERLGAERIER 17
SRR SRR A, s SR A OB AIBE A LA -

FEHAMRENTH, KRB AR R, B AR 8 T
SAISHTHERR (y® = 396.43, p < 2.2 x 10716) . BRE, TERNHFESHMAT, KEAY
S 5 PR R (p < 0.05), HAUEEEMANE N BEGE: x? = 296.5,
Hii X2 = 177.3) o P ERGT RIS BAE Rl 1R AT O R L, SBR[ RaL
T, BfTHES UEMEIRS RS (GLMM) ST A7 o BT E S RN FR - BEFLAK

TR EEE SRS, BTATI-586T1, W, TE, 202548 H11HZE14H.
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AT R, BER A E R L FEEREVLERRIR, Shifl & 75 aE IR 2R/ o [ E
MM IR, B R EMMEN RN ERAER, HPPOEEIEZE R MRS, BIVGESR
TN FIER R BB - St 8 ABEET ER, #NE R m A5 S AR’
FIANESITER R LERT, T EHE LA AW PERE 2 ) 0T R B E L, KRR
TR AT LUF] FH him e M~ 35 G BRI R S8 SUE b A T2 A AVELE M TE B, X5 A RINENSEES
ZER LU (Trueswell et al., 1994; Garnsey et al., 1997)

Table 4: NFERELAHEDHT-FIIHERER (%) HK

TR FR DUBSRasE RIEZGHE  DORBE  mEEUE
R (o) WREL (0?) HEFEL (0%) HERR (0?)

DecpseckR1  96.9 (0.17)  100.0 (0.00) 94.5 (0.23)  100.0 (0.00)

DeepseekV3 92.2 (0.27) 99.7 (0.06) 84.4 (0.37) 99.4 (0.08)
Claude3.7 91.0 (0.29) 100.0 (0.00) 82.8 (0.38) 100.0 (0.00)
GPT-40 66.4 (0.47) 100.0 (0.00) 35.2 (0.48) 100.0 (0.00)
GPT-4 50.0 (0.50) 99.4 (0.08) 21.1 (0.41) 100.0 (0.00)
Qwen2.5-72B  44.9 (0.50) 98.8 (0.11) 44.5 (0.50) 97.5 (0.16)
Qwen2.5-32B  38.7 (0.49) 96.3 (0.19) 27.3 (0.45) 95.0 (0.22)
LLaMA3 32.8 (0.47) 58.8 (0.49) 11.7 (0.32) 17.5 (0.38)
Qwen2.5-14B  18.4 (0.39) 50.6 (0.50) 2.3 (0.15) 18.1 (0.39)
Qwen?2.5-7B 4.3 (0.20) 45.3 (0.50) 0.0 (0.00) 11.9 (0.33)
Table 5: KRB GES TR GLMM 45 R
RS TE 311 itE FRifER z[E plE
BE 2.96 1.01 294 0.003%*

BEERBTGE)  -3.99 0.27 -14.77  <2e-16%**
BJ1a] (i [a] (RN ) 0.46 0.13  3.59  0.0003***

AHE(EHE) -0.99 0.13  -7.46 8.68e-14%**
REPLZAN, 250 Tz REE

Bf)iA (kR 0.15 0.39

7 (B EE) 9.68 3.11

[E: 0 RIRp < 0.001, ** FoRp < 0.01, * FIRp < 0.05, - FoRp < 0.1, TR
ILERp > 0.1+

HTRIAFRES MERS RN FELREER, EEERA TN DEEE 7 73T GLMM 4>
e BWIERIRESITER TR, FESM T KB IR E REEE MR 208, T s s (i 7 10
B AN ALE - T A MER N KERAAE SRR MERED R, BEschxEs
K, BHRAETERAKR . MPCERIRESITER DR, B S F R FE A B
IR E

DO B A S BUR)E S A R e BB (m FiE AR RER B, S0FRTH e 2
B S DB EME . H5E, DOBSLZ BRI AANE, SEUMAHTOE LIS
—, T T ERE6aNE HEHE . £, DOFRZESZMNL, R—MAELERE
RS CEC AR, XA S S DOE A B R K B AR L T B R . BJa ., DUEAR
SHRE SR E R EMEIEEA R, DOEEREANEFZ AN IR, PR T B AR X
I SRR ERR A EL AR SE M AIE SUE B BIEETT, BIaNGPT-3IIZRE R POE S 510.1% -

FATREAR RIE SRB RIS BXF AT, AR M2 A R A gt RIFE R £
R o ZEHBR RS - MEHERE N BOREERINEL, HEP R DGE 77 H R I
TF o {ESEEEHINGEMIR S (n=576) *, Kruskal-Walliske %8 G R &R FAERE LR, #H—F
KHDunn'sE G105, & IMDeepseck-R1UEBILH L R AERE, EFOHEEE T EE S THME

TR EEE SRS, BTATI-586T1, W, TE, 202548 H11HZE14H.
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B HE/RH TAHEIREN; Deepseek-V35 Claude3. THER ZRAK, #Hhixm HGPT RS
30N E 4 - MHELZ T, Qwen2.5-7B/14B-Instruct FIVERR R AELE &S i 5 B 2R T HAth
B BRI, RIFEGEYLH BEEATEENE - B AR, A8 B
FHZSGAMAEER -, X—URKRARENERESURMEEE ) S HBEESH
KA FE SR AR M

1 7] FL B Qwen RPN R SRS PR A B, SR RE SR 5 S80I 2T EE1E
M. BHEMNE, EECALETESH, Qwen2 5-TBFINEFEAT10%, Qwen2.5-14BF I
BEFRSA, HEETR2BIRA N FERERES - YSEHIELAR| 2B, B MFEH—
B EEHRE. RA—EREN, MSEENA, SEAE SR g5E, X EkE a2 a)7H 5
e IR, RIMFERRE -

TERRIZEF AR R R RTER N, HEERGE ST AL AT B SR ASCR 7 A B AR 2 - GPT-407d
BT GPT-4SE I K MEREIR FF . X — A AEDeepseek R 5 H FTARIL . 7EPOE B AN
HDeepseek-R1#Deepseek- V31 F HMER 218 X100 H 7 5 - DRI (GPT-
4ofiDeepseek-R1) TERFFEARIMEZ M FNT, H5280 7 ot BEREREIR T, REAHEE DX
HEHEEEERE

4.2.2 Stanford Parser3E53 45 5 MM

Stanford Parser£ I ACFE M2 RS, B S GERI FH B iR (s 7] P A0VE L R T ANBE R FE R R
FHBNVE L - Stanford Parsertf RUBEUIE &£ #H 1T G11E S M IIEE R UL 7R - NI R Parser b #
CRAMIRER R, A EBEVLER, AT EGLMMFE T 247 (586) - FEHLAN 247 &
TN, BRI ENE ST RN o BN ER, 18 E KA SRR R 5
AR, HPPCGEEMEZEA ML, BIPOESRM T FvER R BRI . 2R UHESR 7TH,
CRA MRS B Boriz i 23R 2 f0E 123, AEE WA TS A) A E AT ETR R B R TR
ez a), KRB IGEESEWE ) Fh, DEECHE RN - BRS ShiE w2
R ENR R, FNER R SE A R R Y S0 iR 5 | S A F o T ER R G TR - (EEEER
&, BNAEMREARRIE EERN, X—4RM(Qian, 2015)INFILEHRT—2, RAZRS

TES TS TENHE LERER -
P Q90 L

3 < <
S0 Q% %
G ) Q
N N3 N
F &L
& &

EN

o
\‘
o

GP_status

N oop
B Nonce

Mean Accuracy
o
(&)
o

o
N
o

&
5
&
Q

Plausibility x Verb_bias

Figure 1: Stanford Parser?EZr & it 1 AP HERfRZ

ParserfE RNBIE S EFHEMBEER . RUTRERARI, HOCREESFZMET
AARE D I HER AR AR 2 s T SO se, HEE R RIS E . 2/ (GP) 54k
TEF 72 5) (NonGP) TR R 2 BN I ET90%; MPGEMNIRERIEREOR, TEhd 1=
AT IEREE R R T AR 12 A), o HARGR A fERE MR, B0k T POEE S R A A
BB 5 Parserff S T IB B BCAHERL -

B E - EE S RS EE, S5TAT-2E586 1, GRS, FE, 20254E8H11HZE14H.,
(c) 2025 HEPLEFELEESTHIEFTELWELL 580
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Table 6: Stanford Parserf)iE S HTERRGLMM 41145 R

EEMRN S BHE ER  2fE plE
BUE 3.74 0.63 5.92 <0.001%**
HE (DOE) 277 0.63 -4.36 <0.001%**
B SUOKF(JEGP) 1.81 0.40  4.47 <0.001%**
BfiA i [A] (FD ) 0.73 0.34 2.13 0.033*
AHME(EH) -0.50 0.34 -1.49 0.137

BERLRIN. 2L FHE FMEE
o (BE) 0.56 0.75

4.2.3 KEHE EStanford ParserXt L

ETHIE SR EE R, TATR T R S 1AL 5 Parser 78 9 POVGE B S A] M5 A1 70 73 A
BT, RINFRGEA)IE 5 M & 70 A0 el WA 12 ) 8 SCRTE 404 5 T R B 5 3 K8 B AL AR = i 1
BE7KF, HEDUETHERE B ER 5 47 A e IR B AV ANGPT &5 - WEI2f7R, Stanford

Parser'iDeepseek/% F| « Claude3. TR BTG R 2 m EAHLUE . 5 Qwen2.5 R /NS UK
B(7B/14B) ZR &K . EBFEENE, GPT-ARFIEM B7E HIRE T A # 2N+ RS
B 1R 45 (Achiam et al., 2023; Liu et al., 2024), H7ETEE 12 A A)EE AT AR 55 R R 4
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Table 7: ANFRAE TR R (%) HLER

TR 2R DU A5 PR AR BEEEE S EALT @
WREL (o) AR (0?)  EFREL (0%) ERR (0?)
Llama3 88.28 (0.32)  7.50 (0.16)  88.28 (0.32)  98.75 (0.11)
GPTA4 85.55 (0.35)  99.69 (0.06)  83.59 (0.37)  100.00 (0.00)
GPT4o 78.91 (0.41 97.19 (0.17 78.91 (0.41 96.88 (0.17)
Claude3.7 78.91 (0.41 94.69 (0.22 78.13 (0.42 93.75 (0.24

(0.41) ) (0.41)

(0.41) (0.22) (0.42) (0.24)
Qwen2.5-72B 7734 (0.42)  95.00 (0.22)  76.56 (0.43) 95.00 (0.22)
DeepseekV3  76.95 (0.42)  95.63 (0.20)  76.56 (0.43) 95.63 (0.21)
Qwen2.5-32B 72.66 (0.45)  93.13 (0.25)  72.66 (0.45) 93.13 (0.25)
Qwen2.5-14B  70.31 (0.46)  91.25 (0.28)  69.53 (0.46) 91.88 (0.27)
DeepseckR1  67.97 (0.47)  88.75 (0.32)  64.84 (0.48) (0.31)
Qwen2.5-7B  64.45 (0.48) 92,50 (0.26)  62.50 (0.49) (0.26)

89.38 (0.31
92.50 (0.26
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Table 8: KAERIE SCAMTHERG R GLMM 45 2R

EERRN S5 HitE fER 2fE plE
BUE 3.1208 0.3588 8.699 <0.001%***
EE (DUE) 221111 0.4916 -4.295 <0.001%**
GP/KF(4EGP)  0.1289 0.1015  1.270 0.204
HIARE (FME)  0.8819  0.0896  9.849  <0.001%***
AHME(EH) 0.1769  0.0871  2.031 0.042*

BENLRN.  S%L TiE FRfEE
Bhin] (BHE) 15774 1.2559

B2 PR (BEE)  0.2913  0.5397
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