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Abstract

In the era of information explosion, large language models are required to process
massive volumes of knowledge and data on a daily basis. However, given the lack of
access to large-scale industrial-grade training infrastructure, small-parameter models
have become a necessary alternative. These models, however, face a critical challenge:
their information processing needs far exceed their inherent storage capacity. This
raises a fundamental question — what should small-parameter models remember, and
what should they forget? Traditional full-memory learning approaches are no longer
efficient due to limited model capacity. Attempting to memorize everything not only
leads to inefficiency but also imposes excessive cognitive load, ultimately degrading
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reasoning quality. This paper aims to redefine memory strategies for large language
models under constrained memory resources. We begin by categorizing model mem-
ory into two dimensions: internal memory and external memory, and systematically
explore which types of knowledge should be prioritized for internalization. Building
on this, we propose a personalized memory strategy that aligns different types of in-
ternal knowledge with tailored alignment mechanisms, ensuring that memory reten-
tion aligns better with human preferences and reasoning requirements. This approach
not only significantly enhances the comprehension and reasoning capabilities of small-
parameter models but also fundamentally challenges the conventional assumption that
”"more memory is better.” It demonstrates the potential of strategic memory selec-
tion to improve learning efficiency. Furthermore, we construct a dedicated training set
and benchmark dataset for evaluating internal memory. Extensive experiments with
a model of only 2B parameters show that our method achieves state-of-the-art per-
formance on the proposed benchmark, surpassing even closed-source models and large
models with over 70B parameters in several key metrics. To promote progress in this
field, we have open-sourced the complete training strategy, model weights, benchmark
dataset, and evaluation methodology.

Keywords: Small-parameter models , Efficient learning , Knowledge
internalization , Memory strategy

1 5§

7E N L fiE(Artificial Intelligence, AD)EORTRIEE N AE R T, HRIES L (Natural
Language Processing, NLP)&UI8(IE M6 5 /1 77 K SR A R AR ANETK 77 - LAGPT-4(Achiam
et al., 2023) ~ Deepseek-v3 (Liu et al., 2024a) ~ PaLM(Anil et al., 2023)F1LLaMA (Touvron et
al., 2023) AR FIREESER (LLMs) BEIESHEHBSERESTRE R AR, BH
TR SEHE T R B m S NGRA  (WNGPT-45 IKINZREERERS0GWh) [ EHI2Y T HARE 2
o X — B BAE T SEE SR Y P8 (Xia et al., 2023; Cui et al., 2023; Zhang et al.,
2024a; Srivastava et al., 2025), HIHE TAEEwZM T — KBk NSEIERE (<3B) B
R B S R U R 555 -

MEIIREH, SEHEET3BRREEIRICI R EAEEERS(Cui et al., 2023) -
FEGATR NI 7 2R A 2511042 5K (Chang et al., 2024), SEOMIR (WYHEER) 58
SERE (WHEEMS) ESHSENLENTS - XFHEBEOCIZIHEEI 2 NEE: —7
M, BEFSHIRMES WSS SEITSR(Sha et al., 2024); H—H, FEEEBEZEICTE
LW . A RBRTT REZRETIHMNIFRIREME, HRAEARRZSEUS A N AR H A R4S
LR - B, R FRAICIC IR T, SEMEFEMARTIR, B T — R R Y
[] & -

AR EEEHE CERICIZEIR T RGBS IO K, R RN RS0 5 T
WCACHFENERICIC B ER Sy - NFRICICA TR OR) « TRERANR, MERELFHEIR, Mot
FRCIZT A THAESH SR - B OERIER, W& B E a0 P B ME R - 38
e, ARSCER T BRLEEIIR TR E AN NN ERIC, RN NENRFET T3k RN, FHAR R
BRI ERICIC AR, ARG MR AL SRR, Bl E VR LS AR R i e g, SREENIR
IWALH) B FRE - JAh, T IEERBIRE R, W T ERCAZ AR ISR S A0 PF £
8o SEISUER, SRR SR B MEIEAL K 5 Z B B L H I ZR ) Qwen2.5-3B 1%
B, FERATEEA NI FNEESE EIE T BENY. 2 O4ERE E AR SR IT
TR, EE AR R M “im PR S5 R BT L T S B EHATOB IIRIESY . LURE
WFIHIR RG], BEAEFETER LIk E178.08%, BEM TRZS THISFT H4&EH (54.98%) |
©2025 FEFEIEFTEAE
RIE (Creative Commons Attribution 4.0 International License) ] iR
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[FISETT IR S S A S BRI B R L RE N S RIEENE - #—PothER, %
TEERSETT T/ NS EBIET R OANRM AR, @it RAINENS S SR Eh4Em, KT
LA A S HEFR IR B RS — - RHESNE LR, RO HIERE IR - BAINE -« F
MEIRES TH, BEREIIRRE - MEMILIZMAS HERETEMA P 2R, H 3 FFHuggingFace
5 0penCompass HEZR HITCEEEE AL -

AR FE DT T -

o BYETINFIRERNSEHEALCN o0 ZH0E, RESISIEIZER R -
o RIMAMEMICICHEZR, FINAZET A A USRI MECSERITLE], SEEREIA LS R -

o W T RTNEICILATNGENFUEIES, HNMERWFEN BT ZR, NE
BT SR T PPAG PRI -

o FERRSZIRAIFMET, KU T/ NSEURTAE B AL 55 L RTERERAL -

2 MXTITE

2.1 BRRICIZEETR/NSEIRA

bE KHE S EASEHEANEY R, NFRMEERASR LA, B2 RIS TN
ESEA (Small Language Models, SLMs) 7K H £ - SLMsEH NG A - FER
i, TEHEATOSEEMRERE R, FHENFERERTTER - SRR 2R SRR N
MALEFRTIHEYE, RREGRSE G N2 ER0E @R T -

TEBEARAT T, B T ZMREN TR, WMobileBERT (Sun et al., 2020) {3
LS T AR R AR 5 HE PR [A] ;. SmolLM (Allal et al., 2024)38 13 /= it & 5FEFI L B B,
T ZREEF#EFERE /7; Shakti &Y (Aralimatti et al., 2025; Shakhadri et al., 2024) 45 & ZEF 41
b~ BEfSENES], R MEMEEESERESTRRS T .

EHFRIBEE T H, #8 - SEEZ5NFEMAEREE 2R - BabyLLaMA
(Timiryasov and Tastet, 2023)F1BabyLLaMA-2 (Tastet and Timiryasov, 2024) %] F & ZHt& A
HATENRZER, B RS EEUE T BUS BN AIERE - TinyLLaMA (Zhang et al., 2024a) RN
7L, LLLIBSEHEL SRR - MobilLLaMA (Thawakar et al., 2024)F1MobileLLM
(Liu et al., 2024b) T SEFEZEMALRYG, #—PRIR T HELERS FIREFE -

2.2 FHREFESICI A TS

AR R E 5 ST, i Wi EF B imas ES&EMERFIR, SN
VB E A 25 A BB — (Austin et al., 2021) . N/ PMERIFEREZ R T HIFHRTTAR
&, CEPRROETIRME . MHER . SRR SIHLE, Sige LT
5 NERITshAENENR (Zheng et al., 2023; Balog et al., 2009) - X777k B7ERE M IMEN
W ERITTRER, WM PRI R 5120 AE T (Hendrycks et al., 2021)

RECHBRYV AL, HEmEZHE . —J7E, Z57TEZ IR S LS NS E %
2%, MWELURRBIEE BAEE A EIIRE & (Zhang et al., 2024b); H— A H, KEEMEREFRR
THR—1E5, BRZBEMEIZ LGS - i, MEUVSIZEBEREZE, MRS —H
F R EEAESR (Zhang et al., 2025; Xiong et al., 2025) - TR I AE KR IERS, EdAE
RCAIT R L B S o MR AR Z 30, A IR B S1EC EH RIS 5 (Su et al.,
2025) - WRTTVERRE T SHEERIE LD, AEDARRE 5 M RIC s T
RS, BN ARARICIC R T R B EE T W -

2.3 NFERICACEE 8 ST A v i

HENSHEIBEFSHEM (SLMs) iR H, HRICICERZH 2R LE, RBETWME
MBS FHEZORIR . Ak, AR EWE T ZFHHETIEG AT LTRSS &
R R . LAMABUE S8 2 H P IR EA N F8M 5 FIRMEIREICIZ 8 71, RET-
REx - Google-RE ~ ConceptNet%5 F 5, REFH - FEFH, &A1ERNHNBRICICE AL
1 (Powers, 1980) - PopQA%UHE £ M R E KBS K, # i MWikidatal) i& [n] ZFFEA, AR
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ROHEARAIR B ERIFRE ST . WEFT A MLLMsPELRFMR ERIMAE, F BRG] 5234
- (Mallen et al., 2022) -

FEVEMIFESE 77 Hi, KILT(Petroni et al., 202084 £ /MTES (AU A Z - FELEE
%) REE—RETNES FIFORIE, EEMESNRENR, MELIERREENERICI R E -

RAE/NMMETIFELAMASE £ if E AR IA T AR, (HiEd siReFE 5 m i 2 mEmi
g, CREENRSMESTELPEMBEEA . WMEMIT (Dong et al., 2025)3% ¥ H # %
H Transformer N ERICAL, TEGPT-J (Martin-Moncunill et al., 2022)FIGPT-NeoX (Black et al.,
2022) PR B

R, HEMDERZ 5i— ~ AFFRE S A EICIC bR, I EIRE S P TR E T
%5, MELSCR RAGME LS RIRIZ AL, AR 3 B 58 A B — (R AL Ul HE R

3 HE
KX RETSEIER /N RESE @B /NS EET AR R 5 T - R &

e, B SRR R AN A N AL OB N ERIC AL, IR R IR R A B AL S B MRS
RACIEZR, MALFIRENERES AT R -

3.1 ALz EIR

WERICZ R BT G EBEHRABEE S AR, BUARKIIL, E&HAHME
B~ TN R RS, EA TR ARSI SEEAERE T - L2, INIEIC TR
HIRARGEA, &6 0N NS FERERIE R o A SR LR I RENRE SRR AL
AINZY:

JREBAEER SN . WRINREIFEES SN - AR EE, SRR 4 AL
FIER . TR BT EE S, DR (R B . RO R YRS B E R,
TR B sl 5 ) R e

TCINENEIR o TOINE B anfrl 827 (IBE T, W2E ST SRmE < BRI IR IR A&,
BB TERBEMLST ARAEM RS - SIESEHS (W «T77) BREBEE
%, BB TEAHIEE S A -

TR AR EE SRR R B AU S BB RE T, W EBh L - BRI AR IR A
RENRRLE o AL AT PR B AR R AR A S BEAY , RFHEE TS5 R R RCR A QI FaE
.

EAE R AL AR o X RENIEE HEESTHMERAAMNGE, 0w AmEER . K
LM EMARERAZ - B GIT#S) 560 (WRLHF) |, fRB AT E S P LT A
22 BB R, AR R R S

3.2 ETMEMSEIHL S L K

IR SCBILLM sk i X 57 VB ZF-B o (RG7 TRRFIE S 1AL o B SR o Ze 2Kl
Kl BRI B Rk B S br 2L -

gReward(e) - Ex,yw,yl [_ loga (T(yw’X) - T(yl|x))]

HAp r(yle) WEIME, ofisigmoidti# - ZTERSEH, EEAERBREAEANL - BRME
% - 8 TR EE R R

B, ARSCER BT AR RC IO RS, 456 R A S ST o Ll an B,
DS R GECE — R BT, REEMRERES - BEas 8K (Dynamic Reward
Scaling) , RIEFARTERIEABILANE, NMERANL RICIZNE, RIEEZ IS
?%ﬁoﬁﬁﬁ%ﬁ%%T,ﬁ%%%i%%%ﬂﬁ%%%ﬁ%%%,#EEEE%%A%%
T o

3.2.1 ETIEAIR ML R

NPT RN B O i A R R B, A SCER H — 5 A (R BAIL  B IR 5 % -
ZREE RGP A M, SRR RENS AR IR B R R, TS SR B i 4
HWTEES) - FEMMEZR A, BT ARG P B E i — BRI E e, (RN I E R T
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R EEWEBIR: (1) I REPPAINE—BRITR 2 20 RIE T AT, (2) 422
PR L] AR TR AR (85 N A SR AT P )« @ BES T RIS, A s
ALk H TS (PP AGTEZR -

AR ENUER - BT AR T ER TR KRR, L5 LN KRS RME T
G - R EEAEW DAL FHEREIR (Critique Head, hy) : HXHAFPE
Wa, 503 NI E Ry, FARRITE SRy, 2L RO BEEFINE 3T e, Moy o TESMEBR (Scoring
Head, h,) : ZTERATANE, ABNERDPE—DIREZEIE, I E R E 197
o B SIAGEA ARG R, BARREBAEIT o B AT IR, T 5 =) B 2 e W
WRETT, FHOUKIESHEBRIIGRIR AR S - WPAEREER (hy) 8K AR 57 A
RAEFIIEAITETERE, AT A RGEAR IR RN -

gCritique (‘9) = EX,ZJ:C

|c]
- Z log mg(ct|c<t, x, y)]

t=1

HAER TR ER S, oo F A 5 P B9 B 371 TC , e’ e Z Bl B BT H 17
TC, molci|eat, x,y) N4 & B W2 F0 B Zry st A B Toe B2 o BT A THRTE A7 40 22 A vEE A
BN, MU ERER A RMEE TGS, Bt A SUN FHGPT-408 R G A TARE 17
9, FMFEAT R S A o X8R T BT S B B S B R VE e, BN ZR B AR, R
B7 1IEGPT-do & AR B ANFE RN, RRTEE T WR, mRIR, OV RIGRES
"R, ATIENESAHERR - b ERIRIEE R BEy LA iR & 205 - 72
Rt FEA  PEHIAE AR B 5 2 I R ISR R AT AR PR R BRES SRBR T Teacher-
Forcing HI3EHE, RIRAH T EEERIEAERTIA, BRAMENER 1, FHIEE -

gSCOre(Q) = Ex,yw,yz [_ log g (T(Xa Yw, Cw) - T’(X, Y, Cl))]

HrH e, ey 57 B TR 1 B Ry FEAE R ITFE By W E SV, r(z,y,¢) WET2 - ySatBERXK
B8 RRREE TR E T, IBBIBLX TR & T PR FIREAR RS, AR UE S
T GRPO(Shao et al., 2024)FIREINFORCE+-+(Hu, 2025)55E BB 55 1%, %2 RE 5 # 1T
SrEUA— LA HE

’I“(X, Yis ci) — M

Or

A, p, Flo, SRR ERERy, AR P EBFRSESREE - & Hlo, = 0 BIFK
TEOL, PERZILIR T B A 2 B SRR T 5 Bl T8 R Eud THRME, FATR TS I3 — R E%

(X, Yi, ¢;) =
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R — A — B EIE DL —MHARTFREFIERNE - 1B AN RE
MESLPIRTEE T, SR FIT AT 7, MR ER W RAEZEERE . VBN
AL S BRFOFR B OV S, BTG R R S SRR S B B AR - 1R
TR AP, Tof BN RS RS E RN -

(IF@]) : {question}

(EI%Z] : {answer}

(BT X EZ AR B FRIFIARNE] - {reason}

T B

Table 1: FTHIA LIEBAIFRRR G

NE, DUBERT ETOROR B BT« SRI SR H BR [F] IS A PR A B 36125 5 1 7 1R 45
R
gTotal(e) - gCritique(e) + gScore(Q)

FEFEZRR B, BT E ST AKTE 7 B AN B BB i PR AV SCARe, DU B RN
BRI - BEfE, RGETIZIEACS IR LT (e, ) Bea W, T RE R )
Bor(z,y, c) - AIREAESE I LR T SV P BRARME 07 B SRAE M A fi et 72 e AL
W, BB TR T 2R A A A A T A e fof 22 S R AT fE

3.2.2 iBfZEmIISR

AL HEET Qwen2.5-Instruct (0.5B~ 1.5B~ 3B) WE/NSEEA, RERAHEBIETE S
RS HIIHITEE ST - WG E &1 FAIE ACRE T BRI, SFT BB e #LFE & 5E 2 - 5]
AB5000 £5 N TVRAIEA, il B ohd s i KRR EIES , R Teacher-Forcing Y%k /7
ﬁi%—&Eﬁ%ﬂﬁﬁlmﬂﬁﬁﬁﬁﬂﬁiﬁﬁﬁmﬁ%%%ﬁﬁ,%E@RLM&%@%
BE5.

AL 2E S Y BCR B MU FIGRPO Bk - BN EEAER S MR, 8 T IR A Al
FEAIHIT B, WA E NHET s, F AR B RS RE T - BATTSIA 23T
BERE, HITEHFEFNPAMAL, HRIERRZFZ S HBYIGNE - FEIMELI
25, SIANRBINENS, HAMARSEVENE: KENAN4, ST WFIRA3, TN
H2, BRI ZILHS A XMEES SRR, FIGRERNERER, #5
ST ENE -

ERAZMERL £/, 5S8R WSS TR, S0 ESE ST TS
EEMANRRIFRIE, BANTHES NS & AR WIF R AN B FEIXFEHGRPO XA H
Rt TEESHSENEH TS .

WHSETTH: RRKEIZRN1024, ¥ FE R5e-7, KL EIIAZCH0.001 - YIZRKFH4
FK40GHINVIDIA-SMI GPU, (SFT) 53 3kGPU (RL) , HEA2 skHTHEER, 1 5kHT
WEHEE HEELHERERC2 . IR FHGPT-40-0806 /E NS %A BESH LM . 4
. B WEESEEE R NEEITIT S, ST 0 EG

4 SEE

4.1 BUREWE

NEEA SRR O IERE SO, HE R ER LR B BT E S, TR R R R A TR
5 R SER A RS BEE, A SCGERUR ST IREMEEE N LR 5 . R, WEA
FECHE R T R R TR, R E EWE TGRSR SE, FuRmEmEmE2eT
o HATN DM SREMWZHE - MU B/H - M8 FR - F0RE - Sk mESEE R
B WG SO, S 2RI E R G EAPTR .
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