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摘摘摘要要要

古文释义选择任务对语言模型的语义理解与语境匹配能力提出了较高挑战。本文提出
一种基于强化学习的训练框架，通过结果导向的奖励设计，引导大语言模型优化古文
释义判断策略。实验表明，相比监督微调（轓轵轰轥轲轶轩轳轥轤 轆轩轮轥輭轴轵轮轩轮轧輬 轓轆轔），强化学
习方法在准确率指标上表现更优。进一步分析发现，强化学习仅在释义选择任务上的
训练不仅提升了模型的古文翻译能力，还在古汉语通用能力评估基准（轁轃轌轕轅）上展
现出更优的跨任务迁移性。相较之下，轓轆轔训练后的模型在翻译与其他古文任务中的
表现出现明显下降。本研究为古文处理任务提供了新的训练范式，验证了强化学习在
非推理类语言任务中的有效性与泛化潜力。

关关关键键键词词词：：： 古文翻译 ；大语言模型 ；强化学习

A Reinforcement Learning-Based Approach to Ancient Chinese
Interpretation Selection with Large Language Models

Weilu Xu
National Key Laboratory for
Novel Software Technology

Nanjing University
weiluxu@smail.nju.edu.cn

Shujian Huang*
National Key Laboratory for
Novel Software Technology

Nanjing University
huangsj@nju.edu.cn

Abstract

轔轨轥 轴轡轳轫 软车 轳轥转轥轣轴轩轮轧 轡轰轰轲软轰轲轩轡轴轥 轩轮轴轥轲轰轲轥轴轡轴轩软轮轳 车软轲 轡轮轣轩轥轮轴 轃轨轩轮轥轳轥 轴轥轸轴轳 轰轲轥轳轥轮轴轳
轳轩轧轮轩輌轣轡轮轴 轣轨轡转转轥轮轧轥轳 轩轮 轳轥轭轡轮轴轩轣 轵轮轤轥轲轳轴轡轮轤轩轮轧 轡轮轤 轣软轮轴轥轸轴轵轡转 轡转轩轧轮轭轥轮轴 车软轲 转轡轮輭
轧轵轡轧轥 轭软轤轥转轳輮 轔轨轩轳 轰轡轰轥轲 轰轲软轰软轳轥轳 轡 轲轥轩轮车软轲轣轥轭轥轮轴 转轥轡轲轮轩轮轧輭轢轡轳轥轤 轴轲轡轩轮轩轮轧 车轲轡轭轥轷软轲轫
轴轨轡轴 轧轵轩轤轥轳 转轡轲轧轥 转轡轮轧轵轡轧轥 轭软轤轥转轳 轴软 软轰轴轩轭轩轺轥 轴轨轥轩轲 轩轮轴轥轲轰轲轥轴轡轴轩软轮 轳轥转轥轣轴轩软轮 轳轴轲轡轴轥輭
轧轩轥轳 轴轨轲软轵轧轨 软轵轴轣软轭轥輭轤轲轩轶轥轮 轲轥轷轡轲轤 轤轥轳轩轧轮輮 轅轸轰轥轲轩轭轥轮轴轡转 轲轥轳轵转轴轳 轤轥轭软轮轳轴轲轡轴轥 轴轨轡轴
轣软轭轰轡轲轥轤 轴软 轳轵轰轥轲轶轩轳轥轤 輌轮轥輭轴轵轮轩轮轧 輨轓轆轔輩輬 轴轨轥 轲轥轩轮车软轲轣轥轭轥轮轴 转轥轡轲轮轩轮轧 轡轰轰轲软轡轣轨 轹轩轥转轤轳
轮软轴轡轢转轥 轩轭轰轲软轶轥轭轥轮轴轳 轩轮 轡轣轣轵轲轡轣轹輮 轆轵轲轴轨轥轲 轡轮轡转轹轳轩轳 轲轥轶轥轡转轳 轴轨轡轴 轲轥轩轮车软轲轣轥轭轥轮轴 转轥轡轲轮轩轮轧
轴轲轡轩轮轩轮轧 车软轣轵轳轥轤 轳软转轥转轹 软轮 轩轮轴轥轲轰轲轥轴轡轴轩软轮 轳轥转轥轣轴轩软轮 轮软轴 软轮转轹 轥轮轨轡轮轣轥轳 轴轨轥 轭软轤轥转輧轳 轡轮輭
轣轩轥轮轴 轃轨轩轮轥轳轥 轴轲轡轮轳转轡轴轩软轮 轣轡轰轡轢轩转轩轴轩轥轳 轢轵轴 轡转轳软 轳轨软轷轳 轳轵轰轥轲轩软轲 轣轲软轳轳輭轴轡轳轫 轧轥轮轥轲轡转轩轺轡轴轩软轮
软轮 轴轨轥 轁轃轌轕轅 轢轥轮轣轨轭轡轲轫輮 轉轮 轣软轮轴轲轡轳轴輬 轭软轤轥转轳 轴轲轡轩轮轥轤 轶轩轡 轓轆轔 轥轸轨轩轢轩轴 轡 轰轥轲车软轲轭轡轮轣轥
轤轥轣转轩轮轥 轩轮 轴轲轡轮轳转轡轴轩软轮 轡轮轤 软轴轨轥轲 轡轮轣轩轥轮轴 轃轨轩轮轥轳轥 轴轡轳轫轳輮 轔轨轩轳 轳轴轵轤轹 轩轮轴轲软轤轵轣轥轳 轡 轮软轶轥转

©2025 中国计算语言学大会
本作品已根据《Creative Commons Attribution 4.0 International Licence》获得许可。许可证详细信息：http:
//creativecommons.org/licenses/by/4.0/.
*通讯作者
基金项目：国家自然科学基金（No. 62176120, 62376116），中央高校基本科研业务费专项资金（No.
2024300507）

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第640页-第650页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 640



中国计算语言学大会

轴轲轡轩轮轩轮轧 轰轡轲轡轤轩轧轭 车软轲 轡轮轣轩轥轮轴 轃轨轩轮轥轳轥 轰轲软轣轥轳轳轩轮轧 轡轮轤 轶轡转轩轤轡轴轥轳 轴轨轥 轥輋轥轣轴轩轶轥轮轥轳轳 轡轮轤
轧轥轮轥轲轡转轩轺轡轢轩转轩轴轹 软车 轲轥轩轮车软轲轣轥轭轥轮轴 转轥轡轲轮轩轮轧 轩轮 轮软轮輭轲轥轡轳软轮轩轮轧 转轡轮轧轵轡轧轥 轴轡轳轫轳輮

杋来杹杷杯杲杤杳机 轁轮轣轩轥轮轴 轃轨轩轮轥轳轥 轔轲轡轮轳转轡轴轩软轮 輬 轌轡轲轧轥 轌轡轮轧轵轡轧轥 轍软轤轥转轳 輬 轒轥轩轮车软轲轣轥轭轥轮轴
轌轥轡轲轮轩轮轧

1 引引引言言言

古文翻译作为中华文化传播与传承的关键环节，近年来在自然语言处理（轎轌轐）领域受到
广泛关注。由于古文语言结构独特、词义多变、文法灵活，并深受历史语境与文化因素影响，
古文翻译始终面临着巨大的技术挑战輨轚轨软轵輬 輲輰輲輳輻 轗轵 轥轴 轡转輮輬 輲輰輲輴輩。传统的翻译方法难以充分
捕捉古文中的语义细节与上下文关系，因而研究者尝试引入词典释义增强技术，以弥补现代模
型在语义匹配方面的不足輨轌轩 轥轴 轡转輮輬 輲輰輲輳輩。通过构建面向古文的释义词典，并将其合理融合到
翻译过程中，提升翻译的准确性与可读性。
随着大型语言模型（轌轡轲轧轥 轌轡轮轧轵轡轧轥 轍软轤轥转轳輬 轌轌轍轳）在机器翻译任务中的快速发展，基

于轔轲轡轮轳车软轲轭轥轲架构的模型展现出了强大的语言理解与生成能力輨轈轡轤轩 轥轴 轡转輮輬 輲輰輲輳輻 轚轨轡软 轥轴 轡转輮輬
輲輰輲輰輩。然而，现有研究发现，轌轌轍在古文翻译任务中的表现仍然不尽如人意，常出现词义偏
差、上下文理解不足等问题輨轚轨轵 轥轴 轡转輮輬 輲輰輲輴輩，这表明其在处理历史语言与语境推理方面仍有待
提升。
近年来，强化学习（轒轥轩轮车软轲轣轥轭轥轮轴 轌轥轡轲轮轩轮轧輬 轒轌）被广泛应用于自然语言生成任务，在复

杂推理场景中显示出强大的训练效率与性能优势尽管如此，强化学习在非代码或数学推理类任
务（如古文翻译中的释义选择）上的应用仍处于探索阶段。如何构建适用于该类任务的强化学
习训练流程，并验证其在实际应用中的有效性，仍是当前亟待深入探索的研究方向。
本文尝试探索在古文释义选择任务中结合强化学习与大型语言模型的训练策略。主要贡献

包括：

• 本文基于大语言模型构建了一套适用于古文释义选择任务的强化学习训练流程，验证了强
化学习在该任务中的有效性。

• 本文系统对比了强化学习与监督微调（轓轵轰轥轲轶轩轳轥轤 轆轩轮轥輭轴轵轮轩轮轧輬 轓轆轔）两种训练方式在该
任务中的表现差异。

• 本文还分析了不同训练策略对模型在古文翻译与理解等相关任务中的泛化能力影响，并通
过系列实验证实强化学习在多任务场景下具备更强的泛化能力与训练稳定性。

2 相相相关关关工工工作作作

朲朮朱 古古古文文文翻翻翻译译译研研研究究究现现现状状状

古文机器翻译的发展大致可分为基于规则、实例、统计和神经网络四个阶段輨李亚超轥轴 轡转輮輬
輲輰輱輸輩。早期的规则方法依赖大量人工构建的语言规则，难以适应复杂语境；实例方法通过相似
句匹配实现翻译，但覆盖能力有限；统计方法在短语对齐和词汇转换方面取得一定进展，仍受
限于语料稀缺；神经机器翻译（轎轍轔）利用编码器輭解码器结构提升了语义建模和句法调整的
能力，现已成为主流。

词典资源的引入被证明有助于提升模型对古汉语词义的识别与转换能力，如通过双语词典
构造伪平行语料或引入外部记忆模块增强翻译模型的知识获取能力。此外，近年来有研究关注
古文释义选择任务輨轚轨轡软 轥轴 轡转輮輬 輲輰輲輰輻 轆轥轮轧 轥轴 轡转輮輬 輲輰輱輷輩，帮助模型在上下文中准确辨析多义词
义和语句含义，对提高翻译准确性具有积极意义。本文正是从这一方向出发，着重提升大模型
对古文释义的判别能力，并进一步探讨其对翻译质量的具体影响。

朲朮朲 大大大型型型语语语言言言模模模型型型在在在翻翻翻译译译中中中的的的应应应用用用

随着大型语言模型（轌轌轍）的快速发展，其在机器翻译中的表现已超越传统统计模
型，成为当前主流方法之一。基于轔轲轡轮轳车软轲轭轥轲架构的轌轌轍通过堆叠的自注意力机制捕捉
文本中的长距离依赖，有效建模句法与语义信息輨轈轡轤轩 轥轴 轡转輮輬 輲輰輲輳輻 轚轨轡软 轥轴 轡转輮輬 輲輰輲輰輩。
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此外，轐轲软轭轰轴轩轮轧、轆轥轷輭轳轨软轴 轌轥轡轲轮轩轮轧 以及轑轌软轒轁 等轻量化调优方法的兴起，显著提升
了轌轌轍在低资源场景下的适应能力与泛化性能輨轚轨轡轮轧 轥轴 轡转輮輬 輲輰輲輳輩。尽管如此，已有研究发
现轌轌轍在古文翻译中仍存在缺陷，如词义模糊、译文不连贯等问题，表明其对历史语言和文化
语境的理解能力仍有待提高輨轚轨轵 轥轴 轡转輮輬 輲輰輲輴輩。

本文不同于传统直接建模翻译的方法，提出将古文释义选择作为独立子任务，引入结构化
的输入输出格式，并评估其对古文翻译等任务性能的提升效果。

朲朮朳 强强强化化化学学学习习习与与与语语语言言言模模模型型型的的的结结结合合合

近年来，强化学习（轒轥轩轮车软轲轣轥轭轥轮轴 轌轥轡轲轮轩轮轧輬 轒轌）被广泛应用于自然语言生成任务，尤其
是结合人类反馈的强化学习（轒轌轈轆）在对话生成中取得了卓越成果輨轘轵 轥轴 轡转輮輬 輲輰輲輵輻 轄轡轩 轥轴 轡转輮輬
輲輰輲輳輩。诸如群组相对策略优化（轇轲软轵轰 轒轥转轡轴轩轶轥 轐软转轩轣轹 轏轰轴轩轭轩轺轡轴轩软轮輬 轇轒轐轏）等新方法进一
步提升了训练效率与输出质量，在复杂推理任务中表现出色輨轇轵软 轥轴 轡转輮輬 輲輰輲輵輩。然而，强化学
习在非数学或代码推理类任务中的应用仍处于探索阶段，尤其在古文翻译任务中，如何用强化
学习训练引导模型进行更优的释义选择，仍是一个亟待研究的问题。

本文将强化学习范式引入释义选择任务，探索在非数学或代码推理类任务中强化学习的可
行性。通过与监督微调路径的对比，系统分析两种训练方式在古文理解与泛化能力方面的差
异，为古文语言处理模型的优化与训练策略提供实证依据与方法指导。

3 方方方法法法

本节介绍本文在古文释义选择任务上的数据构建流程、训练框架与方法设置。具体内容包
括：基于古文字典构建的释义选择数据集、两种训练方式（监督微调与强化学习）的实现细
节，以及在轌轌轍 基础上构建的任务适配方法。

朳朮朱 数数数据据据构构构建建建

为支持古文释义选择任务，本文基于互联网上公开的古文字典资源构建了一个字义标注语
料库。该数据集的构建过程主要包括以下步骤：

朳朮朱朮朱 释释释义义义和和和例例例句句句抽抽抽取取取

本文抽取词典中汉字对应的所有释义，并收集每条释义所附的多个古文例句，每个例句
均标明了该字在该上下文中对应的义项。例如，对于轜拔輢字，词典中可能列出轜拔起輢、轜选
拔輢、轜突出輢等多种释义，每条释义都附带若干例句，如轜力拔山兮气盖世輢中轜拔輢表示轜拔起；
抽出輢。

轆轩轧轵轲轥 輱輺 释义词典结构图

朳朮朱朮朲 数数数据据据格格格式式式设设设计计计

本文将每一条数据构造成一个释义选择任务：模型输入包括目标汉字、上下文例句以及一
组候选释义列表，输出为最符合该语境的释义。例如，模型接收如輲所示：

最终构建的数据集包含近万条标注样本，覆盖輳輰輰輰多个常用古文高频字，并覆盖广泛的语
境与义项分布。
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请根据以下释义选择句子中‘拔’的正确含义，注意以下释义中可能没有该字的解释：
句子：力拔山兮气盖世。
拔：1. 拔起；抽出。2. 选拔；提拔。3. 突出；超出。4. 攻下；攻取。
请只回答对应的序号，例如：1, 2, 3 或4，或者“无匹配释义”
目标输出为：1

轆轩轧轵轲轥 輲輺 古文释义选择示例

朳朮朲 模模模型型型训训训练练练框框框架架架

本文探索强化学习方法在提升大语言模型（轌轌轍）古文释义选择能力方面的可行性与有效
性。由于古文释义选择任务不同于典型的逻辑推理任务，其更依赖于上下文理解与语义匹配，
因此当前强化学习（轒轌）方法在此类任务上的效果尚未充分验证。为此，本文构建了一个完整
的训练流程，基于强化学习与监督微调两种方式分别对轌轌轍 进行训练与对比，以评估其在古文
理解任务中的表现差异。
在模型架构方面，本文采用轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 作为基础语言模型，并分别在轌轌轡轍轁輭

轆轡轣轴软轲轹 框架輨轚轨轥轮轧 轥轴 轡转輮輬 輲輰輲輴輩与轖轥轒轌 框架輨轓轨轥轮轧 轥轴 轡转輮輬 輲輰輲輴輩中开展训练实验。

朳朮朲朮朱 监监监督督督微微微调调调木杓杵杰来杲杶杩杳来杤 杆杩杮来札杴杵杮杩杮杧朩

监督微调部分基于轌轌轡轍轁 轆轡轣轴软轲轹 框架完成。轌轌轡轍轁 轆轡轣轴软轲轹 是一个易用且高效的大语
言模型训练平台，支持主流模型的微调与训练，具备模块化设计、可复现性强、易于本地部署
等优势。该平台支持指令微调（轓轆轔）、奖励模型训练、强化学习预训练等多种训练范式，适
配多种加速与量化机制，为本研究提供了良好的实验基础。
本研究选取轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 作为基础模型，采用指令监督微调方式（轉轮轳轴轲轵轣轴轩软轮

轓轵轰轥轲轶轩轳轥轤 轆轩轮轥輭轴轵轮轩轮轧），使用古文释义选择任务构造的数据集进行训练。输入格式采用指令
问答形式，具体格式见輳輮輱輮輲节。
本文分别尝试了以下两种微调策略：
杌杯杒杁 木杈杵 来杴 条杬朮本 朲朰朲朲朩微微微调调调：：：使用参数高效微调策略轌软轒轁（轌软轷輭轒轡轮轫 轁轤轡轰轴轡輭

轴轩软轮），在不改变基础模型参数的前提下，仅引入少量可训练参数以完成微调过程，显著降
低显存占用和计算成本。
全全全参参参数数数微微微调调调木杆杵杬杬札杰条杲条杭来杴来杲 杆杩杮来札杴杵杮杩杮杧朩：在全参数微调配置下，本文采用轄轥轥轰轓轰轥轥轤

提供的分布式训练框架，对轑轷轥轮 模型进行完整的梯度更新。尽管该方法在计算资源和时间开
销上更为昂贵，但其允许模型在参数层面进行深入调整，有助于充分挖掘模型的潜在能力。
两种方式均使用混合精度（轆轐輱輶）进行训练，并在训练过程中监控损失函数收敛情况与验

证准确率，确保训练过程稳定可靠。

朳朮朲朮朲 强强强化化化学学学习习习训训训练练练（（（杒来杩杮杦杯杲杣来杭来杮杴 杌来条杲杮杩杮杧）））

为探讨强化学习在古文释义选择这一非推理类语言任务中的应用效果，本文采用轖轥轒轌 框
架对大语言模型进行训练。轖轥轒轌 是一个面向大语言模型的强化学习训练库，兼容主流训练基
础设施，支持包括轐轐轏輨轐轲软轸轩轭轡转 轐软转轩轣轹 轏轰轴轩轭轩轺轡轴轩软轮輩輨轓轣轨轵转轭轡轮 轥轴 轡转輮輬 輲輰輱輷輩与轇轒轐轏 輨轇轲软轵轰
轒轥转轡轴轩轶轥 轐软转轩轣轹 轏轰轴轩轭轩轺轡轴轩软轮輩輨轓轨轡软 轥轴 轡转輮輬 輲輰輲輴輩在内的多种强化学习策略，具备良好的扩展性
与训练效率。

数数数据据据处处处理理理与与与格格格式式式转转转换换换 训训训练数据格式与监督微调阶段一致，采用指令式问答格式（如輳輮輱輮輲所
述）。为了提升大规模训练的效率，本研究进一步将数据转为Parquet 格式，用于优化轉輯轏 吞
吐并减少加载延迟，这对轖轥轒轌 的分布式训练过程尤为关键。

算算算法法法说说说明明明 本本本研究使用了以下两种强化学习算法：
材材杏（（（材杲杯杸杩杭条杬 材杯杬杩杣杹 杏杰杴杩杭杩杺条杴杩杯杮）））輨轓轣轨轵转轭轡轮 轥轴 轡转輮輬 輲輰輱輷輩：该算法通过限制策略

更新幅度以提升训练稳定性。其优化目标如下：

LCLIP輨θ輩 輽 Et

[
轭轩轮

(
rt輨θ輩 轞At, 轣转轩轰輨rt輨θ輩, 輱− ϵ, 輱 輫 ϵ輩 轞At

)]
,

其中rt輨θ輩 为新旧策略的概率比， 轞At 是优势估计项。
优势函数采用广义优势估计（轇轁轅）：
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At 輽
∞∑
l=0

輨γλ輩lδt+l, δt 輽 rt 輫 γV 輨st+1輩− V 輨st輩

本研究在轐轐轏 框架下使用了三个模块：轁轣轴软轲、轃轲轩轴轩轣 与轒轥车轥轲轥轮轣轥 模型。其中奖励信号
并非由训练得到的奖励模型（轒轥轷轡轲轤 轍软轤轥转輬 轒轍）提供，而是使用基于规则的评分函数（详
见轜奖励函数设计輢部分）直接赋予离散奖励。轐轐轏 通常对同一批交互数据进行多轮更新，引入
剪裁机制防止策略剧烈变动：

轡轣轴软轲 转软轳轳 輽 −轭轩轮輨轁轤轶t · rt,轁轤轶t · 轣转轩轰輨rt, 輰.輸, 輱.輲輩輩

杇杒材杏（（（杇杲杯杵杰 杒来杬条杴杩杶来 材杯杬杩杣杹 杏杰杴杩杭杩杺条杴杩杯杮）））輨轓轨轡软 轥轴 轡转輮輬 輲輰輲輴輩：该算法通过组内
奖励机制替代值函数估计，适用于仅对最终输出轴软轫轥轮 提供奖励的轌轌轍 场景。其训练目标如
下：

JGRPO輨θ輩 輽 Eq∼P (Q),{oi}Gi=1∼πθold
(O|q)

[
輱

G

G∑
i=1

輱

|oi|

|oi|∑
t=1

(
轭轩轮

( πθ輨oi,t|q, oi,<t輩

πθold輨oi,t|q, oi,<t輩
轞Ai,t,

轣转轩轰

(
πθ輨oi,t|q, oi,<t輩

πθold輨oi,t|q, oi,<t輩
, 輱− ε, 輱 輫 ε

)
轞Ai,t

)
− β轄KL 轛πθ∥πref 轝

)]
其中，轋轌 散度项用于约束策略分布相对于参考模型的偏移：

轄KL 轛πθ∥πref 轝 輽
πref輨oi,t|q, oi,<t輩

πθ輨oi,t|q, oi,<t輩
− 转软轧

πref輨oi,t|q, oi,<t輩

πθ輨oi,t|q, oi,<t輩
− 輱

轇轒轐轏 不估算全局基线，通过组内归一化奖励简化优势估计，有效降低了训练成本。

奖奖奖励励励函函函数数数设设设计计计 本本本研究未使用训练得到的奖励模型（轒轥轷轡轲轤 轍软轤轥转輬 轒轍），而是设计了基于
规则的离散奖励函数，用于直接赋予每条样本以标注为准的奖励值，简化训练流程并提升稳定
性。这种方式避免了额外的轒轍训练带来的噪声与资源开销，便于专注于强化学习框架本身在
古文释义选择任务中的效果验证。

具体地，奖励函数定义如下：

• 从模型输出中提取所选释义编号a ∈ {A,B,C,D}；

• 若a 輽 a∗，其中a∗ 为标准答案，则给予奖励r 輽 輱；

• 若提取失败或a ̸輽 a∗，则奖励为r 輽 輰。

该离散奖励直接用于优势估计 轞At，构成轐轐轏 或轇轒轐轏 算法中的训练信号，无需额外回归
网络或轒轍参与。该设计以结果为导向，鼓励模型自主探索并对正确结果提供奖励，为后续复
杂奖励机制提供了简洁有效的基线。

4 实实实验验验与与与分分分析析析

本实验系统评估不同训练策略（包括监督微调与强化学习）对语言模型在古文释义选择等
任务中的性能影响。首先，本研究在构建的释义选择任务上测试各模型对于释义选择的准确
率，以衡量其字词层面语义辨析能力。随后，本研究进一步考察各模型在对应释义选择训练集
和测试集上的整句翻译表现，从句子生成质量角度进行分析。最后，为全面评估模型的语言理
解与知识迁移能力，本研究在古汉语通用能力评估基准集轁轃轌轕轅 輨轚轨轡轮轧 轡轮轤 轌轩輬 輲輰輲輳輩上进行
了测试，涵盖词汇、句法、语义、推理与知识五大类别的輱輵 个任务，从多维度反映模型的综合
能力与泛化能力。
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朴朮朱 释释释义义义选选选择择择任任任务务务结结结果果果

表 輱 显示了在释义选择任务上的表现。基线模型Qwen2.5-1.5B-Instruct 的正确率
为輲輲輮輳輥，而通过监督微调与强化学习训练后均获得显著提升。其中，轐轐轏 策略训练后的
模型达到輷輵輮輱輰輥 的最高正确率；使用轇轒轐轏 的模型紧随其后为輷輳輮輶輱輥，显示出替代值函数策
略在资源效率与性能上的有效性。

模型 正确率
轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 輲輲輮輳輰
轓轆轔 輨轌软轒轁輩 輳輹輮輳輴
轓轆轔 輨轆轵转转輩 輷輰輮輹輳
轐轐轏 朷朵朮朱朰
轇轒轐轏 輷輳輮輶輱

轔轡轢转轥 輱輺 释义选择任务各模型正确率（輥）輬基线模型均为轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴

本研究进一步从词义分布的角度分析了经轐轐轏 训练后模型的泛化能力。测
试集被划分为三类：训练集中未出现该字的释义组合（轤轩輋 轷软轲轤 轤轩輋 轤轥车）、出现
该字但未出现该义项（轳轡轭轥 轷软轲轤 轤轩輋 轤轥车）、以及出现相同字义但例句不同的样本
（轳轡轭轥 轷软轲轤 轳轡轭轥 轤轥车 轤轩輋 轥轸）。在最具挑战性的轤轩輋 轷软轲轤 轤轩輋 轤轥车 情况下，模型依然取得
了輸輲輮輳輵輥 的准确率；在轳轡轭轥 轷软轲轤 轤轩輋 轤轥车 上准确率为輷輴輮輰輳輥，虽相对略低，但仍显著优
于轓轆轔 基线。这一结果表明，轐轐轏 训练不仅提升了模型对已见样本的拟合能力，更增强了
其对字义结构组合的抽象理解与泛化能力。

类别 正确率
轤轩輋 轷软轲轤 轤轩輋 轤轥车 輸輲輮輳輵
轳轡轭轥 轷软轲轤 轤轩輋 轤轥车 輷輴輮輰輳
轳轡轭轥 轷软轲轤 轳轡轭轥 轤轥车 轤轩輋 轥轸 輷輷輮輹輷

轔轡轢转轥 輲輺 不同释义分布条件下轐轐轏 模型表现

为进一步理解见过相同字不同释义正确率偏低的原因，对相关错误样本进行了分析。观察
发现，当句中语义关系较为隐晦、存在如词类活用等典型古文现象时，模型倾向于选择训练中
更常见的释义项。例如（见輳）在句子轜非口不能味也輢中，轜味輢作动词使用，意为轜辨别味道輢；
而模型却选择了更常见的名词义项轜滋味、味道輢，与其在训练集中见过的句子轜口能辩味輢中释
义一致。这表明，在语境不甚明确或语法结构复杂的情况下，模型可能优先依赖其在训练中形
成的释义记忆。尽管这种策略在一定程度上体现了模型对词项频率的敏感性，但也提示其仍需
提升对复杂语境中意义细微差别的感知与判断能力。该趋势提示，模型性能的提升可能依赖于
减少对训练记忆的错误重用。一种可能的改进方向是，在训练过程中引入机制，对过度依赖高
频释义的选择行为施加一定的惩罚，以促使模型更加重视语境信息。

测试集相同字不同释义错误样例
“sentence”: “非口不能味也。”
“dictionary”: “味：1. 滋味；味道。2. 辨别味道。”
“answer”: “2”
“model answer”: “1”

见过的训练样本
“sentence”: “耳能辩声，口能辩味。”
“dictionary”: “味：1. 滋味；味道。2. 辨别味道。”
“answer”: “1”

轆轩轧轵轲轥 輳輺 轳轡轭轥 轷软轲轤 轤轩輋 轤轥车错误样例
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朴朮朲 翻翻翻译译译任任任务务务实实实验验验结结结果果果

在现代文翻译任务中，本文比较了不同策略训练下模型在轳轥轥轮（训练集中出现过相关释义
选择）与轵轮轳轥轥轮（未见过的释义选择）样本上的轂轌轅轕 分数，如表輳 所示。任务使用的翻译数
据来自互联网上公开的古汉语輭现代汉语平行句对语料，主要来源于《二十四史》等古籍。结果
表明，轐轐轏 训练不仅在释义选择表现优异，在翻译任务上也取得了提升。而监督微调对模型的
翻译能力产生了负面影响，特别是轓轆轔輭车轵转转 微调虽然在释义选择任务中表现良好，但其对翻译
能力产生明显负面影响，尤其在轳轥轥轮 数据中，轂轌轅轕 降至輹輮輲輷。

模型 轵轮轳轥轥轮 轳轥轥轮
轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 輱輶輮輰輷 輱輶輮輱輲
轓轆轔 輨轌软轒轁輩 輱輶輮輵輳 輱輵輮輷輶
轓轆轔 輨轆轵转转輩 輱輵輮輷輱 朹朮朲朷
轐轐轏 朱朷朮朸朸 輱輶輮輹輰

轔轡轢转轥 輳輺 翻译任务轂轌轅轕 分数比较

权条杳来 杓杴杵杤杹 本例中，原文中的关键词轜但輢意为轜只；仅；唯独輢，而轜匿輢意为轜隐藏；躲
藏輢，均在释义词典中有清晰定义。在多个模型输出中，仅仅仅材材杏 模模模型型型准准准确确确翻翻翻译译译出出出杜只只只朢与与与杜躲躲躲
藏藏藏朢两两两个个个关关关键键键语语语义义义，体现了对原文细粒度词义的把握能力。相比之下，基础模型和轓轆轔 模型虽
句式通顺，但在细节上存在语义遗漏或偏差。这表明轐轐轏 强化学习不仅提升了释义选择准确
性，也帮助模型更好地将词义融入翻译任务中，实现结构性泛化。

古古古文文文句句句：：：何但远走，亡匿于幕北寒苦无水草之地为？
参参参考考考译译译文文文：：：何必只是一味地向北逃跑，躲藏在大漠北边寒冷凄苦、没有水草的地方呢？
Qwen1.5B-Instruct：：：难道要远远离去，躲藏在北边的寒冷干旱之地吗？
SFT (LoRA)：：：难道会逃到北方的寒冷艰苦而没有水草的地方隐居吗？
SFT (Full)：：：何至于远走而逃入到幕北的寒冷荒凉之地，那里没有水草，以致无法生存呢？
PPO：：：你只要远远地逃跑，躲藏在北方苦寒无水草的地方吧？

轆轩轧轵轲轥 輴輺 翻译任务轃轡轳轥 轓轴轵轤轹

本研究进一步统计了不同训练策略下模型在翻译任务中对已见释义信息的利用情况。验
证流程如图 輵所示。首先，在参考译文中检索是否包含目标释义项，若包含，则认为该释义在
当前语境中对翻译具有贡献，并进入下一步分析。接着，依次检查基线模型（轑轷轥轮輲輮輵輭輱輮輵轂輭
轉轮轳轴轲轵轣轴）的翻译结果是否包含该释义，以及不同训练策略下模型的翻译结果是否包含。最终统
计在基线模型未包含而训练后模型包含目标释义的情况，以评估训练对释义信息引入的效果。
结果显示，在参考译文中包含目标释义项（即该释义在当前语境下对翻译具有实际贡献）

的样本中，基线模型仅有輱輶輮輹輥能在翻译中体现相应释义。而经过轐轐轏训练的模型在此类样本
中有约朴朱朮朵朥 成功地在翻译中使用了目标释义，相较之下，经过全参数微调輨轓轆轔 轆轵转转輩的模型
仅为輲輳輮輵輥。这一结果表明，经过轐轐轏训练后的模型在释义选择能力上具备更强的泛化性，能
够更有效地将该能力迁移至翻译任务中。

朴朮朳 释释释义义义选选选择择择和和和翻翻翻译译译任任任务务务联联联合合合测测测试试试

为了进一步评估模型在复杂任务组合下的能力，本文设计了包含轜释义选择輫整句翻译輢两
项子任务的联合任务。本研究将测试集的例句在上述平行句对语料库中匹配出标准释义。
具体的轐轲软轭轰轴 格式如輶所示：
在双任务综合测试中，所有模型在释义选择任务上的准确率均较单任务时有所下降，可

能由于输入指令变得更复杂，增加了模型解析任务的难度。然而，轐轐轏 模型在该情境下的
准确率仍保持在朶朸朮朰朶朥，下降幅度最小，显示出其在处理多目标任务时更强的稳健性和泛
化能力。相比之下，轌软轒轁 微调模型略有下降（朴朴朮朴朴朥），而全参数微调模型表现显著退化
至朱朷朮朳朶朥。
在古文翻译任务中，轐轐轏 模型同样展现出最优性能，轂轌轅轕 分数达到朲朰朮朳朳，优于基础模

型（朱朹朮朴朰）与轌软轒轁 微调模型（朱朹朮朶朵）。而全参数微调模型的轂轌轅轕 分数仅为朱朮朰朳，表明其
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轆轩轧轵轲轥 輵輺 分析释义选择信息对翻译影响的实验流程

请完成以下两个任务，缺一不可：
任务一：选择句子中“{{word}}”的正确含义（如无合适选项，请写“无匹配释义”）。
任务二：将整句翻译为现代文，语言准确通顺，不能遗漏！
请参考以下示范：
—
input:
句子：何但远走，亡匿于幕北寒苦无水草之地为？
释义：但：1. 只；仅；唯独。2. 只管；尽管。3. 不过；只是。4. 徒然；白白地。5. 只要。

output:
释义选择：4
翻译：何必白白地向北逃跑，躲藏在大漠北边寒冷凄苦、没有水草的地方呢？

input:
句子：烈士暮年，壮心不已。
释义：暮：1. 傍晚；日落时分。2. 迟；晚。

output:
释义选择：2
翻译：烈士虽到暮年，壮志雄心不已。

input:
句子：{sentence}
释义：{dictionary}

output:
释义选择：
翻译：

轆轩轧轵轲轥 輶輺 联合测试提示词
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杍杯杤来杬 释释释义义义选选选择择择准准准确确确度度度木朥朩 杂杌杅杕 分分分数数数
轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 輴輳輮輰輶 輱輹輮輴輰
轐轐轏 朶朸朮朰朶 朲朰朮朳朳
轓轆轔 輨轌软轒轁輩 輴輴輮輴輴 輱輹輮輶輵
轓轆轔 輨轆轵转转輩 輱輷輮輳輶 輱輮輰輳

轔轡轢转轥 輴輺 联合测试结果

在面对复合任务指令时的泛化能力不足，可能因过拟合单一任务而导致复合任务中性能崩溃。
进一步观察发现，双任务综合测试中，第一个任务（释义选择）给第二个任务（翻译）

带来了上下文輨轩轮轣软轮轥轸轴輩的帮助信息，除了全参数微调模型外，其余模型的翻译得分均高于
第輴輮輲节中单独翻译任务的测试结果。说明模型能够有效利用前序任务提供的上下文信息，从而
提升翻译质量。而全参数微调模型翻译性能的下降，可能与其指令跟随能力减弱以及在第一阶
段错误选择释义有关。
综合来看，轐轐轏 强化学习不仅提升了释义选择准确率，也在多任务场景中保持了更好的稳

定性与迁移能力，体现出相较于传统监督微调輨轓轆轔輩 更优的任务稳定性。

朴朮朴 通通通用用用能能能力力力测测测试试试：：：杁权杌杕杅评评评估估估

为了全面评估模型在古文理解上的泛化能力，本文采用杁权杌杕杅 輨轚轨轡轮轧 轡轮轤 轌轩輬 輲輰輲輳輩测试
集作为基准。轁轃轌轕轅 是一个面向古代汉语的大型语言模型评估基准，包含輱輵 个多项选择题任
务，涵盖古代汉语中的词汇、句法、语义、推理、知识等多个层面，是目前最系统的古汉语理
解评估集合之一。

模型 总得分
轑轷轥轮輲輮輵輭輱輮輵轂輭轉轮轳轴轲轵轣轴 輴輴輮輴輰
轓轆轔 輨轌软轒轁輩 輴輳輮輴輵
轓轆轔 輨轆轵转转輩 輴輵輮輳輳
轐轐轏 朴朹朮朰朷

轔轡轢转轥 輵輺 轁轃轌轕轅 轂轥轮轣轨轭轡轲轫 各模型总得分

轆轩轧轵轲轥 輷輺 在轁轃轌轕轅上各任务的表现

本研究评估了基础模型（轑轷轥轮輭輱輮輵轂輭轉轮轳轴轲轵轣轴）、监督微调模型（包括轌软轒轁 和全参数微
调），以及经轐轐轏 强化学习训练后的模型在轁轃轌轕轅 基准测试集上的表现，结果如表 輵 所
示。轐轐轏 模型在整体得分上达到朴朹朮朰朷，优于基础模型（輴輴輮輴輰）和两种轓轆轔 微调模型（轌软轒轁輺
輴輳輮輴輵，轆轵转转輺 輴輵輮輳輳）。进一步分析表明，轐轐轏 模型在轜释义选择輢相关任务（如单字多义识别与
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命名实体识别）上表现提升显著，而在其他类型任务中的性能变化较小，整体表现稳定。相比
之下，轓轆轔 微调虽在部分知识类任务中带来增益，但在古音学、诗词鉴赏等任务上存在较为明
显的性能下降，反映出其对非目标任务可能产生一定的干扰效应。

轐轐轏 强化学习中引入的轋轌 散度约束机制，有助于保持模型在训练后与原始模型之间的相
似性，从而有效控制对无关任务的影响。此外，轜释义选择輢任务的训练本身增强了模型对文义
细节的理解能力，对古文类任务也产生了一定的正向迁移效应。
综上所述，轐轐轏 强化学习不仅在特定任务上实现了性能提升，同时在古文理解等通用能力

上展现出更强的稳健性与迁移能力。

5 结结结论论论

本文系统探索了强化学习在古文释义选择任务中的应用价值及其对古文翻译与理解的泛
化影响。通过构建基于轐轐轏 的训练流程，并系统比较其与监督微调在释义选择、翻译任务
及轁轃轌轕轅 基准评测中的表现，实验结果表明，轐轐轏 强化学习策略在多个层面均展现出显著优
势：不仅在释义选择任务中取得最高准确率，具备更强的语义辨析与泛化能力，也能将该能力
有效迁移至整句翻译任务中，实现更高质量的语言生成。在联合任务中，轐轐轏 模型展现出更好
的任务稳定性与指令理解能力，能够充分利用前置任务提供的上下文信息；在轁轃轌轕轅 的综合
评测中亦取得最高得分，表现出对多样化古文任务的稳健适应能力。相比之下，轓轆轔（尤其是
全参数微调）虽然在部分任务中有所提升，但存在过拟合和泛化能力不足的问题。综上所述，
本研究验证了基于轐轐轏 的强化学习策略在提升大语言模型古文处理能力方面的有效性，不仅增
强了模型的任务特定能力，也提升了其对复杂语境和多义词判断的整体理解与迁移能力。未来
的工作将进一步探索更细致的奖励设计与多任务融合机制，以推动古文语言模型在理解上的持
续进步。
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