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o GE B 8h a2 B ECE AR R TR ) R BEEATT, B DO AR T R A A
HEIEEERINEESR, S EEH R AR R T IR PR . RO HX —
i, RARME T —MEE LE - Pl KR = A FE T s R R AR T OE
SAPREEBHE R B, ARSGR T —FE TR KA (Period Embedding)
f T DGE 7 B 43 1A RoBERTa-Period Emb-Fusion-CRF* « iZ1E 7 DITH I 2515 5 1%
B roberta-classical-chinese-large-chart A& T, 5| AR % >] B HA [a] & R B0 ST
R AHE R, o TIERERE EUERE AN HELRS LT GELE R, &
[t & &N (CRF) TSR - FEM R i HERE E R E SR R R
B, S5AVEEIEAE SRS T, AR SCHE AR TR Bk S 1a R (FL{EA
#0.9505) LAS BT BASCAS A IE B EISEAR T RER I o AR AR T U
B ER (S B THET W DOE /AR A B 2, oM st BE ~ 38 FH B POE A3
TR T H 2 i) BB AR S -

KB HPOEDE  IEEEE BN ;. KIEGERLE
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Abstract

Automatic word segmentation is a crucial step for the digitization and intelligent pro-
cessing of ancient Chinese texts. However, ancient Chinese has undergone significant
diachronic variations over millennia, posing severe challenges to building universal seg-
mentation models. To address this issue, this study first presents the construction of
a large-scale annotated corpus for ancient Chinese word segmentation, systematically
covering three major historical periods: Ancient, Middle, and Early Modern Chinese,
which provides a valuable data foundation for diachronic computational linguistic re-
search. Based on this corpus, we propose a period-aware diachronic word segmentation
model ‘RoBERTa-PeriodEmb-Fusion-CRF* for ancient Chinese. The model leverages
‘roberta-classical-chinese-large-char‘ as its backbone pre-trained language model. It
introduces learnable Period Embeddings to perceive the temporal context of the text
and employs a non-linear fusion layer to effectively integrate period information with
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contextual semantic representations, followed by a Conditional Random Field (CRF)
layer for sequence decoding. Extensive experiments conducted on our diachronic cor-
pus demonstrate that the proposed model achieves significant improvements in overall
segmentation performance (F1l-score reaching 0.9505 ) and cross-period adaptability
compared to strong baseline modelsawareness. This research not only validates the
importance of explicitly modeling period information for enhancing ancient Chinese
word segmentation but also offers valuable insights and data support for developing
high-performance, universal tools for ancient Chinese language processing.

Keywords: Ancient Chinese Word Segmentation , Diachronic Variation , Period
FEmbedding , Large-scale Corpus

1 58

431 (Word Segmentation) 1EAH—IiE:A H B AEATT, HIEWMEERERNE FE0E
TAPERRE ~ fn 4 LR~ (5 B IHE - HLEsBliE ) 2 ORI S mPAESHER - SR, 53
RPOEML, HPOE R I E 5 R IR AR FPkaR - B3 P 5 it 2 3 DOE b 3 A%
MR Z — o PO EHREARSCE £ b AR B BiE, HiEL RS - 8N 2305
TR EAE TIRZIZRW (F77, 1980) - Hl4n, [[l—25H60 75 %6 18 [a] 155 28 1Y) 1o 72 A2 A R AN A
PRI o X 25 i I 22 S 045 0 B0 — [y S0 I TR R RO M DL S T EAB I, A
KPR T DO 53 1R A 8 AR S ANME - RE CH B R P08, ([HEE
TAERPBRTHREE B A AR RE, LR G R P R 7 I 2 2

A POE T I A IR A L R — 1 RS T2 K . mRE - BEE M
S BRI TR o I AJF R DOE 5 T SR Z A, M LLSCIERE B T I A
ARSI FE R RS SR - AR —E MRS, o E PGB T EE R
Fe IR SIEAR S8, AR E IR EIRE T — > KRS R DOE 40 1R P N R E - 108
BHERGMEMAE T B Bl - Rl BE = F 20 BRI EE, TSk 531
BUERAE— AT EERY) BT T ERFE Al A 2L A BT VR

TEM X — KA I iR Rt b, ARSGHE— B IRR T e F A 2= 5 B ok
TEE I o R B B B I HHIE N RE ST o FRATTIA D, LR BN I B SUAR B a8 B S0 BN A A
fE, MR R PR A RORE - Ak, AR T — i [m 22 B DOE SCR B R B
T8 R A AR o A LSRR T 4R1E S B8 roberta-classical-chinese-large-char  (Yasuoka,
2022) ARG S, T TRIEAE HPGE OR 23 B FEE LR FRREES - ROETIIA
THHHRA (Period Embedding) #l#l, RFXXARNEHEE (Lif/Fd/aR) HBiEhEsE
Pz m g, it TIESMHERSE (Non-linear Feature Fusion Layer) , PIEARH
BEETICEUER SN EREFNR, W5 SEARIEAFE PN S S SRS
TR . Bk, RERUR RN (Conditional Random Field, CRF) E# T4 R& T FES
fRRG -

AR TAEREFE LN AN J5 T :

o PR —AKMEL . BE LW B A SR S B DOE PRI R,
D OB BB TR AL T B 2 E R B A -

o T —FEl AR AS IERMEFHER A B0 H POE S 1HEE! (RoBERTa-PeriodEmb-
Fusion-CRF) , B & UH B EFR B SR BHE B, DR A AL 50 B8 B 32 1L B8
77
©2025 PEVHEEZT ¥R
R#E (Creative Commons Attribution 4.0 International License) 1A Hik ,
AHFRARE T LTI E NSRS BB BRSSPSR E « Bl DOF ML ERE N H R o (WE
ST 20BYY127) , HER - EZRIERWREMEIIE < W & 882 G TR AR A0 oy B8 o iaiE Rk Es (T
H%5: ZD1145-8>6> . UEEERH L H SRR ERZIH XFMERAL BT SHIEZE R (TWHR
5. 2024JZDZ048) -
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o TETA MM S PERGESE LT T 2SI . 4REM, 50 5REIE BRRE
ERARTUAR L, AR SCIR BT VAR B AR o TR P BE L SR ANTR] 7 SE BB SOR R IR A 12
Tt SRR T PR T IR R R -

o GETFAENHSLR AT, BB DR HATERERT LR BTG, T TR ANLH T IR 5
IR IRRER, WS DR R R A R -

2 HXRIAE

2.1 BRHAPCSEEAR

FIE (CWS) BRZRET T 21

FLHAAH B B TR SRR B 7 9% - HFR SORUEALYE  (Maximum Matching, MM) -~ ¥ []
FAVCALYE (Reverse Maximum Matching, RMM) NEIA%E4  (Bi-directional MM, BMM)
SR N IR o XETTIE KT P AR 8, Gl SO SR AT ILAS, R IRSEILE
B BRI B CRIAREFIT (O0V) JTHFERRERRME . TN EREGIAES
FRIFORIE BRI, (BRI AR AL AL A v 53 BV LGSR -

BEEVLES F IR, TR, STEZR R FIMEES T I%,
BETBEHRE. [RE/RARERE (HMM) (Rabiner, 1989) f£—ERE LI THEE (Xue,
2003) - £/FBENLY (Conditional Random Field, CRF) (Lafferty et al., 2001) BT H 35
BERES), BEW R FEE B9 F SURHEH 5 AROMM AL A 32 1Bk, RCH e SR K — B [A]
WIERESAL - B 5 1AIR AL Z — (Tseng, 2005) -

RS SRR — D) TCWSHIR 8 - TREAMMEMLZ% (RNN) |, FAl 2 KEHILIZM
%% (LSTM) (Hochreiter, 1997) (Chen, 2015) [ J#={EF 8T (GRU) , REfA R SR
PN KBRS R & o« BILSTM-CRF ZEf5 (Huang et al., 2015) (Lample et al., 2016) (Ma,
2018) 454 T M MLSTMAYIR K T X miSHE 1 FICREX iy AR 9 i 2 /It Lee 1, e
WHCOWSTENMZIFIIIMEES LG T ElRI.

WEER, T TransformerZ8 M FITIIZTE ST (PLMs)  (Devlin et al., 2019)# KM
TNLP4E . BERT & H M5!, 4IRoBERTa (Liu, 2019) - ERNIE (Sun, 2019)%, i#if7E
BESCR EATHREYS, EETEERMESHIR . ECWSHESH, HRiHLrTE0EH Z
R X g KRUPLMsE gt s, A8 DEE—MRBMEESRZECRFZE, RIFH N E
ES5#ATHRA (Tian, 2020) -

2.2 HPUESHBOR

METEADOE, &P0E Bl P, minsE8uEime . & S Mn5 IR
OB E T E ARG . FEAR S POE S A A S T IADOER BT . filtn, $RiEE
N (FR¥ESE, 2002) RR T BSOS R IR AL IR & DOE SR ERIN - SOt RE, K5l A
BEHLY (CRF) , HEFEFFFIFREES ERVBRIERE, sk 12 N T4 R o 88 S A 5 931
1E55 - BRI SR AN aT 00 (FRAREE, 2007) AR CRFEA A T RDGER Bah a1 - 54k
W5 B TR AN RIS B B SCRRIEAT T IRR . IR 2 AIBR /M (A 2%, 2013) X552 3CHR
(FEF) BiAse, EREMZR (ERESE, 2017) 45610 85 X i DOE #7438, Fh
3 (B3, 2018) MR T X (Zef%) 470010 o X500 F R A T I3 — 45 2 [y 5L B el
SCURRISCER, RS T —E R - B R OE 4R SR E E R (EvaHan) (%
ﬁ%ﬂ%&%%ﬁ,ﬁ—ﬁﬁ@Tﬁ%ﬁ&ﬁ%E@,#E%Tgﬂ%?%%%ﬁﬁﬂﬁﬁﬁ
FJHIITIE -

IR, IREF BRI e N T PG5« aTAUR<SE N (ATHURSE, 2020) 456 3E5
F U BB ROV B 2 =) J7 IR S AT 401 - TangS5 A (Tang, 2022) RIFEBER SRR TS
DI Flf, R T — M E A IR T . REBG TXEHRE, WERRK— P EE
JRFRRVEAIRAE T BRZ 0 DGE P I R GUE R RN E MG — 3 . ZEORA R O 5 —
BT A SRR S EI0IE, BURAETR S8R b3 TE ISR R BE 78 20 A FH SO RO 45
B o X S ECH AR I (8] B8 FEROR B PUE SURRS, YEREM S B IEBIRS - ttoh, IEW5E
TR, KR B a2 N ARPRES BRI ER RS, B HLY TR FARRA -

ABIGUAE KRG Fof 73 1] TEF 26 Ll B3 HY Rl & P 15 B AORR AL, oy sl FH ) ol DO
DRI . ENSRAEAE (DOELR) gl “BEAREREH, 2, HIBHRE
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WAL R BURRZ 2R K], ERTUI JLAFEEE ETH . " XA R TESEHLH
TESEPEAN VR AL, AR 5 AR BT LA — M TR @ b E R A IS - HET, AR

(FFAIREDOE WP AU AEZZ TR PUB R >« By~ «rply o b0 = A EEL R
BB, X R RETXIES - WL - BEEZ MES BREEXEMN B R A 4 B3 RN
WIS, B B RS T AE AT &, o BT TR AR AN 55 o DUE 10 ZE VL 2 k44 12
T — RS -

2.3 THIZRE S BRBFE s DOE IR

PZRiE S BE (PLMs) BIHIILE BRTE 5 AR — K&, i@t EFEET
PRESUR BT BB 22S), RIB TR KAE S RRAES o BX il DOB AT 0T S R e F
BESCEA BRI, 2R AM T FAER L 7T —RIL T EH DOEPLMs . HA B AEMER
BFE: A TR REEA L5 ZE & i GuwenBERT (i E5F, 2021); LK% BT
JEE 4 45 45 K AR iy 28 UK IR SikuBERT (Fei et al., 2021); DA H# X 5EkE (40Jihuai-
wpy) fEHugging FaceV & b & fi fbert-ancient-chinese 'S8 TAT MR FH M T (HRE
B E POEPLM R « A ST >R A A Z il 4a 15 23 roberta-classical-chinese-large-char 2 & —>%&
TFRoBERTaZEM) F7E d 81 1 S SCAR b ##4T T TSR FARF R AR, HAgit B B T & OB R
R, WERE T

XL PUEPLMs W& R TNHHES (B « HMERE - a4 SRR - & 3045 1%E5)
PRAL T IRSETE CROREA, AR IR R AL TR S T SRR PERE o SR, X EETIILR
BAKG EE I AEZRA SRR SHBEINNER - Fit, i RX s K PLMsS X1
IHREIIRAESE &, DU EAEAN 38 BA 7 AR R AE A DOB SURIS R B, B AR DT 50 KRR
— N EEH-
2.4 ACFRECE RS N A R T I

EBRIES HES, R R BAFERIE AR XS B [F] I [R] B SO BT 32 20 H
FEIE RN, & — PRS2 RENZ O R . NI ES 2R, TRIES
ST TR B R E - a0, B EZ RN (Semantic Change Detection) 1£5%
B BTRE T R TR BRI AEAN FII R RE ERamE R, LLBEESR L HIB)
BED (Kutuzov et al., 2018)« FESCARSE « FHRE TR BIFEES T, S HIE AR 4
1, (Domain) B{X#& (Style) BIEUIERS, 5IALUH#K A (Domain Embedding) (Daumé III,
2007) B H Z4E55%>) (Multi-Task Learning, MTL) HEZE (Caruana, 1997)3F 4 >) I =R IRAN
FEERR, BRABIZIEE S BIH WK . IEFR, AdapterfiE (Houlsby et al., 2019)1EH
— M ERANIH I TE, AFENERTNGEE ZESEAER T, e £
BEAFENR, oA EREEE R SRR AL T A AR

BRBFIEES TRAZEERS (R 8 SUde o) | Wk A (Period
Embedding) H )] XK &FHF# A (Conditional Embedding) & E W H#EBAERL
T . B O BBEREISAGZE (Flw, SCRFTBRC LS “hid - <afitHe)
BRI N AT SRR B &, P RRX e a B E BN LS B AR MBI b . X
B, BAIRLAENS N B S B ISR BN, HFRMOREBEE AR S BERR, WA AN &G T
IESCHE i B EE N A RO TRI - i, eSS ENES, PR E G A AR IE (Domain
Tags) HIHRANSE ST A A B AT G4 R A8 XURE H1E 3C (Kobus et al., 2017)

AREE T X—AAE, KRR AN R T PGB AESS, REUEMIRR AR/
T R DO ST T I TR AR AE 7 T R BRSO - 5 TR B IR 2 U SR SRR R B AR
RAEIE DGR —E FAEIAE, A EEWE— IS —K - fERRIE AR R AShE
VRS TA] SRS B IS AR RS, TR CRUEREZY 8 A YRR RINY, $@& 7+ EAE B s A SO B
A5 TS B

3 AHik

A RSB POE SRR B R, R — 1 REE1E I 2 i J118 5 R A8 FH 0 I
R, ARSGRH T — & B AR BE N FPIITRIE T 1% - T B OB TR T “Jm b 23- 55

"https://huggingface.co/Jihuai/bert-ancient-chinese
Zhttps:/ /huggingface.co/KoichiYasuoka/roberta-classical-chinese-large-char
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aIEZE WEIFTR . R OEMEE: ETHIZGES R PEMEmEES - AT ERAN G
BERBT i A . ATEAZIRFIEMIERERME R, UNET2RFEEF TS
(CRF) Z-

3.1 Ei%iS2s: RoBERTa

B ATk F 558 K RO F)l 2v §7F§'+;9_ﬂ‘roberta—classical—chinese—large—char‘f/lf PR ) LT G A
7y o LR E TRoBERTZEM (Liu, 2019), FE7EE & K& d POE AR PR 1317 7 iyl
%k, HEHBEBAE SIS PO FIRRHEREZ LR OB UER - S TRAN S DOEFF T
X = (c1,¢,...,¢n), Z1FTRoBERTaSRIE G, A 145 B H XS B A B SCH 5% BRERCR S T
JIH = (h1,ha, ..., hy), HHh; € Riroverte 5 NEFFRIRRIAE, droperta 2 ROBERTaIETY
RS Z 4T - XNFHIH RAEN G SAHIER & FOEERE - 7 3 sm s iz (L e 7 IR D fU
A, BATERoBERTa i H /571 T — 1 Dropout/Z -

3.2 WA BRSNREER

N T AART RE A BT IE N R SR (RSO Bl B I REAREE) #9iE
SHHIE, BAT5INNTEER A (Period Embedding) ML « ZHLHE]BIRZ/ O R 2 LA 3 28 51
SR RT AT IR « 2R BELL M E R -

B, AR A R BB O — M — R EUD, Flan: Bl (sg) — 0, T
(zg) — 1, L (jd) — 2. FTF—PEEREAIK, HETEHRIRYEID p € {0,1,...,N, —
1} (HAIN, = SHNEEE) (ERHRBERAHA -

Wia, BATRAMERKAZ (torch.nn.Embedding) & S —> 1] 2 3] Y B ik A K
VMoo € RNo¥drerion | FLPHE SR NAEFEd, oy i0q ZEARBFFT A 064 - BT 25 M, 7T LIGR
D p R MR 1 Bite, — Mo ialp] - RIS MR EEET LU F%8: 5
—, EREREEREARE N ES B IR R, BT, URAREAR NS HE
A (R A3 x 64 = 192 M550 |, B ARERR A2 BN UE B —fisE 2 H
HRLBIALH] -

NTRRERBMAZFINENFERFERT, AT ZESI B A M ‘e, ¥ B
(Expand) ES5HAFHFEIIEE, BENBEERIIE = (e ep....cp) - I ITHER
G| E)) FAER—F ST RIE BIR, S5RoBERTaZWAD I th A L T O0E LFRH fEREEHIAEE
TRLE EH#HTRC R, BRI GEEARYE AN R A B1E = oh S o B A1 ok
3.3 IEMAERMAE

Tl B RE AN [FOR R RO FFAE AT PR AT REAS B LRI FE 2 2 BN Z MR E R H -
T HEER M S RoBERTaZw G 28 $2 () 7 30E MG B H FIRT HA(E B BN BB 2 (L At Ik 1 4
e, BT T —DAREMERHER S )Z -

B, FATH LT XCRRL NN AL E 8RB R ke, (R BE)) 4T §F 8%
(Concatenation) ##{E, 13EWIAMIREFHER FAL:

hl; = concat(h;, ep) (1)
:/E\:E!Jh; € Rrobertatdperiod

BEJE ., FATEPHEEEREFIIH = (B, b, ... kL) BIAB]— DRI EM L (Feed-
Forward Network, FFN) A TIREFIAEE LR RME G - AFFNE & W BEME2H, H#
FIGELUTE NG REL, [FIES AN T DropoutflLayer Normalization ML 58T ARSI AL
AT - BARITEAT:

F® = LayerNorm(GELU (Linear; (H'))) (2)
Frused = Linears(Dropout(F ™)) (3)
Hrf, Linear; R 4EE M droberta + dperioa BEST2]— 1 A 4E Fdsp,, Lineary PR 4EE
Mg, Bl — G0 B 4 dpusea (FIAN, AT LR Adyoperta Be— DB /NS
25658512, LMEEECRFELIE) o Frused = (fi, for .-, o) BVARARE B RIFFEFS],
HArf, € Risused o sXPPIRLENERE G )7 S BAYGENS LUTE B 2410 77 22 >) | R 3UE BRI (S
BRI HERZR, AR R HRE T A T A A7 T DA -
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3.4 MEWEESHKEE

A TS W RHEF S Frysea BEEHEN—DEESRZ, DIITEE N FAN N AR
(4B, I E, S, 0O%) KA %440 (Emission Scores) - X TFFIH IS NFRFAVRL G AL £;,
HE MRS, € RNwvel ITHEATTF:

Si = Wclassfi + bclass (4)

HEAW 055 € RNaberXdgusea Fip, oo € RNaver B RBHITEITSEL, Nyjgper B2 1 EEL
(BXHHS5) -

N T B AR Z RIRER R (B, “BARNE S T F A BEIRME ‘T B RV RRE) L F
IR T 44BN (Conditional Random Field, CRF) ZEi#iT4 /5 F#iE . CRFESIA—
MRS FERET € RNaverNiaver | HHT, KRR MR ] BB BIIREE B8 ST —14%4E
IR FNY = (y1, Y2, - - - Yn), HBE R L FH5 BN 5 E 2 A

n n—1
score(X,Y) = Z Siyi + Z Ty yin (5)
i=1 i=1

FENGRIBL, B e KB SEARZE RS HIRH B IR A AT AL - 355K s ESCE S TR EEb
USTIPR

LCRF = - IOg P(}/true|X) = —SCOTG(X, thrue) + 108; Z escore(X,Y’) (6)
Y'eY(X)

HEHY e BELRREFS, V(X)) ZEAX FTERRERIREFIE S « X HE AT LGE
RIS AR R A GE R - ETHINEY B, T TEFAAERF L ETE  (Viterbi Algorithm) SRS A
B = BTSRRI RS R -

HTIRENGHEE, FATRH T ZE P51 ACRFIE BIEEE - 7RISR ETE DR IR

(epoch) . AUV R FH B v B A R i Ak (Cross—Entropy Loss) 7E LRt sr K2 6% H
EHfTAMN (ZEERZEEAERE) - WEE + 1 BRI, FHEIMCRFIIARNE, HATE
fFHCRF#% -

4 SEE

9T ATV A SCR HAREE RO B DOE AT A R, BT T — RS
B o AR A BT 6 S IR BUR SR © PEAG TR - B RSERs E LUK TS L R A

A
41 BIEE

EWMGIF AR, B2 KU B 55 2 I B PR 5 Rk ol PO 7 I 40 1 B 5T 1) 6 B
i NEPRGX R, FHRARBTFTR AL RS P AR, FAT T — S AU 7 i oy OO 43
A RHZE (DHACWS Corpus) - *
4.1.1  BHERS 5EEER

HATRR T GE R EA R L BOE S A RSN, HRIEE N o4 (DUELR) (E7,
1980) RIS b, FFEE G SRR, RABRRI = 55 -

o FHPUE: BFF (B1E) (%) GFL) SF53wPiss.

o FEPUE: B (WAMTFWRE) (HuiEiE) (E%) FT0RPMEEE .

<t3§§)§7§ﬂ€1>3IESO$ﬁET¢%, HHB. 1. E- SHOBIFERRIEERGS - I8 EARMRFERIE, OFRIETAEM S
IrEFFS) -

RS A 6 7 B iR R R BT LUN R B F SRS AR ER SRR ST « il POE IR RICIE
BLEE TR AT (W HSS: 20BYY127) FIECERR - E5ERHT &M T H < 888 GE (LB 5T
RIF R #E 1A R R IR (W H S5 ZDI145-86) - BLA, ERIFETREES TR ATFREU & OB BTR . KT
Zlil?ﬁirﬁﬁ (B A 4y) RIMEHEA . TR FIRB RER, 715 W« b i DOE MR FNA M bRiCIE B R i (F]
KL, 2024) -
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o AAPUE: BFF (BUEZT) (IHE) (HELE) SF19%RMmEE .

B R FIBIESORRME R RIAT D RPRE - Hor, BRRTAIERIIGY , ORIAE ) A
7, EFRAERSERY, SERBTFRIA, OFRIEMER T (FEHTICHAMAS) -
AP S BEEERF 9 jsonlines #{3, BT —1ISONM S, @& =PFE:

o text: [RIGTH VUE AR FFFE -
e labels: Stext FHF——X N HIBIESOIRESIFE
o period: JXAFTEINEARFRREF (7sg”, "2g”, 87jd”) -
*ﬁ@%ﬁiﬁ/‘]ﬁfﬁﬁﬂ {”text”: 775);] ) ﬁ:ﬁ}quZ\O 77’ ”labels”: [”B”, ”E”, 77077’ ”S”, ”B”,
771777 ”E”, >7077]7 ”period”: ”Sg”}
4.1.2 BEERIT5H
LT EEPRAIINE, R I DOE - TR E A ST E BRI R - R ER
TEAERE LA TR A TR AR BT TR RIRURE -

Table 1: BURESIEE OZE/BIEE /ML)

Ao 2 ferr RS IR S
AFEC 181123 10027 10175
Fi(sg) FIFEL 3493973 194311 196192

%L 3101838 172231 174075

AIFEL 198780 11090 10931
T (zg) FRPEL 2084421 164012 164037
TEEL 2387958 132634 131285

AFEL 241776 13421 13432
I (jd) TR 4952117 275043 273244
WEL 3983623 221348 219917

AIFEL 621679 34538 34538
BEE(Overall) FFFEL 11430511 633366 633473
T 9473419 526213 219917

EREE POERAER . BIEMRBAR A, BATREAIERZEL 79:0.5:0. 509 LB, BEHL
o RS - JEESEMMIKEE, DIRIESEIR S AR AR N 5 S E A —2, N
AT B T SE R RN R RIS - AR RIS E BB SR -

4.2 PFAETERR

BATRAEARFNFIREHIZE  (Precision, P) ~ AFZE (Recall, R) FIFU{E (Fl-score) 1EH
PR AT RER EE RS - TR A ETRBH A 745 R 5 N TARE R B SR 2 5]
AOICECAERE o T E R B ST AIERE, BA TR LU LN RS

o KM HE(Overall Performance): 7R8NS FiTHEP/R/F1-
o ST HYERE (Period-specific Performance): 7 HI7ZEMIRER B« < B A=4F
£ EMAITHEP/R/FL, DB SR B S I A IE N -
4.3 SZRRE

AR SE9 I E T PyTorch (Paszke et al., 2019)f1Hugging Face Transformers (Wolf et
al., 2020) S - B it 25 2K A ‘roberta-classical-chinese-large-char I TR I ZRANE - KB
BSEOEINR2P7R - HARAER I H S EER A R ER B GCE SR E RIS
R IR T R -
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Table 2: FEHESEHLE

2% (Hyperparameter) {E (Value)
T 2RI (Pre-trained Model) ‘roberta-classical-chinese-large-char
AT (Max Sequence Length) 128
IS EA R A 4E R (Period embedding dim) 64
RoBERTai tH /5 Dropout# PR F IR B
H & Y ZDropout® P& HIERIAE
YNERILIR K /N (Train Batch Size) 24
PEAGHEIR K /N (Evaluation Batch Size) 48
BB BFHP L (Gradient Accumulation Steps) 4
2 >]# (Learning Rate) le-5
et 25 (Optimizer) AdamW
YIZREE (Number of Epochs) 20
4.4 FFHER

o9 T SSUEAR SO H R I B S R AR R, Bl T LR HRA.

e RoBERTa-CRF (FEZLHA): 2B H (¥ Hroberta-classical-chinese-large-char 1E %
e, HiHWFIZRREEEAN—DNERES R EMCREZHITH « RTINS AR
BN HAE B E M FFERE S LM, UK T 3 BT 3R SRR O PRvE 17 7 ik

R H R D HRoBERTa-PeriodEmb-Fusion-CRF - A A £ 7+ [7] B9 )1 2k
£ IR EAF T GRFNEAL, DAARIE FLER B AP

ER5 458
ARATRVE 2 I FE T £ — 1T TR SIS AR g R . FATR E S R A SRR H R B &
N5 1A A RoBERTa-PeriodEmb-Fusion-CRF 5 FE 2R fR B R GE L RORIL - BEfE, Al

R 2% SARTILE AR ) S A SOR EROIERIBE S, HE BT EXRESRIA (O0V) HIALEERUR . &
Ja, i T R SE IR AN SR B o At — B B B R A2 R R R DA R A OV R AL

5.1 BRHEREHER
T VAR AR E B T, AT AE B A £ b ST RoBERTa-Period Emb-Fusion-

CRF (°) DAKBTEN HERIHAT T I o R3ER T AR AAE AR (Word-level) HIFEHE
£ (P) - AEZX (R) MF1E-.

(934

Table 3: NEIBFIFEELAMIHE ER) A TERE AR GASAIF1E)

17 (Model) KR (P) AEZER) FUEFLD) #F(FLA)
RoBERTa-CRF (¥:%%) 0.8975 0.8735 0.8853 -

OurModel (AJCHEAR)  0.9478 0.9532  0.9505 1 47.36%

M 30 LLE H, OurModelfE 2 48 ] 3t 8 AIF1{E A5 2 70.9505, #H L T H &
TRoBERTa-CRFAYJ0.8853 , HX15 T 7.36%MIMHXT & - X —E5 R W) 2R, 8T 5] AR HH
AFHELE R AL, BERE SER A DOE A T AR PR RE -

5.2  SAETEATERE ST
R T ERAME SRR AN [E] Py R A SCR BT RE R BE T, BATTENRE R B
(sg) ~ HHE (zg) AL (d) =NFE LGP SEBLFHT T -G - FEHRRLBIFEWN
FRAPIR o
5 34— F OurModelf§ 104 ST H i .
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Table 4: AN [FIEALFE LB BRI 4R B B 900 FL{E
7 (Model) LI (sg) F1 i (zg) F1 A (jd) F1
RoBERTa-CRF (#%%) 0.8794 0.8882 0.9072
OurModel (AR 0.9147 (1 4.01%) 0.9542 (1 7.43%) 0.9680 (1 6.70%)

MERARINS HLEE TR IR B LUK LA

o BB IIESR: RoBERTa-CRFELRIAE =PI EARINEFE—EER,
w0, AEEAPGE LFUERGR, T LS DOE AR, X BR T ANFIE 75 5 4R 8
g EitliOE S

o RNAIKBER AR FA: &K H FRoBERTa-PeriodEmb-Fusion-CRFIR B ZE I H =
B R F IR EE EBUS T T EESEA R . FERIRET HVOE, FUEMNELZ
[70.888282 F+ 220.9542, A T 7.43% NH 7M. o IX T UERA T IS B AR 3B 2 1 A AL )
TEFE BB RN S N AN [F] SR S A E SR S IR E R, BE TR T A MBS HR
TLRE I FIE R -

o BRI MMEREED . REENIEERT, AP HFLAPOENFIEREE L
%, XARES Rl AN APOE E R IACHEE - B ETL R TR ERRE
X o

IXUBLE BRI T AR MR R A (S B R AR T R RS SR T OE [ B
SRR ERE -
5.3 iAKMRESHT

HT B IRREB MR S, BAT AT T A SUR B BIOurModel 7E A R K B 1A 1B
FHRRBIR . FoER TREAENRE F1FIE . 2F A EE B RIAENBRE . BEZE
FIF1UE -

Table 5: OurModelZEAN KA E ERITERED BT
i (Word Length) FUE(F1) MEHZEP) HMEZER)

151# (1-char) 0.9877 0.9918 0.9837
25717 (2-char) 0.9511 0.9473 0.9549
371 (3-char) 0.9412 0.9416 0.9408
47F1H] (4-char) 0.8698 0.8562 0.8839
51 (5-char) 0.8691 0.8492 0.8900
617 (6-char) 0.8211 0.8298 0.8125
751 (7-char) 0.7375 0.9077 0.6211
>8] (>8-char) 0.8235 0.8750 0.7778

MR R AT LU B, B2 B =29 F X 3 AR BE R R B H &, FUE S 3L F
70.9877410.9511 - FEEIREKERE N, BRAEREREIH —ER FREES . Fltn, XT45F
W ASFA, F1{HE S B M Z£0.8698%10.8691 - X T B K KIAIE (Ai7Fid) . FUEH —F %
%0.7375, HPAEAMEZE (0.6211) FAXEFHZ (0.9077) HHEBAEMREK, XATRERABIAE R
A L B H B ER B 1) SE B IR L R A — € B, B W TR e A1
FA . [ERFERNZE, MT>8FRRKIE, BRERED, HERBREE T — M EXN S
FIF1{H0.8235, X A 15 as T T SR 2 () BE B AWk T2 68 1 LU CRFE I 2 /it - Bk
mE, WEMTERAFETH, BEAXTE LK ERE OrHEE1-35H) AEMREMTS, m
STME KA, EIHBMEPRENE, XA RS IIGEIRE KA A A EE K -
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5.4  JHRESCE ST

N T ISR R FORR AR A RO AT TIHR NS . R B R R T i AR R
(iR WRoBERTa-CRF#:4L) WAL RER M - LIS R R R (LFRALLE RIS
., SEMER, XEEEHEMER) -

Table 6: BRAHMEIHEISCIOLE R (BEAMNA A AIF1(E)
B E (Model Configuration) F1{E(F1)

OurModel (FEEEFEA!) 0.9505
- PP AR AR QR 2% 0.8853

TH RN SEIG 45 FIE I R T I AR A A R . 2 M SR BRI A A R BB i AR f (B
S5EEEAIRoBERTa-CRFXT L) |, #HAIEFEM0.9505 FF%£Z0.8853, M T7.36 N H 4 A - X
FUGIERA T B HA R AT TR R RERIE -

5.5 RH5HT

NT EE MR B, AR T — L R A R B AT AT o FRATT LW
<A R EFF I FEA R R F B E (VBN B X IRE B A B0 a2 F<s ) 77E
SBEER .. BATERSOTT <8 EINGEF AR H I, SER0E 7008 -

Table 7: “U14" AEl| ZREUE 0 HEPRGET

eI I (Gd) T (zg) I (sg)
cctﬂé\aaiﬂ 44-5’2[:])7_{_44/%\”* “ﬁﬂé\”iﬁ] “ﬁﬂ”‘k“/ﬁ\”* “ﬁﬂ/ﬁ\”iﬂ “ZZD”—F“/%\”*
wn4 2864 2 52 20 0 6

“HN7 <A FRYILREE 1 <an F0 <5 BARE NPT MHALIA GEF R BTAS) HRAR IR
KB “an4 1RTR “an 4 #PRE I — WA (B-E) BIIREL -
® 7T HSITEGR TR, S BN — D EE R R T2 H AR AP AR SOR A, T
EEIORS, e A TR AR D <an A0 <A N SLE -
TR, TARRTHANES (EfEREHRAN) EEE WS R RIHEREE L1
PaRCiEEE AN
o Fif(sg):

— WSOAR: FEAR, BRREZAWASE? ( GBE-TF) )
- SR 5/ &) AR )R M) RE) Z) AN ) S ) (GRET
F) )
o T (zg):
— PRSOAR: A TTER, R HIAMIEEFER . ( CBREEE—) )
— DGR WA/ DA U5/ ) B . ) I8 ) &%) B B L) ) ERE B -
( (BREBHE—) )
o TR (jd):
— PRSOA: w4 BUARIRR 80471k . O (ERIEES (% 58171 E) )
- AR w4/ B Ui/ W) R B/ ATk o O (RRHEIRG R 58175 E) )
LA R RIS T EERRYE AN R IR B S0 A — A RS <an S ot TR R #9501
ORAT o XX o BESUER T R ANLEI R RO - RBEIGRd RE P, sl 2 ) R A B
E RS ORR) BN SCFRORMEE &, TR R 1 4 2 181 SUEE M ZEAN 7] Iy 5 A A A [ FH vk
AT « FETRIRS, ARRL AR R A D RLR 0L T a5, 5| S EMHAF ST
HRIDIRSE, MG 7 ARZA T POE I 2 7 B RE ) AR 1 B VR -
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6 HZwERE

HCE B Bhor 1S SRR B RIR A 5 RE LA R SRR T o IR, VOB K
I R R R RER A T BENHREDS, SHEEA - SR a7 B - £
X —F, ARCETME T Bl Pl SOoE = E 5y s A AR SR Y 3 18 1 R
P, BRHT — M ) 22 A DO SO RIS B B0 R A A A o 2R PSR R BT R 1E S
Troberta-classical-chinese-large-char J7ZEAH, 5 AR B ANLHIEFR AR AERER.,
9‘#‘fﬁﬁ%/l\5“3Zﬁ‘@%ﬁ%ﬂ%Eﬁ?ﬁ%%ﬁﬁﬂ%ﬁ'ﬁY%EJ:—FYT%X%EH—? , WE4 A& CRFEi#HTT
2 E A AEh -

FA VAR 7 I o iR FadAT T — RS 2T B SR PHAl - SERRAE SR IE 0 IR 7 2R3
B 7 B S

o 5TREL G B ARIIHIN, RSN ATR S A A DU B B 2R 1 40
PERE LR TRIRIRST, FLEAE] T 0.9505 ¢

o HWONEBMRE, ASUEIIAE ARG S 07 £ BRI L T 2R R RE, Ik
T R B TR TR S I B iz AL RE T BOVEA

TS VH R SR AN R B AT, AT — PSR T R AR BRIV R & BRI RE R
BURTTER, FFEMM RIS T R AR A (E B B i R LA S H S -

RICRAR SRS « B /s R0 =R, BELGEEE T HHIH DOERE
BEIRASERRIRIE ~ R RIRE A AT LSRR SEI R 8 2 B I (B HE e e - 1RO — T L
REMERIIRR, AUV EA RIS TR Z0 85 R ASEH TONRIE S AL, ERTT
HOGE B 5 A B S W SOR RO T T, R AT AT IR S BT )

SRR, ZRB AT A LA TR B R AN B B B E AR, AR DUE IR
B PEBb A SR AL T — AR RRR T 2 BFFAE RACURIE T B AR B E B TR I H i
ENLPAESEREME RN, W RAMBEEERE . MBS IOELE TERRATERNE

FRERK, APFFRAIVE I — TR RANG )2 [H:

o BEEM IR S FBR TEHAIDEIA, R IZHBNE L RE R R ER
B, e AR I FrE AR A

o SHABKNRIIPIFE: FHRAFCREESHE B SR HANR - AERIRSE AN A E A RO
RIS, LUHZERRROOV RIS I8 X Th] B B R SR -

o WRHEISLHMISMWRTBIZEN . Fin, AT LUZA A Adapter BOR B 2R 1 2 11555 >
HEZEK SRR B B AR S B -

o FIHESHIN S WAL : REASCRE A 57 I 43 1A A8 R T ol DB R PEARIE « A48 5K
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b R AT BRE -
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