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摘摘摘要要要

开放域问答通常是从大规模数据中检索多个相关文档，并利用大语言模型对文档内容
进行理解生成答案。然而，面向缅甸语、老挝语等低资源语言，检索到的数据可能存
在问题无关的噪声文档，且大语言模型对低资源语言理解能力弱，生成答案错误率
高。对此，提出一种基于多维度答案筛选的低资源语言开放域问答方法，将现有基于
大模型直接理解文档生成答案的过程，转换成多个候选答案生成并筛选的多阶段过
程。在答案生成阶段，从文档中抽取多样化的候选答案，在筛选阶段，设计多维度答
案筛选策略，通过全局篇章答案验证、局部证据答案验证以及不同答案相关性排序，
筛选出最优答案。在四种东南亚低资源语言开放域问答数据集上的实验结果表明，基
于均坐坔圭圴坯圭坭坩坮坩、坄坥坥坰坓坥坥坫圭坶圳等大语言模型底座，提出方法相比思维链、摘要验证等
最优方法都取得了更好的性能，验证了多阶段答案生成筛选过程在低资源开放域问答
任务中有效性。
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Abstract

坏坰坥坮圭坤坯坭坡坩坮 坱坵坥坳坴坩坯坮 坡坮坳坷坥坲坩坮坧 在坏坄坑坁圩 坴坹坰坩坣坡坬坬坹 坩坮坶坯坬坶坥坳 坲坥坴坲坩坥坶坩坮坧 坭坵坬坴坩坰坬坥 坲坥坬坥圭
坶坡坮坴 坤坯坣坵坭坥坮坴坳 坦坲坯坭 坬坡坲坧坥圭坳坣坡坬坥 坣坯坲坰坯坲坡 坡坮坤 坬坥坶坥坲坡坧坩坮坧 坬坡坲坧坥 坬坡坮坧坵坡坧坥 坭坯坤坥坬坳 在坌坌坍坳圩
坴坯 坣坯坭坰坲坥坨坥坮坤 坴坨坥 坣坯坮坴坥坮坴 坡坮坤 坧坥坮坥坲坡坴坥 坡坮坳坷坥坲坳圮 坈坯坷坥坶坥坲圬 坩坮 坬坯坷圭坲坥坳坯坵坲坣坥 坬坡坮坧坵坡坧坥坳
坳坵坣坨 坡坳 坂坵坲坭坥坳坥 坡坮坤 坌坡坯圬 坴坨坥 坲坥坴坲坩坥坶坥坤 坤坯坣坵坭坥坮坴坳 坯坦坴坥坮 坣坯坮坴坡坩坮 坩坲坲坥坬坥坶坡坮坴 坮坯坩坳坥圬 坡坮坤
坌坌坍坳 坥坸坨坩坢坩坴 坬坩坭坩坴坥坤 坵坮坤坥坲坳坴坡坮坤坩坮坧 坣坡坰坡坢坩坬坩坴坩坥坳圬 坬坥坡坤坩坮坧 坴坯 坨坩坧坨 坥坲坲坯坲 坲坡坴坥坳 坩坮 坡坮坳坷坥坲
坧坥坮坥坲坡坴坩坯坮圮 坔坯 坡坤坤坲坥坳坳 坴坨坥坳坥 坣坨坡坬坬坥坮坧坥坳圬 坷坥 坰坲坯坰坯坳坥 坡 坭坵坬坴坩圭坳坴坡坧坥 坏坄坑坁 坦坲坡坭坥坷坯坲坫
坦坯坲 坬坯坷圭坲坥坳坯坵坲坣坥 坬坡坮坧坵坡坧坥坳 坢坡坳坥坤 坯坮 坭坵坬坴坩圭坤坩坭坥坮坳坩坯坮坡坬 坡坮坳坷坥坲 圌坬坴坥坲坩坮坧圮 坉坮坳坴坥坡坤 坯坦
坧坥坮坥坲坡坴坩坮坧 坡坮坳坷坥坲坳 坤坩坲坥坣坴坬坹 坦坲坯坭 坤坯坣坵坭坥坮坴坳圬 坯坵坲 坡坰坰坲坯坡坣坨 圌坲坳坴 坥坸坴坲坡坣坴坳 坤坩坶坥坲坳坥 坣坡坮圭
坤坩坤坡坴坥 坡坮坳坷坥坲坳圬 坦坯坬坬坯坷坥坤 坢坹 坡 坭坵坬坴坩圭坤坩坭坥坮坳坩坯坮坡坬 圌坬坴坥坲坩坮坧 坰坲坯坣坥坳坳圮 坔坨坩坳 坩坮坣坬坵坤坥坳 坧坬坯坢坡坬
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坤坩坳坣坯坵坲坳坥圭坬坥坶坥坬 坶坡坬坩坤坡坴坩坯坮圬 坬坯坣坡坬 坥坶坩坤坥坮坣坥 坶坥坲坩圌坣坡坴坩坯坮圬 坡坮坤 坩坮坴坥坲圭坡坮坳坷坥坲 坲坥坬坥坶坡坮坣坥 坲坡坮坫圭
坩坮坧 坴坯 坩坤坥坮坴坩坦坹 坴坨坥 坯坰坴坩坭坡坬 坡坮坳坷坥坲圮 坅坸坰坥坲坩坭坥坮坴坳 坯坮 坦坯坵坲 坓坯坵坴坨坥坡坳坴 坁坳坩坡坮 坬坯坷圭坲坥坳坯坵坲坣坥
坏坄坑坁 坤坡坴坡坳坥坴坳 坤坥坭坯坮坳坴坲坡坴坥 坴坨坡坴 坯坵坲 坭坥坴坨坯坤圬 坢坵坩坬坴 坵坰坯坮 坌坌坍坳 坳坵坣坨 坡坳 均坐坔圭圴坯圭坭坩坮坩
坡坮坤 坄坥坥坰坓坥坥坫圭坶圳圬 坯坵坴坰坥坲坦坯坲坭坳 坳坴坡坴坥圭坯坦圭坴坨坥圭坡坲坴 坴坥坣坨坮坩坱坵坥坳 坩坮坣坬坵坤坩坮坧 坣坨坡坩坮圭坯坦圭坴坨坯坵坧坨坴
坲坥坡坳坯坮坩坮坧 坡坮坤 坳坵坭坭坡坲坹 坶坥坲坩圌坣坡坴坩坯坮圬 坣坯坮圌坲坭坩坮坧 坴坨坥 坥國坥坣坴坩坶坥坮坥坳坳 坯坦 坯坵坲 坭坵坬坴坩圭坳坴坡坧坥
坡坮坳坷坥坲 坧坥坮坥坲坡坴坩坯坮 坡坮坤 圌坬坴坥坲坩坮坧 坦坲坡坭坥坷坯坲坫圮

Keywords: 坯坰坥坮圭坤坯坭坡坩坮 坱坵坥坳坴坩坯坮 坡坮坳坷坥坲坩坮坧 圬 坬坡坲坧坥 坬坡坮坧坵坡坧坥 坭坯坤坥坬坳 圬 坬坯坷圭坲坥坳坯坵坲坣坥
坬坡坮坧坵坡坧坥坳 圬 坭坵坬坴坩圭坤坩坭坥坮坳坩坯坮坡坬 坡坮坳坷坥坲 圌坬坴坥坲坩坮坧

1 引引引言言言

开放域问答（坏坰坥坮圭坄坯坭坡坩坮 坑坵坥坳坴坩坯坮 坁坮坳坷坥坲坩坮坧圬 坏坄坑坁）在坃坨坥坮 坡坮坤 坙坩坨圬 圲地圲地圩通常是从
大规模数据中检索多个相关文档，并对文档内容进行理解以生成答案。当前，开放域问答任务
主要采用检索圭阅读（坒坥坴坲坩坥坶坥坲圭坒坥坡坤坥坲）在坃坨坥坮 坥坴 坡坬圮圬 圲地圱圷圩框架。在该框架中，检索器通常基
于稠密检索如坄坐坒在坋坡坲坰坵坫坨坩坮 坥坴 坡坬圮圬 圲地圲地圩或稀疏检索如坂坍圲圵算法在坒坯坢坥坲坴坳坯坮 坥坴 坡坬圮圬 圲地地圹圩等
技术，从大规模文档集合中筛选相关文本段落。阅读器则依托生成式语言模型，通过对检索
内容的语义理解和文档分析生成符合问题要求的答案。早期研究主要采用基于坔坲坡坮坳坦坯坲坭坥坲架
构在坖坡坳坷坡坮坩 坥坴 坡坬圮圬 圲地圱圷圩的预训练语言模型（坐坲坥坴坲坡坩坮坥坤 坌坡坮坧坵坡坧坥 坍坯坤坥坬）作为阅读器，例如
经过微调的坂坅坒坔在坄坥坶坬坩坮 坥坴 坡坬圮圬 圲地圱圹圩或坔圵在坒坡國坥坬 坥坴 坡坬圮圬 圲地圲地圩。近年来，随着大语言模型的
发展，以坃坨坡坴均坐坔在坏坰坥坮坁坉圬 圲地圲圲圩、坌坬坡坭坡系列在坔坯坵坶坲坯坮 坥坴 坡坬圮圬 圲地圲圳圩和坄坥坥坰坓坥坥坫在坄坡坩 坥坴 坡坬圮圬
圲地圲圴圩等为代表的大语言模型凭借其强大的生成与推理能力，已成为当前阅读器的优选方案。
基于大语言模型作为阅读器的方法主要可归纳为两类：单轮生成答案的方法与生成候选答

案验证的方法。单轮生成答案的方法指的是大语言模型直接生成答案，或在对文档内容进行理
解与排序后生成单一答案。例如，坌坥坷坩坳 坥坴 坡坬圮 在圲地圲地圩 提出了将外部文档检索与生成模型相结
合，利用检索到的文档来提升模型在开放域问答任务中准确性。块坥坩 坥坴 坡坬圮 在圲地圲圲圩 提出的思维
链（坃坨坡坩坮圭坯坦圭坔坨坯坵坧坨坴圬 坃坯坔）提示策略能够引导模型在生成答案前对问题和文档进行中间推
理，有效提升了答案的准确性。此外，坓坵坮 坥坴 坡坬圮 在圲地圲圳圩 则探讨了均坐坔等模型在多文档排序任
务中的能力，提出采用滑动窗口策略筛选最相关段落，以此生成更准确的答案。与单轮生成方
法不同，生成候选答案验证的方法通过生成多个候选答案提高正确答案的命中概率，并基于候
选答案生成相应证据和推理过程，利用生成内容进行验证以确定最终输出。例如，块坥坮坧 坥坴 坡坬圮
在圲地圲圳圩 提出采用多重采样策略，在解码阶段并行生成多个答案，并以生成的答案为已知条件，
进行反向推理以进行验证并选出最终结果。坋坩坭 坥坴 坡坬圮 在圲地圲圴坡圩 则提出先通过提示策略生成多个
候选答案，随后为每个答案生成摘要，并基于摘要的验证结果确定最终答案。

  

                                                                    
                              

  
  

                                                                                    
                                                                               
                                                                                     
                                         
                                  
                                
                                

  
  

                                                                                 
                                                                                   
                                                                                          
                                                                                     
     
                                 
                                            
                                   

    

    

         
      

           
      

            

             

            

         
      

         
      

           
      

         
      

           

         

    
           
      

     
  

     
  

     
    

    
    

    
    

        

  
  

  
  

         

       
    
  

     

     

     

图 圱场 低资源语言开放域问答示例

在英语、中文等高资源语言的开放域问答任务中，基于大语言模型的方法已取得显著成
效。然而，在处理缅甸语、柬埔寨语等低资源语言时，仍面临诸多挑战。单轮生成答案的方法
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在低资源语言环境下易出现推理错误，主要原因在于输入文档中往往包含大量与问题无关的噪
声信息。这些噪声源于低资源语言外部知识库的匮乏，以及相关的检索技术尚不成熟。同时，
主流大语言模型对低资源语言文档的理解能力有限，进一步加剧了问题推理的偏差。如图 圱所
示，在处理高棉语问题坜圲地圲圲年超级碗期间的圳地秒广告费用是多少钱圢时，模型未能有效整合问
题与文档信息，错误地输出了圲地圲圳年的广告费用。尽管基于候选答案生成的验证方法通过多答
案生成机制在一定程度上提升了正确答案的覆盖率，但仍存在明显不足。一方面，噪声干扰与
模型对低资源语言处理能力的局限性导致生成证据推理质量较低，影响了后续验证效果；另一
方面，现有验证方法较为单一，难以有效识别并筛选出正确答案。在同一案例中，尽管生成的
候选答案中包含正确的坜圶圵地万美元圢，但因验证机制缺乏鲁棒性，导致模型任无法有效识别出正
确答案。
针对上述问题，本文提出一种基于多维度答案筛选的低资源语言开放域问答方法。与现有

基于大模型直接理解文档生成答案的范式不同，该方法将问答过程转换为多阶段候选答案生成
与筛选框架。首先在答案生成阶段引导模型从多文档中生成多个候选答案以提高正确答案覆盖
率；随后在答案筛选阶段设计多维度验证策略：基于全局文档信息对每个答案进行直接验证，
针对每个答案抽取相关证据进行局部验证，以及通过不同答案间的相关性对比排序。通过这三
个维度的协同筛验证机制，模型选择出最优答案。

2 相相相关关关工工工作作作

开放域问答系统通常采用基于检索圭阅读的框架：首先从海量知识库中检索与问题相关的
文档，随后利用语言模型对文档信息进行深度语义理解与推理，最终生成符合问题需求的答
案。早期的研究主要通过微调训练传统的预训练模型来提升问答任务性能。坋坡坲坰坵坫坨坩坮 坥坴 坡坬圮
在圲地圲地圩提出的坄坐坒方法采用双编码器架构对问题和段落进行向量化表示，通过稠密检索技术显
著提升了开放域问答系统的性能。坌坥坷坩坳 坥坴 坡坬圮 在圲地圲地圩提出坒坁均框架将预训练的生成模型与检索
器相结合，首先从外部文档库中检索出与问题相关的文档片段，然后将这些片段与问题一起输
入生成模型以生成答案。坉坺坡坣坡坲坤 坡坮坤 均坲坡坶坥 在圲地圲圱圩提出的坆坩坄方法通过在解码阶段融合多个检
索到的段落信息，显著提高了生成答案的准确性。坃坨坥坮坧 坥坴 坡坬圮 在圲地圲圱圩提出坕坮坩坴坥坤坑坁框架创新
性地结合了基于坂坅坒坔的抽取式阅读器和基于坔圵的生成式阅读器，通过联合训练策略优化两者
的互补性，从而提升开放域问答性能。
随着大语言模型的兴起，开放域问答任务研究进入新的发展阶段，研究者主要关注在阅

读阶段大模型如何有效利用检索到的信息生成准确的答案。坌坡坺坡坲坩坤坯坵 坥坴 坡坬圮 在圲地圲圲圩提出了一种
基于少量提示的大语言模型与互联网信息结合的方法，该方法通过检索网页内容生成候选答
案，并采用重排序策略选择最优答案，在无需微调的情况下显著提升了开放域问答性能。坃坨坥坮
坥坴 坡坬圮 在圲地圲圳圩提出了一种基于外部坑坁记忆库增强的大语言模型方法，在推理时检索相关问答
对，从而提高了开放域问答系统的性能和效率。坓坨坩 坥坴 坡坬圮 在圲地圲圴圩采用集成学习策略，通过大
语言模型对每段检索到的段落进行独立预测，并采用特定的投票机制汇总结果来得出最终答
案。坋坩坭 坥坴 坡坬圮 在圲地圲圴坢圩提出坑坐坡坵坧的方法通过将复杂问题分解为子问题，并利用大语言模型生
成的内容扩充检索到的段落，显著提高了坏坄坑坁任务的性能。坋坩坭 坥坴 坡坬圮 在圲地圲圴坡圩提出了坓坵坲坥方
法通过大语言模型生成多个候选答案，通过答案生成摘要并进行验证来确定最终答案。

3 方方方法法法

3.1 问问问题题题描描描述述述

本文旨在基于提示学习的方法，提升大语言模型在低资源语言开放域问答任务中作为阅读
器性能。具体而言，给定低资源检索文档集合坄̃，本文将其划分为两类：若文档d ∈ 坄̃包含与查
询问题q的正确答案a相关的信息，则定义为相关文档dgolden；反之，若d不包含a或混杂无关内
容，则视为噪声文档dnoisy。本文的目标是通过设计提示集合P 圽 {p1, p2, ..., pm}，构建如图 圲所

示的多阶段提示引导的低资源语言问答框架，引导大语言模型M利用文档集合坄̃中的信息，通
过多阶段生成与筛选策略预测准确答案。最终任务可以形式化为以下问题：

坄̃ 圽 {dgolden, dnoisy, . . . , dnoisy} 坡坮坤 ã 圽 M在圈在P, q, 坾D圩圩 在圱圩

其中多阶段的任务函数圈 定义为：

圈在P, q, 坾D圩 圽 M |pm 在·圩 ◦ M |pm−1
在·圩 ◦ . . . ◦ M |p1 在·圩 在圲圩
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其中每个M |pi 在·圩表示大语言模型在特定提示pi指导下的任务处理阶段，整个系统通过模块化流

程设计在◦圩将这些处理阶段动态整合，最终构建出完整的问答框架。

1.生成候选答案

生成多个
候选答案

答案2：6.5 លានដុលាា រ 650万美元

答案1：7 លានដុលាា រ 700万美元

3.根据分数筛选最终答案

答案1：1.0 答案2：3.0 最终答案 

6.5 លានដលុាា រ
650万美元

2.多维度答案验证

使用英语生成
问题描述

The question asks for the price of a 30-second 
advertisement during the Super Bowl 2022… 

全局篇章
验证

局部证据验证

不同答案相关性排序

问题描述
根据全部文
档对答案进
行验证

答案1：1.0
答案2：1.0

7 លានដុលាា រ

6.5 លានដុលាា រ

问题描述

答案1：0.0
答案2：1.0

7 លានដុលាា រ

6.5 លានដុលាា រ 7 លានដុលាា រ

6.5 លានដុលាា រ
答案1：0.0
答案2：1.0

vs

vs

根据答案从原文
抽取证据

根据局部证
据进行验证

不同答案成对排序

  答案 证据：                              ន    
     7 លានដុលាា រ   រ   ដ           ន រ           រ  
                រ                                 
               
                            
                万美元  

问题

      ា       នា                                        ន   ា  ុ  ន 
                         多    

相关
  

  ន ន   ា   រ      ន  រ   រ                             ន រ     
                       ុ ន                 លា                     
       រ   ន               ន     ន   រ         ន       ា      រ
           រ                                             ន           
               6.5 លានដុលាា រ  
          据                
                            
                         序  
         万美元   

  
  

  រ          រ                                    ន ា      ន    ុ 
                             លា    រ           ដ         ន     លា
    ន         ា រ      ន        ា                ុ            ...       
                        ន         7 លានដុលាា រ   រ   ដ           ន រ
           រ                  រ                                 
                
              对全           
   对                         
                                    
              万美元   

    
  答案 证据：    ន       ា      រ           រ
                                             ន     
                     6.5 លានដុលាា រ 
                         
   序           万美元  

图 圲场 基于多维度答案筛选的低资源语言开放域问答模型

3.2 候候候选选选答答答案案案生生生成成成

大语言模型在直接理解低资源文档并生成答案时，受限于自身能力及噪声信息的干扰，导
致输出结果准确性不足。本文采用提示学习的方法，明确要求大语言模型生成多个候选答案，
通过增加答案的数量提高正确答案的命中率。传统方法通常依赖多重采样技术生成候选答案，
后续的分析实验观察到，通过提示的方法成多个候选答案，能够生成更加多样化的候选答案。
给定低资源语言的查询问题q，包含噪声的低资源语言文档集合坄̃以及大型语言模型M，本

文在提示pans 中设计了提示指令，以引导模型从文档中抽取并生成包含多个潜在正确答案的候
选答案集合。

Acand 圽 M |pans 在q, D̃圩 圽 {ai}Nn=1 在圳圩

其中Acand 表示大语言模型生成的候选答案集合，坎表示生成候选答案的数量，ai表示每个潜在
正确的候选答案。

3.3 多多多维维维度度度答答答案案案验验验证证证

为了从生成的候选答案集合中筛选出正确的答案，本文设计了多维度答案验证策略，从全
局篇章答案验证，局部证据答案验证以及不同答案相关性排序模块对每个候选答案进行综合性
的验证评估。

3.3.1 问问问题题题分分分析析析

由于当前主流大语言模型主要基于英语等高资源语言进行预训练，其在英语相关任务中表
现出卓越的性能。为充分利用大语言模型在英语领域的优势以辅助低资源语言任务处理，本文
在答案验证阶段引入英语辅助机制。在验证评估前，我们要求模型首先以英语梳理任务需求，
通过英语的问题描述为后续验证过程提供辅助信息，从而提升模型判断的准确性。
针对原始低资源语言查询问题q，本文设计了英语问题描述提示pen，以引导大型语言模型

对低资源语言查询进行深入分析。提示pen明确要求模型使用英语表述对输入问题的语义进行解
构，重点识别其潜在的信息需求及预期的答案类型。在提示pen 的指导下，大语言模型以低资

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第50页-第65页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 53



中国计算语言学大会

源语言查询q 为输入，生成对应的英文问题描述desen。问题描述desen作为补充说明信息，进一
步被整合到后续的答案验证流程中，以提升系统回答的准确性。

desen 圽 M |pen 在q圩 在圴圩

3.3.2 全全全局局局篇篇篇章章章答答答案案案验验验证证证

受块坥坮坧 坥坴 坡坬圮 在圲地圲圳圩研究的启发，大语言模型能够在提示学习的策略下对其生成结果进行
自我验证。针对大语言模型在低资源任务中理解能力受限的问题，引入英语问题描述信息作为
补充语义特征，增强模型对查询问题的理解深度。在此基础上，结合全部的文档集合信息，对
每个候选答案ai进行全局篇章级别的验证，确保筛选答案的合理性和有效性，同时保证答案与
查询问题在逻辑和语义层面的一致性。

本文设计了全局验证提示pglob，将每个候选答案ai、文档集合D̃、输入查询问题q 以及问题
描述desen 一并输入至大语言模型M 中。根据提示pglob 的指引，模型利用全文篇章信息，从正
确性与合理性角度为候选答案生成分析评估并做出判断。模型生成完成后，采用正则表达式匹
配的方式提取其判别结果。评估为坔坲坵坥 的候选答案被赋予圱 分，未达标准的答案则获得地分评
估值。

Vglob在ai圩 圽 M |pglob
(
q, desen , ai, D̃

)
在圵圩

坳坣坯坲坥圱 在ai圩 圽

{
圱 坩坦 坒坥 在Vglob在ai圩圩 圽 坔坲坵坥

地 坯坴坨坥坲坷坩坳坥
在圶圩

其中Vglob在ai圩表示模型基于全局篇章对候选答案ai生成的评估内容，坒坥 在·圩表示使用正则匹配从
评估内容中提取的结果。

3.3.3 局局局部部部证证证据据据答答答案案案验验验证证证

全局篇章验证能够从上下文一致性上验证答案的合理性。此外，本文进一步的引入与答案
相关的细粒度证据信息进行验证，从不同的维度上实现对候选答案更精准的判别。具体而言，
文本利用证据提取函数Eevi，将每个候选答案ai，输入查询问题q以及文档集合D̃作为输入，在
证据抽取提示pevi的作用下，提取出每个候选答案ai来源的信息evidencei作为细粒度的证据。

evidencei 圽 Eevi
(
q, ai, D̃

)
圽 M |pevi

(
q, ai, D̃

)
坦坯坲 i 圽 圱, . . . , n 在圷圩

其中，提取证据函数满足场
evidencei ⊂ D̃

与坋坩坭 坥坴 坡坬圮 在圲地圲圴坡圩的方法生成摘要验证不同，本文的方法是直接引导模型从原文中提取
内容，与生成摘要内容相比，提取的内容与原文的相关性更高，且在低资源环境下有效规避了
模型生成能力不足的问题。在提取相关证据后，本文基于局部证据对每个候选答案进行细粒度
的评估。这些证据直接来源于原始检索文档，并与候选答案保持高度相关性。候选答案的置信
度越高，提取到的相关证据质量也越可靠，因此通过评估局部证据是否对查询问题提供帮助信
息，可以间接验证答案的有效性。

具体而言，本文设计了局部验证提示ppart，将候选答案ai 的证据evidencei、查询问题q 及
英文问题描述desen 一并输入大语言模型M中。在ppart 的引导下，模型判断与候选答案ai相关
的局部证据evidencei 是否对回答问题q 提供了有效支持，并在生成分析内容后给出判别结果。
模型生成完成后，与全局验证类似，模型分析的输出经由正则表达式匹配提取判别结果，若评
估为坔坲坵坥，则该候选答案获得圱 分，否则赋值为地分。

Vpart 在ai圩 圽 M |ppart 在q, desen , evidencei圩 在圸圩

坳坣坯坲坥圲 在ai圩 圽

{
圱 坩坦 坒坥 在Vpart在ai圩圩 圽 坔坲坵坥

地 坯坴坨坥坲坷坩坳坥
在圹圩
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其中Vpart在ai圩表示模型基于局部证据对候选答案ai生成的评估内容，坒坥 在·圩表示使用正则匹配从
评估内容中提取的结果。

3.3.4 不不不同同同答答答案案案相相相关关关性性性排排排序序序

在完成全局篇章验证和局部证据验证对答案自身的质量评估后，本文进一步采用大模型成
对排名方法在坑坩坮 坥坴 坡坬圮圬 圲地圲圴圩，通过直接比较不同答案之间的相关性来区分其优劣程度。具体
而言圬将候选答案集合Acand 中的每个答案ai与其他候选答案ak输入到答案对比函数Ccomp 中，模

型根据文档集合D̃以及输入查询问题q在答案对比提示pcomp 的指引下，判断候选答案ai或ak哪
一个更合适作为查询问题的正确答案。最终，基于答案ai被选中的次数，计算出候选答案的得
分，并依此对所有候选答案进行排名。

坳坣坯坲坥3 在ai圩 圽
圱

N − 圱

N∑
k ̸=i

Ccomp 在ai, ak圩 在圱地圩

其中答案对比函数Ccomp 定义为：

Ccomp 在ai, ak圩 圽


圱, M |pcomp

(
q, ai, ak, D̃

)
→ ai

地, M |pcomp

(
q, ai, ak, D̃

)
→ ak

地.圵, 坯坴坨坥坲坷坩坳坥

在圱圱圩

3.4 最最最终终终答答答案案案选选选择择择

经过多维度答案筛选体系的综合评估，每个候选答案依次通过全局篇章验证、局部证据验
证以及不同答案相关性排序三个环节的评分验证。在评估过程中，各模块采用等权重计算方
式，最终通过汇总三个环节的评分结果，选取分数最高的候选答案作为最终输出。

ã 圽 ai∗ , i∗ 圽 坡坲坧 坭坡坸
i∈[1,N ]

 3∑
j=1

坳坣坯坲坥j 在ai圩

 在圱圲圩

算法 圱总结基于多维度答案筛选的低资源语言开放域问答方法的形式化过程，本方法实现
过程中使用的所有提示词模板均已完整收录在附录 坁中。

算算算法法法 1: 基于多维度答案筛选的低资源语言开放域问答算法流程

输输输入入入 : 低资源查询问题q，文档集合D̃，大模型M，提示集P
输输输出出出 : 最终答案ã

1. 候候候选选选答答答案案案生生生成成成: Acand ←M |pans(q, D̃)

2. 多多多维维维度度度验验验证证证 (∀ai ∈ Acand):

▷ 问题英语分析: desen ←M |pen(q)

▷ 全局篇章验证: score1 ←M |pglob(q, desen, ai, D̃)

▷ 证据提取与局部验证: evidencei ←M |pevi(q, ai, D̃); score2 ←M |ppart(q, desen, evidencei)

▷ 不同答案相关性排序: score3 ← 1
N−1

∑N
k ̸=i Ccomp(ai, ak)

3. 答答答案案案选选选择择择: ã← ai∗ , i∗ = argmaxi(
∑3

j=1 scorej(ai))

4 实实实验验验

4.1 数数数据据据集集集构构构建建建

为评估大语言模型在低资源开放域问答任务中的性能，本文基于坃坨坥坮 坥坴 坡坬圮 在圲地圲圴圩提
出的坒均坂数据集，构建了一个专门面向东南亚低资源任务的问答基准数据集，并将其命名
为坌坒坑坁 在坌坯坷圭坲坥坳坯坵坲坣坥 坑坁圩，坌坒坑坁数据集涵盖了泰语、缅甸语、老挝语和柬埔寨语四种低资
源语言。具体而言，本文从坒均坂数据集中抽取了部分英语数据，并利用均坯坯坧坬坥翻译引擎将每条
数据中的问题、相关文档和噪声文档翻译成目标低资源语言文本。随后，本文聘请了专业的低
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资源语言母语者对翻译结果进行了审校与校正。基于校正后的内容，进一步标注了与问题相关
的正确答案。
在具体的实验设定中，受实验成本的限制，本文构建了圸地地个问答对以及圴地地地个文档，每种

低资源语言包含圲地地条测试数据。为了更真实地模拟低资源语言开放域问答任务中检索文档存在
大量噪声的情况，本文将噪声比例设置为地圮圸。具体而言，针对每条测试数据，为其添加了一条
包含正确答案的相关文档，以及四条不包含正确答案的噪声文档。随后，对相关文档与噪声文
档的顺序进行了随机打乱，以构建最终的外部文档集合。完整的数据集由问题圭答案对及其对应
的文档集合共同组成。我们对各数据集不同组成部分的平均长度进行了统计，考虑数据涵盖多
种语言风格的低资源语言，采用字符串长度作为统一的度量标准。各部分的长度统计如表 圱所
示。

数数数据据据集集集 Query Answer Passages

泰语在坴坨圩 圴圳圮圷圴 圱圱圮圸圴 圷圴地圮圳圱
高棉语在坫坭圩 圵圱圮圹地 圱圳圮圴圱 圸圶圹圮圹圷
老挝语在坬坯圩 圴圳圮圶圶 圱圱圮圷圹 圷地圵圮地圵
缅甸语在坭坹圩 圵圴圮圶圲 圱圲圮圱圸 圸圴圸圮圸圸

表 圱场 坌坒坑坁数据集的平均长度信息。

4.2 评评评估估估指指指标标标

为了评估模型方法在开放域问答任务中的性能，本文选择了精确匹配（坅坸坡坣坴
坍坡坴坣坨，坅坍）和坆圱分数作为评估指标。精确匹配（坅坍）衡量的是测试数据集中正确答案的
比率，如果给定的预测与正确答案之一完全一致，则认为该预测是正确的。坆圱分数则衡量了预
测答案与正确答案之间词汇集合的重叠情况，旨在平衡正确识别答案和避免遗漏正确答案之间
的权衡。

4.3 基基基线线线方方方法法法

本文与以下基线方法进行比较以验证提出方法的有效性场
（圱）直接生成方法在坂坡坳坥圩场 坂坡坳坥方法是通过将检索到的文段与问题联合输入到大语言模型

中，并通过提示模型直接生成问题答案。
（圲）思维链提示在坃坯坔圩在块坥坩 坥坴 坡坬圮圬 圲地圲圲圩场 在坂坡坳坥方法的基础上，采用零样本思维链提示策

略在坚坥坲坯圭坳坨坯坴 坃坨坡坩坮 坯坦 坔坨坯坵坧坨坴圩，引导模型逐步推理思考后再生成最终答案。
（圳）跨语言提示在坃坌坐圩在坑坩坮 坥坴 坡坬圮圬 圲地圲圳圩场 引导大语言模型使用英语对低资源语言的问题和

段落进行思考与推理，然后得出目标低资源语言答案。
（圴）语言多样性提示在坌坄坐圩在坎坧坵坹坥坮 坥坴 坡坬圮圬 圲地圲圴圩场 采用了语言多样性的提示，利用高资源

语言示例激活模型能力，再并通过目标语言示例引导模型生成低资源语言答案。
（圵）大模型重排序方法在坌坌坍 坒坥坲坡坮坫圩在坓坵坮 坥坴 坡坬圮圬 圲地圲圳圩场 以大语言模型作为排序智能体，

利用大语言模型对检索到的段落进行判别与排序，推行滑动窗口策略，从多个文档中选出与查
询问题最为相关的文档，然后使用筛选出来的文档进行答案生成。
（圶）自我验证方法在坓坥坬坦圭坶坥坲坩圌坣坡坴坩坯坮圩在块坥坮坧 坥坴 坡坬圮圬 圲地圲圳圩场 通过多重采样生成多个候选答

案，然后利用大语言模型对自身推理的答案进行反向验证并选择最适合的答案。
（圷）候选答案摘要验证在坓坵坲坥圩在坋坩坭 坥坴 坡坬圮圬 圲地圲圴坡圩场 通过提示模型生成多个候选答案，并基

于这些候选答案生成支持性摘要。最终，通过评估摘要的质量来筛选出最佳答案。

4.4 实实实验验验结结结果果果

在本实验中，本文选用了性能强大且具备一定低资源语言处理能力的大语言模
型，包括均坐坔圭圳圮圵圭坴坵坲坢坯、均坐坔圭圴坯圭坭坩坮坩以及坄坥坥坰坓坥坥坫圭坶圳，以验证所提出方法的有效性。调
用坁坐坉时，将温度参数设置为地圮地，以确保模型生成结果的稳定性。在实验中，将生成候选答案
的数量固定为坎圽圲，这是因为在后续的分析实验中本文观察到增加坎对性能提升的较为有限。
本文在坌坒坑坁四个语言基准数据集上进行了对比实验，验证所提出方法的有效性。实验

结果如表 圲所示，主要发现如下：在圱圩在四种语言数据集上，本文的方法在性能上超越了大部
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分现有方法。具体表现为：与次优方法相比，使用均坐坔圭圳圮圵圭坴坵坲坢坯模型时，坅坍和坆圱指标分别
提升圴圮圱圥和圴圮圴圥；使用均坐坔圭圴坯圭坭坩坮坩模型时分别提升圳圮地圥和圳圮圱圥；使用坄坥坥坰坓坥坥坫圭坶圳模型时分
别提升圲圮圸圥和圲圮圷圥，这一结果充分证明了本文提出方法的有效性。在圲圩实验观察到，在均坐坔圭
圳圮圵圭坴坵坲坢坯和均坐坔圭圴坯圭坭坩坮坩模型上，单轮生成的方法如坃坯坔在块坥坩 坥坴 坡坬圮圬 圲地圲圲圩和坃坌坐在坑坩坮 坥坴 坡坬圮圬
圲地圲圳圩受噪声干扰和低资源语言推理的局限性影响，性能提升不明显甚至出现下降。坌坄坐方
法在坎坧坵坹坥坮 坥坴 坡坬圮圬 圲地圲圴圩和坌坌坍坒坥坲坡坮坫方法在坓坵坮 坥坴 坡坬圮圬 圲地圲圳圩在多数的实验中上有小幅度的性
能提升，但在泰语任务中出现性能下降，表明其适用性在低资源任务中不够稳定。基于候
选答案验证的方法例如坓坵坲坥在坋坩坭 坥坴 坡坬圮圬 圲地圲圴坡圩和坓坥坬坦圭坶坥坲坩圌坣坡坴坩坯坮在块坥坮坧 坥坴 坡坬圮圬 圲地圲圳圩通过多候
选答案机制提高了正确答案命中率，但因依赖单一验证策略和低质量摘要证据，性能提升
有限。在圳圩坄坥坥坰坓坥坥坫圭坶圳模型在多数实验中表现最优，展现出极高的适应性。所有基线方法在
该模型上的表现均优于直接生成答案的方法，进一步验证了其优异的低资源语言泛化能力。
本文认为这一优势源于其创新的多头潜在注意力机制（坍坵坬坴坩圭坨坥坡坤 坌坡坴坥坮坴 坁坴坴坥坮坴坩坯坮，坍坌坁）
和坄坥坥坰坓坥坥坫坍坯坅架构在坄坡坩 坥坴 坡坬圮圬 圲地圲圴圩，这些设计显著区别于传统大语言模型，有效增强了推
理能力和低资源任务适应性。结合本文提出的多维度答案筛选方法，该模型在低资源开放域问
答任务中展现出卓越性能。

坍坥坴坨坯坤
坭坹 坴坨 坬坯 坫坭 坁坶坥坲坡坧坥

坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱

GPT-3.5-turbo
坂坡坳坥 圲圵圮圵 圳圲圮圷 圴圹圮圵 圶圳圮圷 圲圸圮地 圴圱圮圴 圳圵圮圵 圴圶圮圱 圳圴圮圶 圴圶圮地
坃坯坔 圲圵圮地 圳圲圮圶 圴圷圮圵 圶圲圮圵 圲圴圮地 圳圷圮地 圳圴圮地 圴圳圮圳 圳圲圮圶 圴圳圮圹
坃坌坐 圲圴圮地 圳圱圮圷 圴圴圮地 圵圵圮圳 圲圳圮圵 圳圴圮圳 圲圹圮圵 圳圸圮圸 圳地圮圳 圴地圮地
坌坄坐 圲圶圮地 圳圴圮圷 圴圸圮圵 圶圱圮圳 圳地圮地 圴圲圮圶 圳圵圮圵 圴圵圮圹 圳圵圮地 圴圶圮圱

坌坌坍 坒坥坲坡坮坫 圲圷圮地 圳圵圮圹 圴圹圮地 圶圱圮圵 圳地圮圵 圴圳圮圷 圳圷圮圵 圴圸圮圲 圳圶圮地 圴圷圮圳
坓坥坬坦圭坶坥坲坩圌坣坡坴坩坯坮 圲圶圮地 圳圳圮地 圴圶圮圵 圵圸圮圷 圲圵圮圵 圳圸圮圳 圳圲圮圵 圴圴圮圹 圳圲圮圷 圴圳圮圷

坓坵坲坥 圲圶圮圵 圳圴圮圳 圴圸圮圵 圶圱圮圸 圲圷圮圵 圴地圮圷 圳圴圮圵 圴圷圮圵 圳圴圮圳 圴圶圮圱
Ours 30.5 37.6 53.5 66.0 37.5 50.8 39.0 52.4 40.1 51.7

GPT-4o-mini
坂坡坳坥 圵圱圮圵 圶圸圮圶 圶圲圮地 圷圵圮圶 圴圶圮圵 圶圷圮圹 圵圴圮圵 圷圱圮圲 圵圳圮圶 圷圱圮圳
坃坯坔 圵圲圮地 圶圹圮圵 圶圱圮地 圷圴圮圱 圴圴圮地 圶圶圮圳 圵圲圮地 圶圸圮圷 圵圲圮圳 圷地圮圲
坃坌坐 圴圸圮圵 圶圵圮圲 圵圸圮圵 圷圳圮圹 圴圳圮地 圶圵圮圲 圴圷圮圵 圶圵圮圷 圴圹圮圴 圶圷圮圵
坌坄坐 圵圳圮地 圷地圮圸 圶圲圮地 圷圴圮圹 圵圲圮地 圷圳圮圳 圵圶圮地 圷圲圮圱 圵圵圮圸 圷圲圮圸

坌坌坍 坒坥坲坡坮坫 圵圲圮圵 圷地圮圷 圵圹圮圵 圷圲圮圹 圴圷圮圵 圶圹圮圴 圵圶圮圵 圷圳圮圱 圵圴圮地 圷圱圮圵
坓坥坬坦圭坶坥坲坩圌坣坡坴坩坯坮 圵地圮圵 圶圸圮圱 圶圱圮地 圷圵圮圱 圴圷圮圵 圶圸圮圸 圵圴圮地 圷圱圮圳 圵圳圮圳 圷地圮圸

坓坵坲坥 圵圵圮地 圷圲圮圱 圶圲圮圵 圷圵圮圳 圴圸圮地 圶圹圮圷 圵圵圮圵 圷圲圮圶 圵圵圮圳 圷圲圮圴
Ours 59.0 73.9 68.5 80.7 50.5 70.9 57.0 78.0 58.8 75.9

DeepSeek-v3
坂坡坳坥 圵圷圮圵 圷圳圮圷 圶圲圮圵 圷圴圮圹 圵地圮地 圷圲圮圱 圵圱圮圵 圶圶圮圴 圵圵圮圴 圷圱圮圸
坃坯坔 圶圱圮地 圷圴圮圹 圶圲圮地 圷圵圮圵 圵圳圮地 圷圳圮圶 圵圷圮地 圷圶圮地 圵圸圮圳 圷圵圮地
坃坌坐 圶圲圮地 圷圷圮圲 圶圵圮圵 圷圸圮圲 圵圳圮地 圷圵圮圲 圵圶圮圵 圷圴圮地 圵圹圮圳 圷圶圮圲
坌坄坐 圶地圮地 圷圵圮圵 圶圶圮地 圷圹圮圲 圵圵圮圵 圷圶圮圱 圵圷圮地 圷圵圮圲 圵圹圮圶 圷圶圮圵

坌坌坍 坒坥坲坡坮坫 圵圹圮圵 圷圵圮圴 圶圵圮地 圷圷圮圲 圵圴圮地 圷圴圮圷 圵圲圮圵 圶圸圮圳 圵圷圮圸 圷圳圮圹
坓坥坬坦圭坶坥坲坩圌坣坡坴坩坯坮 圵圸圮圵 圷圴圮圱 圶圴圮地 圷圶圮圹 圵圱圮地 圷圳圮圲 圵圳圮圵 圷地圮圱 圵圶圮圸 圷圳圮圶

坓坵坲坥 圶圱圮地 圷圶圮圴 圶圶圮地 圷圹圮圳 圵圳圮圵 圷圵圮地 圵圷圮圵 圷圷圮圱 圵圹圮圵 圷圷圮地
Ours 63.0 78.5 68.5 81.2 57.0 78.8 61.0 80.2 62.4 79.7

表 圲场 本文的方法与基线方法在不同模型上的效果对比实验结果

4.5 分分分析析析实实实验验验

4.5.1 生生生成成成候候候选选选答答答案案案方方方法法法分分分析析析

为了验证低资源语言开放域问答任务中生成多个候选答案策略的有效性，本文设计了一
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系列实验，以评估该策略在提升正确答案覆盖率方面的效果。本文对比了三种答案生成方
法：在圱圩直接生成答案方法，即直接提示模型根据文档信息生成与问题相关的单个答案。在圲圩多重
采样生成策略，即在大语言模型解码过程中，通过设置超参数进行多重采样，并行生成多个答
案。在圳）提示生成策略，即在提示中添加指令，指导模型同时生成多个候选答案结果。在具体
实验过程中，对于多重采样和提示生成策略，本文均指导模型生成圲个候选结果，然后统计所有
生成结果中包含正确答案的概率

图 圳场 不同方法生成候选答案结果对比

实验结果如图 圳所示，在所有模型上，采用多重采样和提示生成多候选答案的方法，其包
含正确答案的概率均高于直接生成单个答案的方法。其中，通过提示生成的多候选答案方法更
能生成更丰富的候选答案结果。在低资源且高噪声的环境下，生成多个候选答案可以提升包含
正确答案的概率，而且提示生成策略能更有效地利用大语言模型能力，生成更丰富的答案。

4.5.2 生生生成成成候候候选选选答答答案案案数数数量量量分分分析析析

为了深入探究候选答案数量坎对实验结果的潜在影响，本文在提示生成候选答案的策略框
架下，系统性地考察了不同候选答案数量坎值对生成正确答案数量的影响。如图 圴所示的实验结
果表明，当候选答案数量坎设置为圲时，模型生成正确答案的数量呈现出较为显著的提升趋势。
然而，随着坎值的持续增加，生成正确答案的数量并未表现出预期的线性增长，并且出现了一
些下降的情况，这一现象表明当前模型在生成候选答案时存在一定性能瓶颈，单纯依靠增加候
选答案数量这一策略对于提升正确答案数量较为有限。

图 圴场 不同候选答案个数包含正确答案数量对比

此外，本文在坄坥坥坰坓坥坥坫圭坶圳 模型下，比较坎圽圳时的完整实验结果（见表 圳）进一步表明，
相较于坎圽圲，模型性能未出现显著提升。分析表明，增加候选答案数量坎虽能小幅提高正确答
案的命中率，但也使多维度筛选的过程变得更为复杂，且计算成本随之增加。因此，综合考虑
准确性与计算成本，在本文提出的方法中，生成两个候选答案并进行筛选是一种更为合理且高
效的策略。
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坍坥坴坨坯坤坳
坭坹 坴坨 坬坯 坫坭 坁坶坥坲坡坧坥

坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱

坂坡坳坥 圵圷圮圵 圷圳圮圷 圶圲圮圵 圷圴圮圹 圵地圮地 圷圵圮圱 圵圱圮圵 圶圶圮圴 圵圵圮圴 圷圲圮圵
坏坵坲坳在坎圽圲圩 圶圳圮地 圷圸圮圵 圶圸圮圵 圸圱圮圲 圵圷圮地 圷圸圮圸 圶圱圮地 圸地圮圲 圶圲圮圴 圷圹圮圷
坏坵坲坳在坎圽圳圩 圶圱圮地 圷圷圮圴 圶圸圮圵 圸地圮圹 圵圶圮圵 圷圷圮圸 圵圹圮地 圷圶圮圷 圶圱圮圳 圷圸圮圲

表 圳场 不同候选答案数量的实验结果

4.5.3 噪噪噪声声声鲁鲁鲁棒棒棒性性性分分分析析析

在主实验中，本文通过控制相关文档与噪声文档的数量，将噪声比例设定为地圮圸，旨在探
讨在极端噪声环境下大语言模型在开放域问答任务中的表现。此外，本文在坄坥坥坰坓坥坥坫圭坖圳 模型
上，通过调整相关文档与噪声文档的比例，进一步分析了不同噪声水平下大模型直接回答能力
的变化，以及所提出方法在不同噪声干扰下的鲁棒性。

图 圵场 不同噪声情况下模型鲁棒性对比

实验结果如图 圵所示，随着噪声文档数量的增加，大模型直接生成答案的方式在所有语
言中均表现出明显的性能下降，噪声敏感性较高，尤其在老挝语语任务中，坅坍值下降幅度达
到圵圮圵圥。相比之下，本文所提出的方法在噪声干扰下展现出更强的鲁棒性，在各项语言任务中
均优于直接问答策略，且其性能随着噪声增加呈现出更加平缓的下降趋势。上述结果充分说明
本文方法在低资源语言环境下具备更好的泛化能力和抗干扰能力。

4.5.4 消消消融融融分分分析析析实实实验验验

为了进一步验证本文提出方法的有效性，本文设计了全面的消融实验在四种低资源语言数
据集上进行了不同模型的消融实验，以验证各组件对模型整体性能的影响。

消融实验结果如表 圴所示，得出以下重要发现：在圱圩完整方法在所有测试语言和评估指标上
均表现出最优性能，充分证明了所提低资源问答方法的有效性。实验数据表明，移除任一功能
模块都会显著影响模型性能，验证了各组件在系统中的必要性。在圲圩移除英语问题描述坤坥坳坥坮显
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著影响模型性能，说明其作为跨语言理解桥梁对低资源语言问答任务具有重要价值。在三个评
分模块中，全局篇章验证分数坳坣坯坲坥圱影响相对较小，但其全局验证作用仍不可或缺；局部证据
验证分数坳坣坯坲坥圲的移除影响较为显著，印证了细粒度验证对答案准确性的关键作用；而不同答
案相关性排序坳坣坯坲坥圳缺失导致最大性能下降，表明不同答案对比和排序机制对最终答案选择至
关重要，能有效过滤错误答案并提升结果可靠性。在圳圩不同能力水平的模型对各组件的敏感度存
在显著差异。性能相对较弱的均坐坔圭圳圮圵圭坴坵坲坢坯和均坐坔圭圴坯圭坭坩坮坩模型对组件移除表现出较高的敏感
性，这表明其性能表现更依赖于多维度协助机制的协同作用。值得注意的是，即便是性能最优
的坄坥坥坰坳坥坥坫圭坶圳模型，在移除各组件后也表现出明显性能衰减，验证了各功能模块对模型性能的
提升作用具有普遍适用性。实验分析表明，本文提出的方法中各个组件都具有不可或缺的重要
作用，其有效性得到了充分验证。

坍坯坤坥坬
坭坹 坴坨 坬坯 坫坭 坁坶坥坲坡坧坥

坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱 坅坍 坆圱

GPT-3.5-turbo

坷圯坯 坤坥坳坥坮 圲圹圮圵 圳圶圮圹 圵圲圮圵 圶圴圮圸 圳圷圮地 圵地圮圱 圳圸圮地 圵地圮圲 圳圹圮圳 圵地圮圵

坷圯坯 坳坣坯坲坥圱 圲圹圮地 圳圶圮圲 圵圲圮圵 圶圴圮圷 圳圷圮地 圵地圮地 圳圸圮地 圵地圮圹 圳圹圮圱 圵地圮圵
坷圯坯 坳坣坯坲坥圲 圲圹圮圵 圳圶圮圳 圵圱圮圵 圶圴圮地 圳圵圮圵 圴圸圮圴 圳圸圮地 圵地圮圹 圳圸圮圶 圴圹圮圹
坷圯坯 坳坣坯坲坥圳 圲圸圮圵 圳圵圮圷 圵圱圮地 圶圳圮圲 圳圵圮地 圴圷圮圹 圳圷圮圵 圵地圮圱 圳圸圮地 圴圹圮圲
坆坵坬坬 坭坯坤坥坬 30.5 37.6 53.5 66.0 37.5 50.8 39.0 52.4 40.1 51.7

GPT-4o-mini

坷圯坯 坤坥坳坥坮 圵圷圮圵 圷圲圮圵 圶圷圮圵 圷圹圮圹 圴圸圮地 圶圸圮圲 圵圶圮地 圷圵圮圹 圵圷圮圳 圷圴圮圱

坷圯坯 坳坣坯坲坥圱 圵圸圮地 圷圳圮地 圶圸圮地 圸地圮圴 圴圸圮圵 圶圹圮圶 圵圶圮地 圷圶圮圶 圵圷圮圶 圷圴圮圹
坷圯坯 坳坣坯坲坥圲 圵圷圮圵 圷圲圮圳 圶圷圮地 圷圹圮圴 圴圷圮圵 圶圸圮圹 圵圵圮圵 圷圵圮圳 圵圶圮圹 圷圴圮地
坷圯坯 坳坣坯坲坥圳 圵圶圮圵 圷圱圮圸 圶圷圮圵 圷圹圮圷 圴圷圮圵 圶圹圮圲 圵圵圮地 圷圵圮地 圵圶圮圶 圷圳圮圹
坆坵坬坬 坭坯坤坥坬 59.0 73.9 68.5 80.7 50.5 70.9 57.0 78.0 58.8 75.9

Deepseek-v3

坷圯坯 坤坥坳坥坮 圶圲圮圵 圷圷圮圹 圶圸圮地 圸地圮圷 圵圶圮地 圷圷圮地 圵圹圮圵 圷圷圮圳 圶圱圮圵 圷圸圮圲

坷圯坯 坳坣坯坲坥圱 圶圲圮地 圷圷圮圶 圶圷圮圵 圸地圮圷 圵圶圮圵 圷圷圮圳 圶地圮地 圷圷圮圶 圶圱圮圵 圷圸圮圳
坷圯坯 坳坣坯坲坥圲 圶圲圮地 圷圷圮圸 圶圶圮圵 圷圹圮圸 圵圶圮圵 圷圸圮圲 圵圹圮圵 圷圷圮圱 圶圱圮圱 圷圸圮圲
坷圯坯 坳坣坯坲坥圳 圶圱圮圵 圷圷圮圳 圶圶圮地 圷圹圮圳 圵圵圮圵 圷圷圮圳 圵圹圮地 圷圷圮圵 圶地圮圵 圷圷圮圹
坆坵坬坬 坭坯坤坥坬 63.0 78.5 68.5 81.2 57.0 78.8 61.0 80.2 62.4 79.7

表 圴场 消融实验结果。其中坷圯坯 坤坥坳坥坮代表移除英语问题描述，坷圯坯 坳坣坯坲坥圱代表移除全局篇章验
证分数坳坣坯坲坥圱，坷圯坯 坳坣坯坲坥圲代表移除局部证据验证分数坳坣坯坲坥圲，坷圯坯 坳坣坯坲坥圳代表移除不同答案相
关性排序分数坳坣坯坲坥圳，坆坵坬坬 坭坯坤坥坬代表本文提出的完整方法。

4.6 案案案例例例分分分析析析

图 圶展示了坌坒坑坁数据集中的三个示例。可以观察到：（圱）在候选答案中包含正确答案的
情况下，本文提出的完整模型能够准确地从中筛选出正确答案，体现了方法的有效性。（圲）当
移除全局篇章验证分数坳坣坯坲坥圱后，模型难以对存在概念混淆的候选项进行有效判别。例如，在
案例圱中，坜天问一号圢指的是火星探测任务，而坜祝融号圢才是具体的火星探测器。缺乏全局信息
的验证使得模型无法正确理解文本中的实体关系，从而影响答案筛选的准确性。（圳）移除局
部证据验证分数坳坣坯坲坥圲后，模型在处理如案例圳中同类、相似属性的答案时，缺乏辨别力。该现
象验证了细粒度证据信息的重要性：局部证据验证模块能够提供更为精细的证据对比，从而帮
助模型筛选出更符合查询意图的答案。（圴）移除不同答案相关性排序分数坳坣坯坲坥圳后，模型在案
例圱和案例圲中的答案筛选结果均出现错误。不同答案相关性排序模块基于文档信息对各候选答
案进行相互对比和验证，能够筛选出与查询更相关的答案，同时剔除内容冗余或信息缺失的选
项，从而选出更完整、准确的答案。案例分析进一步揭示了各个维度答案筛选模块在模型中的
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作用机制。实验结果表明，只有各模块协同工作，才能实现对复杂低资源语言问答场景中最优
答案的准确提取，有效验证了本文所提出方法在多维验证机制下的性能与鲁棒性。

文档信息
和

输入查询

案例1：

Passage1：
…លោក Yuan Foyu ដែលជាប្រធានទ ី38 ននយុទធនាការដាកល់ ម្ ោះសប្ារ់យានរកុរក
ភពអង្គា រែរំងូររសប់្រលទសចនិបានប្បារទ់រូទសសន ៍CCTV ថាលរសកកម្ម Tianwen-1

និងឱកាសដាកល់ ម្ ោះររសវ់ាបានទាកទ់ាញការចារអ់ារម្មណយ៍ា៉ា ងទូលទំោូយ។ ការលបាោះលនោ តលនោះ
ប្តូវបានលរៀរចរំមួ្គ្នោ លដាយប្កុម្ហ នុចនិ Baidu និង Gaidu Technology លហើយ
នងៃផុតកណំតគ់នឺងៃទ ី28 ដែឧសភា នោ ំ 2020។…
（…中国首辆火星探测器命名活动第38届主席袁佛宇在
接受中央电视台采访时表示，天问一号任务及其命名机
遇备受关注。此次投票由中国企业百度和盖度科技联合
组织，截止日期为2020年5月28日…）

……
Pasage N: 
…Zhurong គឺជាដផោកម្យួននលរសកកម្ម Tianwen-1 Mars ររសប់្រលទសចនិ 
លហើយបានចោុះចតលៅលលើ Utopia Planitia កោុងដែឧសភា នោ ំ 2021។ ការលសុើរ
អលងេតលនោះបានចលូលៅកោងុរលរៀរ hibernation លៅកោងុដែឧសភា នោ ំ 2022 ដែល
អនុញ្ញា តឱយវាសប្ាកកោងុអឡំងុលពលរែវូរង្គអឌ្ឍលគ្នលខាងល ើង Martian ។…
（…祝融号是中国天问一号火星任务的一部分，于 2021 
年 5 月降落在乌托邦平原。该探测器于 2022 年 5 月进入
休眠模式，使其能够在火星北半球的冬季休眠…）

Query:  លតើយានរកុរកររសច់និលៅលលើភពអង្គា រានល ម្ ោះអវី ?
（中国火星探测器叫什么名字？）

案例2：

Passage1：
…God of War Ragnarök ເປັນເກມຜະຈົນໄພຜະຈົນໄພທ ີ່ ພັດທະນາ
ໂດຍ Santa Monica Studio ແລະຈັດພິມ
ໂດຍ Sony Interactive Entertainment. ມັນໄດ້ຖື ກປີ່ ອຍອອກມາໃນ
ທົີ່ ວໂລກໃນວັນທ 9 ພະຈິ ກ 2022, ສໍ າລັບ
ທັງ PlayStation 4 ແລະ PlayStation 5, ເຊິີ່ ງເປັນການເປ ດຕົວແບບ
ຂ້າມ Gen ຄ້ັງທໍາອິ ດໃນຊຸດ God of War. ມັນເປັນພາກທ 9 ໃນ
ຊຸດ, ລໍ າດັບທ 9, ແລະເປັນພາກຕໍີ່ ຂອງ God of War ຂອງປ 2018…
（…《战神：诸神黄昏》是一款由圣莫尼卡工作室开发、
索尼互动娱乐发行的角色扮演冒险游戏。游戏于2022年
11月9日全球发售，登陆PlayStation 4和PlayStation 5平台，
是《战神》系列的首次跨世代发行。本作是该系列的第
九部作品，也是2018年《战神》的续作…）

……
Pasage N:

…ພຣະເຈົ ້ າແຫີ່ ງສົງຄາມ: Ragnarok ມ ວັນປີ່ ອຍ. ພຣະເຈົ ້ າແຫີ່ ງ
ສົງຄາມ: Ragnarok ໄດ້ຖື ກປະກາດຢີ່ າງເປັນທາງການ - ຊືີ່ ຂອງເກມ
ແມີ່ ນມ ຄວາມລຶ ກລັບມາດົນນານ, ພະຍາຍາມຊັກຊວນ fans ວີ່ າ 
Ragnarok ຈະເປັນການແຂີ່ ງຂັນສຸດທ້າຍສໍ າລັບຫົວຂໍ ້ ສຸດທ້າຍ…
（…《战神：诸神黄昏》的发布日期已经确定。《战神：
诸神黄昏》正式官宣——长期以来，这款游戏的名字一
直难以猜测，试图让粉丝们相信，诸神黄昏将是争夺最
终称号的最终决战…）

Query:  ມື ້ ວາງຈໍ າໜີ່ າຍຂອງ God of War Ragnarok ແມີ່ ນຫຍັງ?
（战神：诸神黄昏的发布日期是什么时候？）

案例3：

Passage1：

…Surface Laptop 3 သည် သင လ်ပ်ုငန််းက ု
အကကောင််းဆ ု်းအသ ်ုးချန ငုက်ေမည ် အေွမ််းထကပ်ပ ်း ေတ ငုက်ျကသော
လကပ််ကတော တေ်လ ်ုးဖြေ်သည်။ Surface Laptop 3 13.5" Sandstone နငှ ်
Matte Black - 1,288 g (2.84 ကပေါင)်…
（…Surface Laptop 3 性能强劲，外观时尚，助您轻松完
成所有工作。Surface Laptop 3 13.5 英寸砂岩色和哑光黑
色：1,288 克（2.84 磅）…）

……
Pasage N:
…Surface Laptop SE သည် ချေ်ေရော လကက်တော ပ်တေ်ခုဖြေသ်ည်။
၎င််းသည် ကမုပဏ ၏ အထငက်ရ Surface Laptop 
လ ငု််း၏အကသ်းေော်းဗော်းရှင််းတေ်ခုဖြေ်ပပ ်း
အြ ု်းနငှ က်အောကက်ဖခက ်းက ောငတ်ငွ် မှတမ် န ငုက်သောလ ဂု ုပေါရှ သည်။
အကလ်းချ န် 2.45 ကပေါငသ်ောရှ ၍ အလန်ွကပေါ  ပေါ်းသည်။ အဖပငမှ်ော
ရှုပ်ပွကနတ  ကကျောင််းကမေ်ာဒယမ်ျော်းေွောန  မတတူောက ဒ က ရ ယောဟော
ေော်းသ ်ုးသကူနရောက အရွယက်ရောကပ်ပ ်းသကူတကွ ု အလယွတ်ကူ ဖမငန် ငုတ်  
က ရ ယောတေ်ခုပေါ။ ဒ ကလောကမ်ကန်ှး ်ူးဆ ုရင။် …

（…Surface Laptop SE 是一款可爱的笔记本电脑。它是微
软旗舰 Surface Laptop 系列的缩小版，盖子和底部边框
上印有醒目的标志。它的重量仅为 2.45 磅，非常轻巧。
与市面上许多笨重的学校机型不同，这款设备很容易被
消费领域的成年人看到。要是它速度不那么慢就好了…）

Query:  Surface Laptop SE ရ  အကလ်းချ န်က  ယက်လောကလ် ။

（Surface Laptop SE 的重量是多少？）

真实答案 Zhurong（祝融号） ວັນທ 9 ພະຈິ ກ 2022（2022年11月9日） 2.45 ကပေါင်（2.45磅）

候选答案
（a）Zhurong （祝融号）

(b) Tianwen-1 （天问1号）

（a）ວັນທ 9 ພະຈິ ກ 2022（2022年11月9日）

(b) ວັນທ 9 ພະຈິ ກ （11月9日）

（a）2.45 ကပေါင်（2.45磅）

（b）2.84 ကပေါင（်2.84磅）

w/o score1 Tianwen-1 ວັນທ 9 ພະຈິ ກ 2022 2.45 ကပေါင်

w/o score2 Zhurong ວັນທ 9 ພະຈິ ກ 2022 2.84 ကပေါင်

w/o score3 Tianwen-1 ວັນທ 9 ພະຈິ ກ 2.45 ကပေါင်

Full model Zhurong ວັນທ 9 ພະຈິ ກ 2022 2.45 ကပေါင်

图 圶场 坌坒坑坁数据集上的几个案例研究

5 结结结论论论

本文提出了一种基于多维度答案筛选的低资源语言开放域问答方法，通过候选答案生成并
筛选的多阶段协作过程提升了大模型在低资源语言问答任务的鲁棒性。在答案生成阶段，从文
档中抽取多样化候选答案，在筛选阶段，设计多维度答案筛选策略，通过全局篇章答案验证、
局部证据答案验证以及不同答案相关性排序，筛选出最优答案，以此提升大语言模型在低资源
语言噪声环境下的问答性能。与现有方法相比，在四种东南亚低资源语言的开放域问答任务中
取得了具有竞争力的结果，充分验证了该方法的有效性和优越性。进一步的分析实验表明，各
组成模块对性能提升起到了积极作用，验证了该方法在低资源开放域问答场景中的适用性。未
来研究将聚焦于从低资源文档中挖掘更丰富的有效候选答案信息，以进一步提升低资源开放域
问答的性能。
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A 提提提示示示词词词模模模版版版
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坐坡坳坳坡坧坥 圣 坎 坴坥坸坴场 {坰坡坳坳坡坧坥坎 坴坥坸坴}

坑坵坥坳坴坩坯坮：{坱坵坥坳坴坩坯坮}

坃坡坮坤坩坤坡坴坥 坁坮坳坷坥坲坳场在坁坮坳坷坥坲圱场{坃坡坮坤坩坤坡坴坥 坁坮坳坷坥坲坳圱} 坁坮坳坷坥坲圲场{坃坡坮坤坩坤坡坴坥 坁坮坳坷坥坲坳圲}圩

坂坡坳坥坤 坯坮 坴坨坥 坩坮坦坯坲坭坡坴坩坯坮 坰坲坯坶坩坤坥坤 坩坮 坴坨坥 坰坡坳坳坡坧坥圬 坤坥坴坥坲坭坩坮坥 坷坨坥坴坨坥坲 坛坁坮坳坷坥坲 圱坝 坯坲
坛坁坮坳坷坥坲 圲坝 坩坳 坴坨坥 坭坯坳坴 坳坵坩坴坡坢坬坥 坡坮坳坷坥坲 坴坯 坴坨坥 坱坵坥坳坴坩坯坮圮 坒坥坳坰坯坮坤 坯坮坬坹 坷坩坴坨 圢坁坮坳坷坥坲圱圢 坯坲
圢坁坮坳坷坥坲圲圢圮
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