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Abstract

Open-domain question answering (ODQA) typically involves retrieving multiple rele-
vant documents from large-scale corpora and leveraging large language models (LLMs)
to comprehend the content and generate answers. However, in low-resource languages
such as Burmese and Lao, the retrieved documents often contain irrelevant noise, and
LLMs exhibit limited understanding capabilities, leading to high error rates in answer
generation. To address these challenges, we propose a multi-stage ODQA framework
for low-resource languages based on multi-dimensional answer filtering. Instead of
generating answers directly from documents, our approach first extracts diverse can-
didate answers, followed by a multi-dimensional filtering process. This includes global
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discourse-level validation, local evidence verification, and inter-answer relevance rank-
ing to identify the optimal answer. Experiments on four Southeast Asian low-resource
ODQA datasets demonstrate that our method, built upon LLMs such as GPT-40-mini
and DeepSeek-v3, outperforms state-of-the-art techniques including chain-of-thought
reasoning and summary verification, confirming the effectiveness of our multi-stage
answer generation and filtering framework.

Keywords: open-domain question answering , large language models , low-resource
languages , multi-dimensional answer filtering

1 58

FFAUHE A% (Open-Domain Question Answering, ODQA) (Chen and Yih, 2020)if % & M
RAEEIE PR Z DRI, FR SO A AT MR LU B 28 - 4T, TR R &S
FERARR-MEE (Retriever-Reader) (Chen et al., 2017)HEZE . ZEIZIEZRH, ORI E H &
TH R RWDPR(Karpukhin et al., 2020)8 /B R BM255 7% (Robertson et al., 2009)%
TR, WRIAE OISR & e b 0 SO B - B BE s MMRFE A BUIE S RAL, B R
TRV O T SCBE R RN SO 90 BT A2 BT & IR ESR B 58« FRAIAWT 90 32 2% FH & T TransformerZ2
14 (Vaswani et al., 2017)FITRYIZRHE S (Pretrained Language Model) 1EN 132, {740
2253 O FIBERT (Devlin et al., 2019)8{T5(Raffel et al., 2020) ITFER, REE KESHAK
% J&, LLChatGPT(OpenAl, 2022)~ LlamaZ l(Touvron et al., 2023)F1DeepSeek(Dai et al.,
2024) % HREMKE SHEA TEEERRERSHEIRE ), SRS ATRIEER AT % -

ETRESEEER RIS TEFERTEP AR BRAERE RN ITIES & pifrik
REERITVE - BRAERERITNERNRRE SR BEREMER, e A ST
BESHEFEERE—FZR - FlU, Lewis et al. (2020) & H TR IMB I R 5 £ R A HELE
& MRS R B A SO R IR THR AR T U F) B A 55 HUERRTE « Wei et al. (2022) # H A0 B4
f# (Chain-of-Thought, CoT) ¥/~ 5E&RENS 5] T B 7E A= BL A 58 BT [m] R0 SO A7 F ] 4
H, GRUR TERIMERME . BLAM, Sun et al. (2023) MRS T GPTERALZE £ SR HEF T
FHRIGES . RERAEE ORISR R KB, UL EERER . 5847
EANE], AR S REIER T R A R E MR BRI S ERE R PR, FETE®
W A SO NAER AN BT AR, R A A B AT IS UE DA B S X Hi - 140, Weng et al.
(2023) FRHRAZ B RIFEERRS, RN B TERZNER, HUERNERNEMFME,
HEAT R R LA AT IR % A5 SR - Kim et al. (2024a) NI H 50@ i B 7R SRIE B AL 1
BRER, BENENERERRE, HETRENRIEERMERAER -
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FERBFE ST N 5 HEEREENR, ERFERETHRA SO P EEE S KES T K H g
FER . XEERERTREEE S INRFIRENES, UMK R R W AR - [,
FIRATE F AR SRS S SO B R RE AR, PR T R R 2= - W 15T
N, AEAL PRV (R R 20226 B R (B A 30AD T 5 B R 2 DB I, BEURAEERRCE A M
RS IOEE R, BERME T 2023 ) E A - REETBEE RAEMMRIUETT AT 2
RAERHHE—ERE LR T ERERNEEE, BNFENENE. —hm, BE TS
RRADHE BRGSO HERE T 1R IRV S B BOE TR U B 50K, M T R RIE R 5—
A, ARG REON R —, WLVERORBIF L EMESR - ER—REIF, REEKD
IR E R A& EFR “650 736707 . HREIIEYLHIERZ &8t SEEAETIEERORMHIE
HESR -

FEO BRI, ASCHR H— R T 2 2 R RO MR BERE ST O E is - 5SIUE
BT R BRSO A A R ATEEUARR], R TT IR R E I RS e 2 I B e B S8 A A
SFEER - HIEAEE REMM G FEBNZ SO P AN LS MOEE R IR R EREREH
R, IS AEERTEN BOOT U R RIERR. ET 2R E SN N ERETERRIE,
EENT R B AU RIESE AT RERRE,  DARE S A R E S A AR M AR - sl X =
DERE R FI RIS UENL A, BRI H B 5

2 MXRIE

TF AU R & R GGE E R ETRR-FLRESE: &R NEEHHETRRS RIBHE R
R, FEJE R R S R SO B TR R R S, B RAT A N SR A
2. RIS Bl ORISR E SER I SRRk 38 AR £ 551 BE - Karpukhin et al.
(2020) 2 H FIDPR 77 ¥R F Wm0 2 2R A8 5 [A) AN B Y 30 47 ) &AL R, B R R AR
AT T FRURIAIE RGHIMERE o Lewis et al. (2020)3% HHRAGHESRETIIIGE 104E iSR! S5 1R
B A, BN R E R H 5 RS R AR R B, SRR L Fr B 5 ) R — i
NAE T DA B % - Tzacard and Grave (2021)3 HRIFID 75 1418 i3 E RS I BL R & £ M
REMBEGER, BERS TEMERAMERME . Cheng et al. (2021)3 Hi United QANEZE BIlH7
PEHZE A T HFBERT A B M S 88 f 2 T T AE ot s gs, i8R & I 25 SRmS A0 1L R &
PERME, TSR T I ) B 1R e -

BEE KBS NE, RS ESHRAAANTL BN B, HREEEREEN
BRI B AR G A 2R AR R B M5 B ER I E % - Lazaridou et al. (2022)3H 7 —FF
ETOERRMAEBESENS LBMEBEAMNITIE, % EE TR W T2 R 5SS
2, JFRAEHFRARERMNE R, ELFROANEO T BERA T HBIHRE R . Chen
et al. (2023)f&H T —METHMEEQAILILER B K IE SR 15, FEHEIER R R X A&
XF, I EE R T F AU R B R FIMEREFIRUE o Shi et al. (2024)R ALK 2T KES, Eid Xk
B E A B B R R B 0 BV AT ML TION , HSR A AR E I LN B RS R
Z . Kim et al. (2024b)$& HQPaugh 5 £l F & R r @4 R F IR, HFH KIE SR A4
REINET ERREIMEE, BEEE TODQAESHIMERE - Kim et al. (2024a)2 H T Sure /i
ERN KB FEMERE MEAE R, BB RERFHEF S TR R E AL SR -

3
3.1 AR

R EERETRREINTE, I KE SRR GRS 5 T s R B AL 55 FR R R 193
SeMERE . BT S, AEREFEREUNESD, ACHEERIS K. B e DRESHE
R g IEFIE RafH R PIE B, WIRE MR I dgotden: RZ, HANEEaBHRITER A
2 AL S iy » ALK BRSBTS BTN RE P = {p1,p2, . o}, TIEEMIE 28T
RZ BRI R SRR EIRIE S R EELE, 51 RIESEAEMAFAEESDTNER, &
1T 2 B B A RS T 08 SRS TN 28 - BT 55 ] LUE UL DUR 1)

f) = {dgoldena dnoisy7 cee 7dnoisy} and a= M((I)(P, q, D)) (1)
B ZH B RIES R E L N:
(P,q, D) = M, ()o M|,  (Jo...oM], () 2)
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3.2 REERER
KBS HEAE E R RSO ERE RN, ZIRTESRNAREFEENTHE, &
B HEE R LR - ASCRARRFEIN T, HRERKESREEAERZ MEEEZR,
IR EER S I ERE RN R . (5 AR KL BRI RUEEE R,
JEEERI T SRR ER R, B RREITARL S MEIRE R, BE A BRI AL HORIRE R -
2 ERBIRIES MR Elg, AEERAENKERIES UONEASDU N REESER M, &
AR R pans FIEIT THRRTES, DAGI SHRE M STRY B 4 B AL & 2 B R IR R A%

ERES -

Acand = M’pans <q75) = {a’i}r]y:l (3)

H Acana R RIEFEEERRREERE S, NRRERREERNEE, o R MEE
IERRERIEE SR -

3.3 ZHEERBIE

NT NERREEERESFIREHERMNER, A0 T ZEEERRIEERR, N2
JARBEERRIUE, RERETEZERIUE LA FE A R HE P Ak B BT A
AT PR o

3.3.1 [EIESHT

HTYRERAE SR EETFIESHRIRIES #TPI%, EERBHRESFHER
TH SRR APERE . R FH KBS A SESU M S LU B R RIE S 550 F, AR
FEERIEMN B S| NTERBI LS - AERIEPEAE T, FATE SRR B e LSBT oK
T I B ) IR AR N SR R IR R R A BN S B, T ER TR T A v R

AT RGBT TE & iR @lg, ARIOETT T 8 R R Rpe,, LA SR ARBIE S HA
SR GRS S B TIRA DT o F&IRper, BARAZE KA (5 FH 2015 08 X5 i A\ (7)1 o SLo3E 4T i
¥y, EAIRBIEBAERE BFER A ERER . i Rp., RS T, KESHEE UL
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JRIE S Eillg NEIAN, RO NS R R iR dese, o [FIATER desen (ENFNRUMER., #—
DB SIRENERIERES, IR RS REAERE .

desen, = M]pen (q) (4)

3.3.2 2RREEZEREIE

FWeng et al. (2023)FRHIBA, KBS EA GRS R /R > FUSRRG X HA: glosd Rt AT
HEIGUE « FH KB SRR IRME S R EERE IR, 5] ATEE R R EEIER
FNFEIE AR, ERARR T 2R (A B R R B - RS R E A EWASINE SRR, X
BMEEE Ra, T2 RRERAARIE, WRIGEEZNEGHEEMENSME, RNRIEERS
VR [ FELAE 2 R AE SZ T A — B0 - -

AIEIT T &R Rpgor, R MEEE Ra; ~ SUEEAD - BIANEIRAEg LLKIR-
HiiRdese, —HBIAZRESHEEM F - RFERRpgos BIFE5], REMHALEEREER, NE
B 5 A HE A B 3R 0 2R A A T VR A HE B H I - R AR RRSE RS, SR A IEN A =T
?ﬂﬁgjiitﬂ%EY$£¥U%U?f§%o PG N True FMEIRERWIR T 4, RIETRERDERNIKIZ0551F
A

Voonlas) = Ml (4, desen, i, D) (5)
1 if Re (Vgiob(ai)) = True

0 otherwise

scorel (a;) = { (6)
HAYV gop (i) RRETIET & R B B E Ra, ERAIERE N, Re ()R A EN LA
PR AR AR E 02

3.3.3 FEPIEEEREIE

ERFRERIFRE AN T8 ERIEE RN A, . A, AGH—FSHEIANGER
SR A AIPRL BEE SR (5 B AT RIE . MR AR T b SEIn e B SRR MER A3 - BRI S
AT HIETESE B R B i, RN EIEE R, FINEW R UEE S DIE WA, 1
TESR TR R pew FTER R, FEBUH B ML E S a; RIRIIE Bevidence; VE N ARLE FIIEDE -

evidence; = Eovi (q,ai, ]5) = M|pevi <q, a;, ]_N)) fori=1,...,n (7)
Horh SRR R EGH 2

evidence; C D

S5Kim et al. (2024a) K977 A B BRI AR, A SCH77 R H 5 SR I RO IR
M7, SAEREEN A, RIS B E R B IR GERERNE T R T
WA B R I - RSB ST IRIS . ACr BT R R0 4 (R R AT P
BTG . TR BRI BIA R R R 35 R E RS B . A RN ER
REE SR OM R AR AT AR, TR 5 B A 0 2 ) R B ) (5
B, AU R AR

BT, A T BRI R, B BEEERa, B Revidence; - BTG &
S IR R desen —HERIAKIE TR o FEppare B3I 5T, HEAING 5 1082 R a b %
R evidence; 75N EVE NIl 26 THRGR, HIEER T NS4 B B R -
B RERE ., 54 RRIEER, A RH05 2 d EN AR ICIREH R R 57
f JoTrue, MIZBEEERIREL 45, BIRE}0% -

Voart (ai) = M| q, deSen,, evidence;) (8)

Ppart (
1 if Re (Vpart(a;)) = True

0 otherwise

score2 (a;) = { 9)

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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HAY pore (i) RREBIE T BERIEIE R 8L E Ra ERHIPFAE N, Re ()& EN LA
PRGN SR E S5 2R -

3.3.4 AFEZERMIMHF

FESERL A R R ERIEF R ER I 5 R B NIRRT E, A0k —5 R A KRR AL
STHEA 77(Qin et al., 2024), BT EEHLERAFERZEOHEERX SHAEAEE . B4&
M5 FHEEERE S Acang PN E R e, 5 HMIEEE Rap BINEIE RN R Coomp F.
RUMRYE SCRY 454 D LUK B A\ 2 0 1] g 78 2 80 3R R peomp FOTETI T, JIT 555 2 SR a8
— AN EAEEN AN ERER . &%, ETERGP0EPRXREL TR HEEERERNE
5, FRI BB B % R THES

1

N
scores (a;) = N1 chomp (ai,ar) (10)
ki

A B Coomp T XY:

Ccomp (aivak) =450, q,ahakaﬁ — Qg (11)

‘pcomp

17 M‘pcomp EQ7ai7akaD§ —

0.5, otherwise

3.4 WEERERFE

B ZEEERTEERRAMGE ST, FMERERKGET2R/EERIE - FEEIER
WL R AR EZAE R = DT BESIIE - AR, SERRAENEITE N
N, REELILEEDIATAES SR, SRS EEE ISR ERIE N R A -

3
a=a;, 1 =argmax (Z score; (ai)) (12)

i€[1,N] =1

BE VRS T 248 RImE MR BRE S T R & T AR S d #e, AT5 K55
AR A B BT E S s TR Y B SE BEORAERT S AFF -

B 1 ET2HEEERIMERRBEIRE S TR & AR

A [RGB, XPRAD, BTN, WP

Wit RAERG

L BEEREN: Acana < M, (0, D)

2. ZHEERIE (Va; € Acana):
> [FIBEE DT desen < M|pe, (q)
> 2R ELE: score; — M\pglob (g, desen, ai, 5)
> IEEREUS BEIAIE: evidence; < M|y, (q, ai, D); scores M| ppars (@, desen, evidence;)
> NEERERMEHEF: scores + EkN;m Ceomp (@i, ar)

3. BRIEFE: G« apr, F=arg maxi(Z?zl score;(a;))

4 X5
4.1 BIESEME

VA R TR SR T AR IR BT IR IF et (7] B A 55 AU RE . AR CZE T Chen et al. (2024)32
HARGBEUE S, M@E T — %1 M AL IKFRES MR EEERIEE, TR Eas
NLRQA (Low-resource QA), LRQABUEEEMRT 715 - MG - ZH T AOHIEIE ML 5
JRES - BEME, ASUNRGBEGEEHMBC T # 0 RIEHE, HAHGoogle®ll 1% 5| HK & 5%
FE R AR AE IS SURANNR = SO B A H AR BRGS0 - BEJE, ASCHEIE T Rk r(k

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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ﬁﬁﬁii%ﬁﬁﬁ%ﬁ%ﬁ?T%ﬁ%ﬁEo%FHEE%W§,ﬁ-ﬁﬁ&TSﬁ@ﬁ%
IR 5 -

FEEERSEEET, ZERMARIRS], ASCHIEE T 8001 &S LK 40000 30K, &
RBEIRIE 5 6 & 2005 ML DS - Oy T BB SRR R BTRIE 50T iUsiR AR S5 PR R SUAE
REMEFE RGO, ASCRIERA LI E 0.8 BATE, HxrERhil#ds, HHEFINT —%
A& EFERMERIOE, DAIUSRAE S EME RIS . BiE, SRS 58 3
BT T RERLITEL, DA R MR SO SR 5 o SEBR AR 48 F () 2 280 S HO o
WSO LRI - BTN S BIRE AR AR 7 AP BT TR, BREREREZ
MIEE N REIRES, RATARREENE—EERE . B OKRESOTINE 157
7N o

BUESE Query Answer Passages
Z&TE (th) 43.74 11.84 740.31

MR (km)  51.90 13.41 869.97
ZhtiE(lo)  43.66 11.79 705.05
HMEE(my)  54.62 12.18 848.88

# 1: LRQAKERENFRERFE -

4.2 VAETRIR

N T VRS T IETE T R R AR S PR RE, ROk T R IT AL (Exact
Match, EM) FIF14EUEREAEFERS - RETAICEL (EM) #2092 N IR £ P EMmE RN
&, RGERNTINS ERHERZ —52—3, WHANZTNE ERE - F1o80EE T
MERSEWMERZANACESWESHEI, S P IERIRR & R R iR ERhE 22 (A
ke
4.3 EHZIT

AR5 DU ER R T 15T FU B AR UE R H T IR AR AR

(1) EIEERTTE(Base): Base /T V2281 RS &R 2 i) SCELS [A] IER & S A\ I K8 SR
i, TR R E i A AR A S

(2) EHEBESRIR (CoT)(Wei et al., 2022): fEBase/TIARVEAM , RAZTHA DA RE
B (Zero-shot Chain of Thought), 5|SEALF DB 5 HAEMRAER -

(3) B1EF IR (CLP)(Qin et al., 2023): 5|5 K 5 AL f# FHIGERHMR BT IRIE 5 /)R] A
BEHATRESHRE, REBRHEMERFEEER-

(4) 1BF 2R R(LDP)(Nguyen et al., 2024): R TI1EE ZHEMEREER, FIFH & TR
HERBIBIEERAGE ), FiE BB~ 5 SEEAERIRTRIREEER -

(5) KIERIEHEF /7% (LLM Rerank)(Sun et al., 2023): DIRESEAENHEF R GE 4,
MHRIE S EEN R BB A TARNSHF, #ETRSIEORE, A2 TRt E5a
WAl AE R SR, SR 156 A 02t HE SR B SO AT & R AE AR -

(6) HFIEIUE T 1% (Self-verification) (Weng et al., 2023): #1d % B RFEA AL L L E
F, WEHHKESEIN B SRS RE TR EREEESR -

(7) MB%EZ R EIIE (Sure) (Kim et al., 2024a): BT HREAI AR L ML E R, HHE
TR LR B R A SRR - %%, BT T E R R A R -

4.4 SEREER
EARER S, RIGEATHREERNAEES —EMRBHEIESLHEE TN KRIESE
. B FEGPT-3.5-turbo ~ GPT-40-minill X DeepSeek-v3, LI UE T H 7 EFH 50 - 1
FAPIN, RHRESEIXE 0.0, DIFHORIRIE A s s RIS E M - 7RSI, R R RIS R
AR E E IN=2, iXZR NIRRT REE A SO B HE NG RER T B E IR -
ARIFELRQAVD N E S H AR Lt T T X segs, RuEprfE ik ma st - 2%
LERWER 2fn, FEZIWMT: ()EMEMESTEIRSE L, R ITIEENRE LB T H

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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BRI BERI Dy 5RTTIAMEE, EHGPT-3.5-turbof AT, EMAIF1TE 153 5]
RF41%M4.4%; AEHGPT-40-minitE BT 53 5] 7 T+3.0%713.1%; [ FIDeepSeek-v3 R R 53
BIRTT2.8%M2.7%, X —L5RIFEUEM T AR M TR ERE - (2)LBMEE], EGPT-
3.5-turbofIGPT-do-minif& Y £, B4 AL T EWCoT(Wei et al., 2022)FICLP(Qin et al.,
2023)3 M T ERAIR BT VRIE S B A/ IRME R, MEREIR T A B 2= M T . LDPJY
% (Nguyen et al., 2024)FILLMRerank /5 ¥£(Sun et al., 2023)7E £ 505058 /1A /Mg R A
AEfR Tt EAFRIEES T HIMMERE TR, RUHEAEERTIFRES T ABRE - T
WL ZR U UE B 7 ¥ t0Sure(Kim et al., 2024a)FISelf-verification(Weng et al., 2023)if 1t & &
VA RYLHIER S T AR ar R, (H E AR — 50 Uk SRS AR B B R, EREIR T
HFR - (3)DeepSeek-v3tR A AE L HL I A R IM A, RIMH R ENYE - FrEEE T IEE
AR ERRIMIE T BERAERERN T, =28k T R RAREIRE S 2L
AION X — M HBIRT H B A £ LB AEE R IHLE (Multi-head Latent Attention, MLA)
FiDeepSeekMoEZE M (Dai et al., 2024), XLEFITEZE XA THESEKIESHEE, FROGE 7 H#
HEE N AR BRAESSE R AE o 456 A SR M R 2 YR IFE T 1%, AR B IR v
BALSS T RIS RE -

Method my th lo km Average
EM F1 EM F1 EM F1 EM F1 EM FIl
GPT-3.5-turbo
Base 25,5 327 495 63.7 28.0 414 355 46.1 34.6 46.0
CoT 25.0 326 475 625 24.0 370 34.0 433 32.6 439
CLP 240 31.7 440 553 235 343 295 388 30.3 400
LDP 26.0 34.7 485 613 30.0 426 355 459 35.0 46.1

LLM Rerank 270 359 49.0 615 305 43.7 375 482 36.0 47.3
Self-verification 26.0 33.0 46.5 58.7 25.5 383 325 449 32.7 43.7

Sure 26.5 34.3 485 61.8 275 40.7 34.5 475 34.3 46.1

Ours 30.5 37.6 53.5 66.0 37.5 50.8 39.0 52.4 40.1 51.7
GPT-40-mini

Base 51.5 68.6 62.0 75.6 46.5 679 54.5 T71.2 53.6 T1.3

CoT 52.0 69.5 61.0 74.1 44.0 66.3 52.0 687 523 70.2

CLP 48.5 65.2 585 739 43.0 652 475 657 494 675

LDP 53.0 70.8 62.0 749 520 733 56.0 7T2.1 558 728

LLM Rerank  52.5 70.7 59.5 729 475 694 56.5 73.1 540 715
Self-verification 50.5 68.1 61.0 75.1 475 68.8 54.0 71.3 533 70.8

Sure 55.0 72.1 62.5 753 48.0 69.7 555 726 553 724

Ours 59.0 73.9 68.5 80.7 50.5 70.9 57.0 78.0 58.8 75.9
DeepSeek-v3

Base 57.5 73.7 625 749 50.0 72.1 515 664 554 718

CoT 61.0 749 620 755 53.0 73.6 570 76.0 583 75.0

CLP 62.0 772 655 782 53.0 752 56.5 740 59.3 76.2

LDP 60.0 755 66.0 79.2 555 76.1 570 752 59.6 76.5

LLM Rerank  59.5 754 65.0 772 540 747 525 683 578 739
Self-verification 585 74.1 64.0 769 51.0 73.2 535 70.1 56.8 73.6
Sure 61.0 764 66.0 79.3 535 750 575 771l 595 77.0
Ours 63.0 78.5 68.5 81.2 57.0 78.8 61.0 80.2 62.4 79.7

2 AT IR S AT EAE R L LR BORA H S50

4.5 LR
4.5.1 HEREERERTEST
N TR BIRTE S AU R B RS AR S MERERR AR, ASORTT —

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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ARIEE, DOFMIZ RIS AR IEME R B SR T ERBCR « AT =ZFERERTT
% (WERERERTE, ERNEERESCEE BAE MRS R B NESR . 2)FE
REEARRE, MERNESHEEBEIES, B3 REES R T2 ERE, HITERSE
Fo (3) FREMER, AIERRPRMES, fESRAEFERERE MREERER . £RKE
SRR, T 2 BRSNS, ASUSTE SR R MRRER, RS
AEREER TS ERE ROBR

GPT-3.5 GPT-4o-mini Deepseek-v3

. EEER e SERE e RRER . EEER e SERE e RRER . EEER e SERE e RRER
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BEEMBEREE &
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AEEHRBEREE o)
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P 3: AR5 VR A Al B 2 SR 45 SR HE

SERERIE PR, ERTERA L, RAZ BRI RERZREE RN, HE
FIEREROBRE T ERERBNERWTTE . Hh, B3 RRE RN L R ERTTEE
REE R E B Rk E RAR - AEIRBRERMBRAREME T, Ll MRk E R RS
IEFERIR, MHRRERCKIRGEE RO A RIES AT, AR EEENER -

4.5.2 ERREERBE M

T RANRF N E RECENN SR R AR, A SR R A AR5 3 58 Y SRR AR
BE, RAEMEHBR T AR GREE REENEN A REFEREE RN - W08 4FTR 5585
REW, HRAERBENSE VBT, S A RIERE ROSE 2RO BE& RTHES -
ORT, BEENEMFFEEIN, ERIEMEROMEHRKIH LK, FEHRT —
SERFERIE O, X —IG R 2 AT AR AR R R A AE — e MR REM AN, BR ALK AN fi%
EREEX — R TRT EERBEBRNER -

GPT-3. 5-turbo GPT-40-mini DeepSeek-v3

va —8— DeepSeek-v3 (My)
/ —» - DeepSeek-v3 (Th)
R ’/ — - DeepSeek-v3 (Lo)
--§- GPT-3.5-turbo (Km) o ¢ GPT-do-mini (Km) 100 4 of .-¢- DeepSeek-v3 (Km)

—8— GPT-3.5-tur
—»= GPT-3.5-tur
—M- GPT-3.5-turbo (Lo,

i 2 3 4 5 i 2 3 4 5 i 2 3 4 5
REERNE (REERY REERUE

[

B 4: ARIBEEE RN G & IEREREEN T

Ak, AR ICFEDeepSeek-v3 BT, WEIN=3f AR LIS LE R (K 3) #H—HRH,
METN=2, SEMRERHIMEETRI . PR, ik E REEN R G/ MER & IEME
R H R, EMESHEERENIREGENER, HITERAR G- Fit, ZFa%E
@%Egﬁﬁﬁﬁ,EKI%&%ﬁ&*,%&Wfﬁﬁ%ﬁ#ﬁﬁﬁﬁ%—ﬁﬁﬁ%ﬁﬂ%
R SR o

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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Methods my th lo km Average
EM F1 EM F1 EM F1 EM Fl1 EM F1
Base 57.5 73.7 625 749 50.0 75.1 51.5 66.4 554 725

Ours(N=2) 63.0 785 685 81.2 57.0 788 61.0 80.2 624 79.7
Ours(N=3) 61.0 774 685 80.9 56.,5 77.8 59.0 76.7 61.3 78.2

R 3 AR RECE B SEREE R

4.5.3 MEEEBEMESH

FEFELEH, ARSGEAEHIFE RSO S ERE U ECE, RS L% E 0.8, SR
TFAEAR R R S EAERE N ROE S R ZE T BUE A BT S R IR I - LAh, R CHEDeepSeek-V3 7!
b BT SR SRR SO LU, R T T AR RIS KPR KRR T H R B RE
RIS, DLURZTER TR RIS T EE T S -

th my
070 o.w 0685 0685 070
0.660
065 o TT==—— 0645 0.640 0.65 0.640
T 082S 0850 0L 0.625 0.£50
________ 0.605
= 060 =060 o mmm—e .
“~~Q~.5.75
0.55 0.55
-@®- Base -@®- Base
—— Ours —— Ours
0.50 0.50
1 2 3 4 1 2 3 4
IR IEEE IR RS E
lo km
0.70 -®- Base 0.70 -@- Base
—— Ours —— Ours
0.65 0.65
0615 0.820 0.610 0.610
0.595
= 060 0585 R = 060
0.570
0.555
055 ~&F==——— 0.540 055 O 5450
TTS=-L_0515 B AR ET T 00 ___o0s15
0.50 ~==-- 030 0.50
1 2 3 4 1 2 3 4
IR IEEE IR R E

B 5 AR O ML SR

SIRLERWNE 5AR, MEEMRE SURAE I, KER ERAERERN N ENEIE
SHHRIHIA MR TR, BEREMNES, THEAEZREETSY, EME NREEEE
35.5% - MHHZ T, AR ERTIEERS THTERHFRAOSESE, E8TESESH
P T E R ERS, HEMEREREE A 230 H NP A TR . DR R0k
R ITEERSRE S TR N A& F Tz LR DIt Tt
4.5.4 THERSHTSESR

N T B IUEAR SRR T IERE RO ARG T A T BT B SE S AE PO R BRRE S AL
EEE DT T ORRIRAL AOTERSEES DASSIE A& 20 fF X R T B AR T RE SN -

THEISEIO S RANE PR, BHUTEEL: (1)%BHIEAENENRIES i EEin L
YIRS ERE, TR T AT BRI A A0 S - SEREUR R, BT —ThEE
TEERET S BRI RE, BE T R A EREFRLEN - (2)BRRIE A iR desen T

I E R B EE S RS EE, SB50T-5R65 T, B, A, 20254E8H11HZE14H.
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FRNRETINERE, W RN B R RS S R E RS EREENE . E=1F
DRERT, 2 RREERIED score UM BN, HEEREEIEM T A 808k, FEiEE
R 7 Biscore2 IRE BRIZAAES N (&, EIIE 1 4IKL 2SS UERT B SR IE RO SCBEIE . TSR
ZAHKNEHE Fscore3h Kk 5 Bl AMERE R, FRIIANRIE Z0F AT HEFPALI N B B Rk 2
REE, GEARUTIBENRERIFRITEERATRNE - (3)ARIREF K AIRETI &2 1 U 77
TERFEER o MR EEHIGPT-3.5-turbofGPT-do-minif& X 45 4445 Bk FE 30 HE 52 o ) BB
M, XRMAEAMRERIEA T S BIYLHI R FEIER - EREERZE, AMERMRERM
HJDeepseek-v315A , FERPRAAM G BRI M EIERET R, Tk 7 A DhRE R RV RERY
RIHMERBAERE RS . SRR, ASERE AP A M EFE R A A Bk B2
fEM, EAERMEEE T o RiE -

my th lo km Average
EM F1 EM F1 EM F1 EM F1 EM F1
GPT-3.5-turbo
w/odesen 295 36.9 525 64.8 37.0 50.1 38.0 50.2 393 505

w/oscorel 29.0 36.2 525 647 37.0 50.0 380 50.9 39.1 505
w/oscore2 29.5 36.3 51.5 64.0 355 484 38.0 509 386 499
w/o score3 285 35.7 51.0 632 350 479 375 50.1 38.0 49.2
Full model 30.5 37.6 53.5 66.0 37.5 50.8 39.0 52.4 40.1 51.7

GPT-40-mini
w/o desen 57.5 725 675 799 48.0 68.2 56.0 759 573 741

w/oscorel 580 73.0 680 804 485 69.6 56.0 766 576 749
w/oscore2 57.5 723 67.0 794 475 68.9 555 753 56.9 74.0
w/o score3 56.5 71.8 675 79.7 475 69.2 550 75.0 56.6 73.9
Full model 59.0 73.9 68.5 80.7 50.5 70.9 57.0 78.0 58.8 75.9

Model

Deepseek-v3
w/o desen 625 779 68.0 80.7 56.0 770 595 773 615 78.2

w/oscorel 620 776 675 80.7 56.5 77.3 60.0 776 615 783
w/o score2 62.0 77.8 66.5 79.8 56,5 782 595 771 61.1 78.2
w/oscore3 61.5 773 66.0 79.3 555 773 59.0 77.5 60.5 77.9
Full model 63.0 78.5 68.5 81.2 57.0 78.8 61.0 80.2 62.4 79.7

F A HRSEIREER - Hfw/o desen UERBFRILERIHIA, w/o scorel REBFRE R ER
UESr £scorel, w/o score2fCEB R B ERUETEEIIE 73 £lscore2, w/o score3fUERBERAFE ZEM
KMEHERF 93 Escore3, Full model{CFR A IR H 528 714 -

4.6  ZHHT

K 6/ R T LRQABIER T =17Rm 6l . AT IR (1) EREEERTE S ERERN
BT, ASCR AR R Bt N P it IERRE R, AT rEeEsdE. (2) 4
M PR R EIUE D Bscorel /5, BRI LI A AERE SR VA A0 B0 AT B RCH B - BN, 7E
ZEpld, “Rl—57 R KBRS, PRl s 4 B ER BRI - = 2R/ER
HUBRIE AR LR T VR IE M SO PSSR SR R, TR E RIFIERERYE . (3) BERRE
HRUEIEAL UE ) Blscore2)s, RBLIAEALFRANRFI3H RS - HLUSIERERES, BRZ R - %I
SUGIE T AR B IER S SR E M. REIEIRIS IEAR R GERS SR AL O R AN AIE TR XS L, AT A
B RIAL R 5 AT S AN EE AR . (4) BERARE R RMEHT 2 Biscore3)s, AR
BRI ZR )2 2 SR ORse 45 SRS BREE R « AR AR SR HE - R T SO 5 B & e 2
SEPATHER AL, RERNSTRIE S EINEAARHIER, FRSIPRNE T RIS BB K H ik
T, Tk SRR ETHE R - ROV — P HRIR T A R R R AR A Y

B ERES SRS, FH0T1-286501, ¥, TE, 202548 H11HAE14H.
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TERIMLE . SERREE SRR, UFARRIE TIE, A GESSHln B REHIRIE S ME R H &t
ERINERRIRIL, BREIE T A i T IR S EREALH T e Re S St -

=601: =M2: R
Passagel: Passagel: Passagel:
«.sann Yuan Foyu i @38 % f i 5k €O $ Sulwiicous:
' VA Tmad : ] iy q ; God of War R'agnarokvCUDCnyGZWDlUUWDZUWUOm'D’I . Surface Laptop 3 2 é asSebicficd
anugriysrsmendsmaimigiengd CCTV mmnmng Tianwen-1 0 Santa Monica Studio CCO¥ROWH_ o 1517051313600 | 200:0005[B: 003E
2o son i O CQIR N 2 3 (s oo
£ Sony Ivera Surface Laptop 3 13.5" Sandstone §&

pganar mim e Qwean 2022, Sudy 3
ejodpgenmyredisfe Baidu B Gaidu Technology wies 159 PlayStatjon 4 ccO PlayStation 5, cﬁgcugmuc ocfoccuv
L Hn ey £90 Gen ﬂguhﬁcﬂn 0 God gf War. Sucdvwmnt 9 T (..Surface Laptop 3 14AE3EZN, SMIATE, BIEEMATS

£ =) o
Matte Black - 1,288 g (2.87 60I€)...

Iganfnntifigf 28 Tearsm gh 20201... 90, 9760019, KAHBVWINAEDY God of War 20902018... FRFFETAE, Surface Laptop 3 13.5 BRI S EFTNLE
(. PEEHX ERNEGSENSBELRRHTE (.. (et EHEE) B—THIERFIEERFR. | & 1,887 (2.845) ..)

EZRRBMARANES, KO—SESREGEN | RRENRFERTNABINERERIG. HkT2022F
BESFXE, WARERTECUVEEMSEREES | 11AHRKRE, Bbtrlaystation 4flPlaystation s¥&, [ ...,

MHEER | BR BIER#ER200%5H28A..) R (W) ZRIERBIHRET. MERIZZIINE .
N Pasage N
pan] NERESR, thE20185F (Sf) AOSYE..) ’ ¢ ¢ ¢ e ¢
:Surface Laptop SE 205 qjSoep mmcofgumo?@omau
WA NEs | }:’mé mgaBel 2aotme surface Laptop
=5 PasageN: | e 138 msm:m:m:ﬂé:m;ﬁ 5|  oc .
«..Zhurong Amigmyaiasmanny Tianwen-1 Mars meiynowsis | Pasage N: . m}:fég:gn;aesﬁev{gcmco‘gc 7gwit;]cm§3;§6] S
slrmeq:amehdd Utopia Planitia qﬂsmm 2 20211 midy .. WECI0C0I)FINIL: Ragnarok Eé’ndae. WssCAcCoin ;’5‘;\:?0, cwg:ﬁ”iﬂp“?f;ﬁ;’”: TR A

. 3 . & 5 N uNUD N
wgma:meganeignny hibernation satgisanm gh 2022 Tas 33?33' Ragnzrok_lon!;&nﬂod?oﬁUum?gmu 8dUNY gtaam,{egipm G'ausi‘p *335‘73"’} Sy (430

' SnSuLIAUUI, WEIBILANRPD fans 51 g irtrsgdn Secnoseegipradql ..
nq@nmmpnquiqummgnmwmmmun!u Martian 1... Ragnarokﬂ?vc.l.‘ ” 921 oegoune., (surf ! Lanton SE E—‘ﬁ“ﬂtﬁﬂ’ﬂg'ﬂzﬁfﬁﬂ&. TR
(ESETER—SRESN—a, Fou | L (S O OEBOBCEME. B8 | i ol oo, SR, EPTIRAE
5 AEEESTITR, IRIET 200 Fs Bt | LN e e el e | LEDAERMITS, CRER(N 2455, FHED.
(IR, EEAEE AR S ) o ey STELASEENSEIETE, Si0E R
HEBTSHRFEASE. EREEEAIPAEHTT..)
Query: 38 i if? & A
N bl i Query: 0799701170209 God of War Ragnarok (COVME9? N o N
(PEXEFNBUHLARF? ) (&t iﬁmﬁ?ﬂgﬁ?ﬁﬂﬁﬁ%ﬁﬁﬂgﬂi? ) Query: surface Laptop SE qﬂ_::(\):q\ﬁm »uSecnnScd
(Surface Laptop SE (UEERES/)? )
'SR Zhurong (#RkS) Sul 9 WeaN 2022 (20226F1189H) 245 60lE (2.45%8)
IR (a) Zhurong (HELE) (a) Svfiow=an2022 (20225F1189H) (a) 245 6615: (2.45%%)
= (b) Tianwen-1 (XiF15) (b) SuBowsdn (11898) (b) 2.84 60lE (2.84%%)
w/o scorel Tianwen-1 x SuiA 9 wrBn 2022 Q/ 2.45 eolé Q/
w/o score2 Zhurong Q/ S 9 wrdn 2022 Q/ 2.84 c0lé x
w/o score3 Tianwen-1 x % 9 wEAN x 2.45 c0lé Q/
Full model Zhurong Q/ Suih 9 wedn 2022 Q/ 2.45 60lé v

K 6: LRQAKURS LD REIBIF

5 45

ISP T — MR T 2 YR E R MR R R BHEE ST BOSRE 7%, il iR & R A R
IRRIZ I B EL R R T KRB R IRE S SRS BB . EERERMNB, AW
MR BEESR, EIRENE, BT SR ERFERR, Bl 2RREEERIIE -
JRERUESEE RALUE AR AR E R R, Wik e, DUt R S BRI BR
EE WA A N AR EERE . SIVE TR, EPMR B LR BRIE 5 BT O AR S5
BE T EERS MR, FEORUE TZT AR ERAE MU, . E— Dk, &
SRR PEREIR THEE S T AR, B0IE T %7 AR R B RT O R E 5 e s I - R
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A RN

Prompt 1 1&i%% 24 HFERpans

You are a professional {language} Al assistant. Below are {language} N passages related
to the question at the end. After reading the passages, provide two correct and complete
candidates for the answer to the question at the end. The answer should be in the form:
(a) xx, (b) yy. Each candidate answer should not exceed 3 words.

Passage # 1 text: {passagel text}
Passage # N text: {passageN text}
Question: {question}

Answer:

Prompt 2 35 A EHEIA TR Rpen

You are a professional multilingual Al assistant. Please analyze the given {language}
question using English, briefly identifying the type or format of answer it requires. Do
not answer the question directly.

Question: {question}

Analyze:

Prompt 3 %%gﬁﬁ%ﬂ?pglob

Passage # 1 text: {passagel text}
.P.a.ussage # N text: {passageN text}
Question: {question}

Question Description: {question des}
Prediction:{Candidate Answer}

Analyze the provided answer to determine its accuracy, reasonableness, and correctness.
Provide a concise evaluation first, then conclude with either ”True” or ”False” based on
your assessment.

Prompt 4 WEETHEIE Rpevi

Passage # 1 text: {passagel text}

Passage # N text: {passageN text}
Question: {question}

Prediction: {Candidate Answer}
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Your task is to extract content related to the source of the predicted answer directly from
the provided {language} passages. Do not generate new content; only extract existing
content from the paragraph. Make sure the extracted content fully supports the given
prediction. Preserve the original sentence structure as much as possible. When you have
completed the task, write [DONE] to indicate that the task is completed.

Prompt 5 %%Egﬁiﬁﬁ%ﬂ—?pmrt

Question: {question}
Question Description: {question description}
Evidence: {evidence}

Does the evidence provide useful information to answer the question? Please explain your
reasoning and provide your judgment (True or False).

Pl‘OIIlpt 6 Aétﬂ%txj- H:T/TEEﬂ_ipcomp

Passage # 1 text: {passagel text}

.P.a.bssage # N text: {passageN text}

Question: {question}

Candidate Answers:(Answerl:{Candidate Answersl} Answer2:{Candidate Answers2})

Based on the information provided in the passage, determine whether [Answer 1] or
[Answer 2] is the most suitable answer to the question. Respond only with ” Answerl” or
” Answer2”.
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