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摘摘摘要要要

文本可读性评估研究旨在衡量文本对特定读者的理解难度，可以分为文档级和句子
级。句长这一因素在句子级的难度分类中起主导作用，现有的句子级研究普遍未能控
制该变量，从而掩盖了其他深层语言因素在句子难度中的作用。鉴于此，本文提出构
建句长受控的句子难度分级语料库。然而，传统人工标注在构建该数据集上存在效率
低、质量难以保证的问题。为解决这个问题，本文提出一种大语言模型驱动的智能受
控改写方法，利用生成式人工智能从开放语料中自动筛选内容生成候选句，再通过专
家审核来保证质量，最终构建了包含二分类三分类的控制句长句子难度分级语料库。
在此数据集上的实验结果显示，传统特征分类模型的准确率在控制句长后显著下降，
揭示了传统方法的局限性。大语言模型仍具有高准确率，表明其具备识别句长无关语
义难度的能力。
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1 引引引言言言

作为人类信息处理与认知发展的核心机制，阅读效能与文本可读性水平存在显著关
联戨手扩扮扴扳扣扨戬 戱戹戹戸戩。因此，文本可读性的研究就变得十分重要。它通过量化文本的难度与各
个语言特征之间的关系，为教育资源配置、教材编写及语言测评等提供了科学依据。

文本可读性评估最直接的方式是专家评定。在专家具备充分经验且实验设计合理的前提
下，此类评估结果通常具有较高的可信度戨方昱扡扮扤 刘海涛戬 戲戰戲戱戩。然而，该方法存在难以量
化、无法自动化实施的局限性，限制了其在大规模应用场景中的可行性戨殷晓君戬 戲戰戲戲戩。文本可
读性的自自自动动动评评评估估估是语言学、心理学、教育学、计算机科学等多学科共同关注的交叉研究领域。
该任务旨在综合各类可量化的影响阅读难度的文本因素，构建可用于自动化判断的评估模型。
目前主流的方法多采用基于语言特征（如字数、词频、句长等）的机器学习技术，将文本难度
判定问题转化为回归或分类任务。戨扗扵 扥扴 扡扬戮戬 戲戰戱戸戩就研究对象而言，可读性自动评估可以分为
文档级和句子级两个粒度。戨扐扩扬戓扡扮 扥扴 扡扬戮戬 戲戰戱戴戩传统的可读性评估主要集中于文档级分析，难以
满足翻译、试题编写等短文本场景下的评估需求。因此，面向更细粒度的句子级可读性研究也
逐渐兴起戨扌扥扡扬 扥扴 扡扬戮戬 戲戰戱戸戩。

句长作为一个隐变量，与多种语言特征（如笔画数、字数、词数、句法依存距离长度等）
密切相关，且本身也是句子难度的强相关因素。研究表明，当句子对之间的长度差异超过 戵戰字
时，模型对其难易度的判别准确率可达到戱戰戰戥戨于东扥扴 扡扬戮戬 戲戰戲戰戩。尽管已有研究在若干数据集
上实现了较为理想的句子难度自动评估效果，但构建数据时未考虑句长因素因素带来的显著影
响，未能系统性地解耦句长与难度之间的共变关系。因此，我们认为：句长这一高度相关的变
量可能在评估中掩盖了其他更细粒度或更深层的语义与结构特征，限制了模型在特定条件下的
表现能力，也不利于从学理角度揭示句子语义难度来源。此外，控制句长的文本在诸如可控文
本生成、语言能力测评等应用场景中亦具有重要的研究与实践价值。

然而，人工构建控制句长的数据集通常需要从海量语料中筛选长度相近且在难度上具有显
著差异的句子，过程繁琐，成本较高，难以高效扩展。通过对原始文本进行受控改写，按预设
的难度等级和字数对句子进行调整，可在一定程度上缓解这一问题。随着大语言模型（扌扡扲执扥
扌扡扮执扵扡执扥 才扯扤扥扬，扌扌才）的发展与辅助标注的完善戨扇扵 扥扴 扡扬戮戬 戲戰戲戵戩，其强大的指令跟随和文本
生成能力为控制句长的难度风格化改写提供了新的可行路径。

本文首先通过传统的非控制句长数据集验证了句长在句子难度分级中的强相关性，进而提
出猜想：在在在控控控制制制句句句长长长的的的情情情况况况下下下，，，传传传统统统的的的评评评估估估指指指标标标失失失去去去了了了这这这一一一强强强相相相关关关变变变量量量，，，将将将导导导致致致分分分类类类效效效果果果显显显
著著著下下下降降降。为了验证这一结论并深入探讨控制句长的影响，本文构建了一个排除句长因素干扰
的控制句长句子难度分级数据集。针对构建数据集面临的代价高昂的问题，我们提出了一个大
语言模型驱动的半自动智能受控改写。该方法利用大模型的指令跟随和文本生成能力，从维基
百科等开放语料中自动筛选内容，按照字数和相应的难度标准改写出海量候选句。然而，大模
型直接生成的句子存在：字数不符合规范，内容句式重复，事实、逻辑错误等问题。因此，我
们引入专家审核与双阶段校验，剔除字数不符、语义重复或难度模糊的样本，增强数据的可信
度，最终构建了包含 戱戲戰戰 句二分类（简单戯困难）和 戱戳戵戰 句三分类（简单戯中等戯困难）的控
制句长数据集。该方法显著降低了构建数据集的成本，解决了构建的困难，为进一步探讨句长
控制条件下的特征评估与模型能力提供了坚实的研究基础。

基于该数据集，我们实验对比了传统特征和大语言模型在句子难度判断中的表现差异。实
验结果表明，在控制句长条件下，传统语言学特征（如词频、笔画数、句法依存距离）在分类
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任务中的准确率显著下降（二分类最高 户戶戥 ，三分类最高 戵户戥 ），而大语言模型最高能分别
达到 戹戸戥 、 戸戴戥 的准确率，揭示了大模型能够捕捉到与句长无关的隐性语义模式。该发现挑
战了传统可读性公式戨扄扡扬扥 扡扮扤 扃扨扡扬扬戬 戱戹戴戸戻 手扩扮扣扡扩扤 扥扴 扡扬戮戬 戱戹户戵戻 荆溪昱戬 戱戹戹戵戩和基于特征的机
器学习范式戨杨文娣扡扮扤 曾致中戬 戲戰戱戹戩，并为句子难度分级提供了新的视角和方法论参考。

本文主要贡献体现在以下四个方面：

戨戱戩观察发现传统句子难度研究中句长在分类上的主导作用。通过实验验证了句长的强相关
的地位，并提出构建句长受控的句子难度分类数据集；

戨戲戩将大语言模型引入语料构建环节，通过三阶段协同的半自动智能生成机制，有效解决了
句长受控数据集构建的效率和质量瓶颈，形成了共 戲戵戵戰句的二分类与三分类高质量语料资源；

戨戳戩通过实验发现传统语言特征分类模型在句长受控条件下的分类准确率大幅下降，揭示了
传统特征分类模型方法的局限性；

戨戴戩首次在控制句长数据上验证了大语言模型的深层语义建模能力，其准确率较传统特征方
法大幅提升，验证了大语言模型具备识别句长无关语义难度的能力。

2 相相相关关关工工工作作作

2.1 可可可读读读性性性研研研究究究

作为该领域的起点，传统可读性公式通常基于统计学方法，通过线性回归等模型，利用
文本的表层特征（如词长、句长、音节数、难词比例）来预测阅读难度戨扌扥扡扬 扥扴 扡扬戮戬 戲戰戱戸戩。
这些公式因其计算简便、解释性强而得以广泛应用，其中的代表包括扆扬扥扳扣扨 扒扥扡扤扩扮执 扅扡扳扥
戨扆扒扅戩、扆扬扥扳扣扨戭手扩扮扣扡扩扤 扇扲扡扤扥 扌扥扶扥扬 戨手扩扮扣扡扩扤 扥扴 扡扬戮戬 戱戹户戵戩以及扄扡扬扥戭扃扨扡扬扬可读性公式戨扄扡扬扥 扡扮扤
扃扨扡扬扬戬 戱戹戴戸戩等，它们为早期的可读性评估提供了有效的量化工具。然而，这些公式的内在局限
性也十分明显：它们仅能捕捉文本的表面特征，无法深入分析深层句法结构、语义抽象度或语
篇连贯性等复杂因素戨扗扵 扥扴 扡扬戮戬 戲戰戱戸戩。此外，多数经典公式专为英语设计，对于中文等非拼音
文字的适用性受限戨扙扡扮执戬 戱戹户戱戩。

随着机器学习技术的兴起，研究者开始采用支持向量机戨打扖才戩、随机森林戨打扣扨扷扡扲扭 扡扮扤
扏扳扴扥扮扤扯扲扦戬 戲戰戰戵戩等更为灵活的分类与回归模型来评估可读性，从而摆脱了传统公式的固定框
架。这种方法的核心在于人工设计并提取多维度的语言特征，通过模型训练以提升预测的准确
度与泛化能力。特征工程的范围涵盖了词汇、句法戨打扣扨扷扡扲扭 扡扮扤 扏扳扴扥扮扤扯扲扦戬 戲戰戰戵戩、语义和语
篇等多个层面，旨在更全面地捕捉文本难度。在跨语言研究中，机器学习方法展现出更强的适
应性，例如，在中文可读性评估中，研究者会特别考虑汉字结构、词语切分、词汇频率等中文
独有的语言学特征戨扐扡扮执戬 戲戰戰戶戩。尽管基于特征工程的方法显著提升了预测精度，但其高度依赖
于人工经验和语言学知识，不仅耗时费力，且难以完全捕捉语言内在的复杂性与多样性。

进入深度学习时代，卷积神经网络戨扃扎扎戩戨扊扩扡扮 扥扴 扡扬戮戬 戲戰戲戲戩、循环神经网络戨扒扎扎戩以
及扔扲扡扮扳扦扯扲扭扥扲戨扌扩 扥扴 扡扬戮戬 戲戰戲戲戩等模型在可读性评估中得到广泛应用，实现了从扜特征工程戢到扜特
征学习戢的范式转变。这些模型能够自动从原始文本中学习和提取高层次、抽象化的特征表示，
无需繁琐的手工特征设计。一些预训练语言模型，通过在海量文本上进行预训练，仅需少量微
调即可在可读性评估任务上取得卓越性能，已成为当前的主流方法。然而，深度学习模型在减
少对人工特征依赖的同时，也带来了计算资源需求高和模型可解释性弱等问题。

2.2 文文文本本本简简简化化化与与与可可可控控控生生生成成成

文本简化（扔扥扸扴 打扩扭扰扬扩戌扣扡扴扩扯扮戬 扔打）作为自然语言处理的重要分支，旨在将复杂的文本
转换为更易于理解和阅读的形式，从而提升信息的可访问性戨扁扬戭扔扨扡扮批批扡扮 扡扮扤 扁扺扭扩戬 戲戰戲戱戩。
该技术在教育、医疗、新闻等领域具有广阔的应用前景，是可读性理论在实践层面的重要体
现戨扏戧扂扲扩扥扮戬 戲戰戱戰戩。早期文本简化研究主要采用基于规则和基于统计机器翻译的方法。基于规
则的方法依赖人工编写的语言学转换规则，例如通过句法分析来识别并拆分、删除或替换复杂
句式戨打扩扤扤扨扡扲扴扨扡扮戬 戲戰戰戶戩。其优点在于可解释性强，能够精确控制特定的语言现象，但规则的
制定耗时巨大，覆盖范围有限，且生成结果的自然度难以保证。基于统计机器翻译（打才扔）
的方法则将文本简化视为一种特殊的翻译任务，即从扜复杂语戢到扜简单语戢的翻译戨打扰扥扣扩扡戬 戲戰戱戰戻
托扵 扥扴 扡扬戮戬 戲戰戱戶戩。该方法利用大规模的平行语料库训练模型，学习复杂句与简化句之间的映射
关系。打才扔方法能够生成更为流畅自然的文本，但其性能高度依赖于高质量平行语料库的规
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模扼扼而这类资源通常是稀缺的扼扼并且难以实现细粒度的生成控制戨扁扬戭扔扨扡扮批批扡扮 扡扮扤 扁扺扭扩戬
戲戰戲戱戩。

随着深度学习在机器翻译领域的突破，序列到序列（打扥扱戲打扥扱）模型及其变体被广泛应用
于文本简化任务戨扎扩扳扩扯扩 扥扴 扡扬戮戬 戲戰戱户戩戨扖扡扳扷扡扮扩 扥扴 扡扬戮戬 戲戰戱户戩。注意力机制和扔扲扡扮扳扦扯扲扭扥扲架构戨?戩的
引入，极大地提升了模型处理长距离依赖和并行计算的能力，迅速成为文本简化领域的主流模
型。预训练语言模型通过在超大规模语料上的预训练学习了丰富的语言知识，仅需在特定任务
上进行微调便能取得优异的简化效果。尽管神经网络方法取得了显著进展，但仍面临着过度简
化、关键信息丢失、生成文本不忠实于原文或不自然等挑战。

现代文本简化不仅要求扜变简单戢，更需要满足特定的约束条件，如保持核心信息、控制输
出长度、调整风格或难度等级。可控文本生成（扃扯扮扴扲扯扬扬扥扤 扔扥扸扴 扇扥扮扥扲扡扴扩扯扮戬 扃扔扇）技术为实
现这些目标提供了有力工具戨扈扵 扥扴 扡扬戮戬 戲戰戱户戩。而大语言模型（扌扌才）的兴起，则极大地推动了
可控生成技术的发展。提示工程（扐扲扯扭扰扴 扅扮执扩扮扥扥扲扩扮执）戨扌扩扡扮执 扥扴 扡扬戮戬 戲戰戲戴戩已成为扌扌才时代最
核心的扃扔扇手段之一，通过精心设计的指令，可以引导模型生成满足特定需求的句子。针对更
为复杂的控制需求，研究者还探索了基于规划的生成（扐扬扡扮扮扩扮执戭扢扡扳扥扤 扇扥扮扥扲扡扴扩扯扮），例如通
过将可读性分数作为控制因子来精确控制输出句子的难度戨扙扡扮执 扥扴 扡扬戮戬 戲戰戲戲戩。然而，扌扌才在严
格的长度控制方面仍表现出所谓的扜字数危机戢，即难以精确遵守扜生成特定字数戢的指令戨扌扩扡扮执
扥扴 扡扬戮戬 戲戰戲戴戩。

2.3 大大大语语语言言言模模模型型型的的的自自自然然然语语语言言言理理理解解解和和和可可可读读读性性性评评评估估估能能能力力力

大型语言模型（扌扌才）在多项自然语言理解（扎扌払）任务中已达到甚至超越人
类水平，能够捕捉文本的深层语义，进行多跳推理和复杂阅读理解戨扁扣扨扩扡扭 扥扴 扡扬戮戬
戲戰戲戳戩。例如，在如才才扌払（才扡扳扳扩扶扥 才扵扬扴扩扴扡扳扫 扌扡扮执扵扡执扥 払扮扤扥扲扳扴扡扮扤扩扮执）戨扈扥扮扤扲批扣扫扳 扥扴
扡扬戮戬 戲戰戲戰戩、扇扐扑扁（扇扥扮扥扲扡扬戭扰扵扲扰扯扳扥 扑扵扥扳扴扩扯扮 扁扮扳扷扥扲扩扮执）戨扒扥扩扮 扥扴 扡扬戮戬 戲戰戲戴戩和扂扉扇戭扂扥扮扣扨
扈扡扲扤戨打扵扺执扵扮 扥扴 扡扬戮戬 戲戰戲戲戩等综合性基准测试中，扌扌才展现出其在跨学科知识、逻辑推理及常识
理解方面的优越性。其核心特性如上下文学习（扉扮戭扣扯扮扴扥扸扴 扌扥扡扲扮扩扮执）和少样本学习（扆扥扷戭扳扨扯扴
扌扥扡扲扮扩扮执）戨扂扲扯扷扮 扥扴 扡扬戮戬 戲戰戲戰戩使其能够通过在提示中提供少量示例来执行新任务，显著降低了
对大规模标注数据的依赖，从而为各种下游任务提供了高效且灵活的解决方案。

值得关注的是，扌扌才在文本可读性和难度评估方面展现出超越传统方法的潜力。最新
研究表明，扌扌才能够提供更细致入微、更符合人类直觉的可读性判断。例如，一项关于使
用扇扐扔戭戴扯评估英文文本可读性的研究发现戨扔扲扯扴扴 扡扮扤 扒扩扶扩戒扥扲扥戬 戲戰戲戴戩，扇扐扔戭戴 扔扵扲扢扯和扇扐扔戭戴
扭扩扮扩在零样本（扺扥扲扯戭扳扨扯扴）设置下生成的可读性估计与人类判断表现出较高的相关性（分别
为戰戮户戶和戰戮户戴），显著优于传统的基于特征的可读性指标。这表明扌扌才通过理解词汇选择、句
子复杂性以及文本的整体流畅性与结构，能够提供更具语境化的评估，从而有望成为替代传统
分类模型、更好地判别文本可读性的新范式。

3 大大大语语语言言言模模模型型型驱驱驱动动动的的的半半半自自自动动动智智智能能能受受受控控控改改改写写写

传统的文本难度标注主要依赖人工按照预设标准在特定语料上直接标注戨扐扩扴扬扥扲 扡扮扤
扎扥扮扫扯扶扡戬 戲戰戰戸戩戨手扬扡扲扥 扡扮扤 扯扴扨扥扲扳戬 戱戹戸戴戩。然而，在构建控制句长的数据集时，筛选符合长
度范围的自然句子进行人工标注的方法存在明显的问题：戱戮难度分布极度不均衡：即便在有
明显难度分级的教材语料中，控制句长后难度标签分布也存在严重偏斜（我们在 戴戮戱节的传
统句子语料库中的统计发现：在 戲戵 戭 戳戰 字这一范围，难度为 戳 的句子高达 戲戹戹 条，而难度
为 戱、戲、戴 的分别仅为 戱、户戶、戱戳 条，这一结果还是在标注允许相邻等级存在模糊空间的前提
下得到的）。在更为开放的自然语料中，这种不均衡现象更为突出，给初步筛选合适句子带来
了较大挑战，且会带来远大于当前方法的人工确认成本。戲戮缺乏足够判别性的样本对：在相同
句长范围内，自然语料中的句子在难度层面往往差异较小（上文的难度分布也能说明），人工
标注一致性低、主观性强，难以形成有效对比对。这不仅降低了标注效率，也影响了后续模型
的判别性能。同时，若通过人工方式主动改写以增强样本差异性，将面临高昂成本与风格一致
性难以控制的问题。

为解决上述问题，本文提出一种基于大语言模型的半自动智能受控改写框架。借助模型语
义理解与生成能力，从多领域的原始文本中筛选出合适的内容进行批量的造句和难度风格改
写，大幅提升控制句长语料构建的效率与难度差异。该方法创新性地采用扜三阶段协同机制戢，
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包括多领域语料获取与智能受控改写、专家审核与人工修订、标注一致性与数据可信度验证。

3.1 多多多领领领域域域语语语料料料获获获取取取与与与智智智能能能受受受控控控改改改写写写

为避免单一语域在词汇使用、句式结构等语言特征上的偏倚，减少内容对特定领域专业知
识的过度依赖，提升实验结论的普适性，本研究选取包括新闻报道、百科条目等在内的多领域
开放语料，确保候选语料在语义内容和语言结构上的广度与多样性。

随后，我们将经过初步筛选的开放语料文本批量输入至大语言模型，并结合任务需求设
计多轮引导性 扐扲扯扭扰扴 ，使模型能够按照预设的长度范围（如戲戵至戳戰字）、明确的难度等级
标准，对原始内容进行筛选与智能受控改写。例如图 戶中，大模型读取到了一篇关于扜养老社
区戢的新闻报道，按照扜困难戢的要求筛选到了关于扜社区化养老遇到的医疗难题戢的文段并结合
一些背景知识，例如扜医疗、养老牌照审批困难戢，将其浓缩改写成了一个初步的句子。在该阶
段，大模型的处理能力显著提升了初始语料的生成效率，极大减轻了人工负担。

3.2 专专专家家家审审审核核核与与与人人人工工工修修修订订订

尽管大语言模型具备良好的语义建构能力，但生成内容仍可能存在如下问题：戨戱戩长度不符
合规范：模型对字数控制能力有限，常出现简单句子偏短、复杂句子偏长的情况；戨戲戩内容与结
构单一：模型在同一难度等级下易于生成高度重复的内容或句式，降低语料多样性；戨戳戩事实性
或逻辑性错误：如扜全自动咖啡机利用伯努利原理控制蒸汽压力，实现奶泡绵密质地生成戢这一
生成句，存在科学原理理解错误。咖啡机实际通过加热元件和压力阀调控蒸汽压力，而非依赖
流体速度与压强的关系。

为提升数据质量，本研究引入人工专家对大语言模型生成的初始候选语料进行系统化筛选
与修订。专家依据预设标准，剔除字数不符合要求、语义不明确、内容重复或存在事实性错误
的句子，并对保留样本进行必要修改。在大模型生成的基础上开展人工优化，既显著提高了标
注效率，又有效保证了语料在长度控制、难度分布与语言结构多样性等方面的质量与合理性。

3.3 标标标注注注一一一致致致性性性与与与数数数据据据可可可信信信度度度验验验证证证

为确保最终语料的标注质量与客观性，本研究进一步引入第二位专家对经过筛选的样本独
立判断其难度等级。采用 扆扬扥扩扳扳戧 手扡扰扰扡 系数评估两位专家间的一致性，以衡量数据标注的稳定
性与信度。该方法有效避免了单一标注者的主观偏差，为后续模型训练与评估提供了更为可靠
的数据基础。

图 戱戺 半自动标注方法流程图
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4 语语语料料料库库库构构构建建建

本研究构建了两类句子难度分级语料库，包括传统不控制句长的语料库和大语言模型驱动
的控制句长语料库。前者用于验证句长作为显性和隐形变量时和句子难度相关性，后者则用于
进一步在排除句长干扰的前提下考察传统分类模型的语言特征与大语言模型各自的分类效果。

4.1 传传传统统统句句句子子子语语语料料料库库库

为了验证句长这一变量在句子难度分级中的强相关性地位，本研究构建了一个传统不控制
句长的对照数据集，作为基线参照。该数据集选取自《博雅汉语》全套教材，经过句子筛选与
去重处理后，共获得 戶戸户户 个有效句子。我们将该数据集划分为 戱戰 个子集，并邀请 戲戰 名大学
生参与标注，每个子集由 戲 人独立进行 戵 级难度评分（ 戱 为最易， 戵 为最难）。在评分前，要
求标注者对每个句子进行完整阅读与理解，并记录阅读时间，随后再进行评分，以确保评分过
程的严谨性与思维投入。最终，仅保留两位标注者评分一致的样本，构成最终的传统句子难度
语料库。该语料库中，句子阅读时间与标注难度之间的皮尔逊相关系数（扐扥扡扲扳扯扮 扃扯扲扲扥扬扡扴扩扯扮
扃扯扥戎扣扩扥扮扴）为 戰戮戵戸戸戶 ， 扰 值为 戰 ，显示出显著的正相关性，说明标注质量较高，有效避免
了随意阅读与评分的情况戨扈扡扬扥戬 戲戰戰戱戩 戨扌扥扶批戬 戲戰戰戸戩。最终语料库共包含 戳戵戵戵 个句子，难度等
级分布大致呈钟形分布。我们在表 戱中展示了例句及对应的难度等级。

难度 数量 例句

戱 戵戸戴 我说我肯定在。
戲 戹戵戲 要是能有一个长假期，我一定要跑遍中国。
戳 戱戴戳戹 就是形成良性循环，绿地涵养了水分，天然降雨又涵养了绿地，周而复

始。
戴 戴戱戴 通过不同消费品的扜绝配戢，达到不同社会阶层体现社会身份的扜制胜戢之

道，是今天各种人群消费实践的主要方式。
戵 戱戶戶 实际社会生活中存在着两种新男性－一种是外在装备水平可以使公众明

显感知他们是男性中的精英分子的扜新男性群体戢；另一种是自认属于新
男性或者至少自认具备新男性的现实潜力的群体，但他们却并不为一般
社会公众所感知，因为他们往往不具备前者拥有的扜装备戢。

表 戱戺 不控制句长五分类句子示例及其数量

4.2 控控控制制制句句句长长长语语语料料料库库库

本研究选取了三个不同领域的文本来源作为数据构建基础，分别为：叙事新闻（来自通
用新闻语料库）、人文社科、科学技术（后两者筛选自中文维基百科），语料来源参见戨托扵戬
戲戰戱戹戩）。
在句长控制方面，本文选取了 戲戵 戭 戳戰 字的长度范围，作为实验中控制变量的核心设定。

该范围的选择基于以下考虑：戱戮该区间处于现代汉语句子长度的中间段，能够在保证语义完整
性的同时，避免句子过短导致表达不清，或过长增加理解负担，因此更适合作为可读性评估
的扜中间模糊区间戢；戲戮过短或过长的句子在可读性上往往呈现极端表现（即显著过于简单或困
难）。根据我们论文中在非控制句长语料上的统计分析，难度等级为 戳 （中等）的句子中位字
数为 戳戳 字；考虑到该语料出自面向二语学习者的教材，整体信息密度相对较低，而本研究所
用语料系通过大语言模型筛选、抽取与浓缩生成，因此，我们认为缩小字数范围（ 戲戵 戭 戳戰 字）
的句子更适合作为基础样本进行特定难度方向的改写，有助于构建梯度明确、差异可感的训练
样本对。

依托本文提出的大语言模型（这里使用 扄扥扥扰打扥扥扫戭扒戱 ）驱动的半自动构建框架，最终构建
了两个控制句长的汉语句子难度数据集，分别为：
二分类语料库：共计 戱戲戰戰 句，覆盖扜简单戢与扜困难戢两类。三个语料领域（叙事新闻、人

文社科、科学技术）各占 戴戰戰 句，每类各含 戲戰戰 句简单样本与 戲戰戰 句困难样本，平均句长分别
为 戲戶戮戸戸 字与 戲戸戮戵戰 字。

三分类语料库：共计 戱戳戵戰句，包含扜简单戢扜中等戢扜困难戢三类。三个语料领域各占 戴戵戰句，
各难度句子数量均为 戱戵戰 条。各难度等级句子的平均长度分别为 戲戸戮户戲 、 戲戸戮户戹 与 戲戸戮戶戶 字，
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控制效果良好，标准差极小。
我们在表 戲中展示了例句和对应的难度等级。
为验证标注的一致性和语料的可信度，本研究引入第二位人工专家独立对数据样本进行难

度判断，并计算标注一致性指标。经统计， 扆扬扥扩扳扳戧 手扡扰扰扡 系数为二分类 戰戮戹戹 ，三分类 戰戮戸戲 ，
表明两个专家在句子难度划分上的一致性达到高度一致的水平，进一步确保了控制句长语料库
的标注质量与研究可信度。

分分分类类类 难难难度度度 例例例句句句

二分类
戱 长颈鹿血压是人类三倍，这样才能确保血液输送到它高高的头部。
戲 近海赤潮预警失灵，增殖模型未计入船舶压载水外来物种变量。

三分类
戱 俄罗斯是世界上国土面积最大的国家，相当于八个法国的大小。
戲 郑州叠拼住宅空间方案获奖，非承重结构改造实现建筑利用率提升。
戳 明镜周刊的左派立场与虚构报道丑闻，构成后真相时代的伦理困境。

表 戲戺 不同分类与难度下的例句

5 实实实验验验设设设置置置

5.1 非非非控控控制制制句句句长长长语语语料料料实实实验验验

首先，本文通过计算句长与句子难度之间的 扐扥扡扲扳扯扮 相关系数来验证句长是否为影响句子
难度的重要变量。句长采用两种统计方式：按字数计算与按词数计算。通过观察两者与人工标
注的难度评分之间的相关性，初步评估句长作为难度指标的代表性。
进一步地，本文引入多个语言学特征，参考吴思远等人的研究戨吴思远扥扴 扡扬戮戬 戲戰戲戰戩，涵盖汉

字、词汇与句法等多个层级。其中，部分特征本质上隐含了句长的影响，例如汉字总笔画数、
句法最大依存距离等。通过分析这些特征与难度评分之间的相关性，进一步验证句长是否作为
强相关隐变量主导了传统特征的判断效果。
文本处理方面，本文采用哈尔滨工业大学开发的语言技术平台（扌扡扮执扵扡执扥 扔扥扣扨扮扯扬扯执批

扐扬扡扴扦扯扲扭，扌扔扐）戨扃扨扥 扥扴 扡扬戮戬 戲戰戱戰戩对语料进行分词、词性标注与依存句法分析；词频数据引
用打払扂扔扌扅托戭扃扈 词频库戨扃扡扩 扡扮扤 扂扲批扳扢扡扥扲扴戬 戲戰戱戰戩，以获取准确的词汇使用频率信息。

5.2 控控控制制制句句句长长长语语语料料料实实实验验验

在构建的控制句长语料库（包含二分类与三分类两类任务）上，本文设计对比实验以评估
传统语言特征与大语言模型在句子难度判断中的表现差异。
针对传统特征的建模，本文采用支持向量机（打扵扰扰扯扲扴 扖扥扣扴扯扲 才扡扣扨扩扮扥戬 打扖才）进行分类，

评估指标包括分类准确率（扁扣扣扵扲扡扣批戬 扁扣扣）和宏平均的 扆戱戭扳扣扯扲扥 。特征选取同样参考吴思远
等人戨吴思远扥扴 扡扬戮戬 戲戰戲戰戩，涵盖汉字（如总笔画数、字符型符比）、词汇（如平均词频、词类比
例）与句子（如最大依存距离）等多个维度。
在大语言模型的实验部分，为全面评估不同规模与类型模型在语言难度判定任务中的

表现，本文选取了三种具有代表性的语言模型进行对比分析： 扇扥扭扭扡 戳 戴扂 戨扔扥扡扭 扥扴 扡扬戮戬
戲戰戲戵戩（一种多语言支持的小规模开源模型）、 扑扷扥扮 戲戮戵 戱戴扂 戨扂扡扩 扥扴 扡扬戮戬 戲戰戲戵戩（一款在中文语
料上表现优异的大型中文语言模型）以及 扇扐扔戭戴扯 戨扈扵扲扳扴 扥扴 扡扬戮戬 戲戰戲戴戩（代表当前主流闭源模型
的先进水平）。我们通过构造标准化的 扰扲扯扭扰扴 引导模型对输入句子的语言难度进行判定，以
评估其在二分类与三分类任务中的分类准确率。该设置旨在考察不同模型对语言复杂度的理解
能力及其在受控实验条件下的泛化表现。共设置六种 扐扲扯扭扰扴 设计形式戨具体见 附录 扂戮戩：

扚扥扲扯戭扳扨扯扴：模型仅接收待判句子，无任何参考信息。
扚扥扲扯戭扳扨扯扴戭扥扸扰：模型在判断难度的同时，需解释其判断依据。
扚扥扲扯戭扳扨扯扴戭扥扸扰扴扯：模型需在判断难度的同时，以简洁易懂的语言向用户解释句子含义。
扆扥扷戭扳扨扯扴：模型接收若干已标注的参考句（覆盖不同难度等级）以辅助判断。
扆扥扷戭扳扨扯扴戭扥扸扰：在扦扥扷戭扳扨扯扴 基础上要求模型解释其判断原因。
扆扥扷戭扳扨扯扴戭扥扸扰扴扯：在扦扥扷戭扳扨扯扴 基础上要求模型解释句子含义，体现其语言理解能力。
通过上述六种设置，本文不仅评估了大语言模型在句子难度判断任务中的分类准确率，还

从直接与间接两个维度系统探讨了其对语言难度的感知能力，并进一步分析扜解释性行为戢在判
断过程中对模型性能的促进或干扰作用。

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第666页-第683页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 672



中国计算语言学大会

6 实实实验验验结结结果果果和和和分分分析析析

6.1 句句句长长长的的的强强强相相相关关关隐隐隐变变变量量量地地地位位位

图 戲展示了句子长度（以字数或词数衡量）与句子难度之间的 扐扥扡扲扳扯扮 相关系数，均达
到 戰戮戸戱戥 ，显著高于强相关的通用阈值（戰戮戸戥），表明句长是判断句子难度的一个高度相关因
素。

图 戲戺 两种句长与句子难度相关性矩阵
不论是按字还是按词计算的句长均与句子难度呈现出极高的Pearson相关系数，说明了句长在句子难度判断中的强相

关性。

为了进一步验证这一点，我们从汉字、词汇与句法三个维度出发，统计各类语言特征与句
子难度的相关性戮

汉字熟悉度 平均字频0.12 未登录字比例-0.40 常用字比例0.37

汉字多样性 字形符数0.81 字类符数0.85 字类符形符比-0.67

字形复杂度
句子总笔画数0.82 字符平均笔画数0.34 频率加权的平均笔画数0.10
少笔画字比例-0.16 中笔画字比例0.16 多笔画字比例0.042

词汇熟悉度 平均对数词频-0.10 未登录词比例0.10

词汇多样性
词形符数0.81 词类符数0.84 词类符形符比-0.67 单次词数0.23
单次词比例0.07 成语数0.23 成语比例0.09

词性复杂度 名词比例0.17 动词比例0.14 形容词比例0.023 副词比例0.06

词语复杂度
平均词长0.32 频率加权的词长-0.26 单字词比例-0.37 双字词比例0.32
三字词比例-0.04 四字词比例0.14 四字以上词比例0.09 字词比0.32

词汇语义
实词比例0.27 虚词比例-0.012 实词虚词比0.37
否定词数0.15 否定词比例-0.04

短语结构复杂度
名词短语数0.71 动词短语数0.71 形容词短语数0.42
副词短语数0.58 介词短语数0.63 名词短语平均长度0.38

动词短语平均长度0.26 复句数0.48

依存句法复杂度
平均句子依存距离0.79 最大句子依存距离0.75 平均主语长度0.40
最大主语长度0.45 平均修饰语个数0.16 平均修饰语长度0.42
平均修饰语个数0.16 平均修饰语长度0.42

表 戳戺 各类语言学特征与句子难度的皮尔逊相关系数

表 戳 表明，在汉字层面，字形符与类符数、总笔画数等指标与难度高度相关，相关系数超
过 戰戮戸戥 ；词形符、词类符等词汇多样性指标也具有同样的高相关性；而在句法层面，名词短
语数、依存句法中的平均依存距离、最大依存距离等指标同样表现出显著相关性。
综合这些观察可以看出，尽管句长在本实验中被设定为隐变量，其依然以间接形式影响着

众多语言特征的变化模式。所有与句子难度高度相关的语言特征扼扼无论是总笔画数，词形
符、词类符，最大依存距离等扼扼在统计上均与句长密切相关戨更多实验见 附录 扁戩。
据此我们可以推论：许许许多多多传传传统统统的的的语语语言言言难难难度度度指指指标标标在在在本本本质质质上上上依依依赖赖赖于于于句句句长长长这这这一一一显显显性性性或或或隐隐隐性性性变变变

量量量。。。当当当实实实验验验中中中不不不控控控制制制句句句长长长时时时，，，这这这些些些指指指标标标往往往往往往能能能取取取得得得较较较好好好的的的分分分类类类效效效果果果；；；但但但一一一旦旦旦控控控制制制句句句长长长，，，其其其依依依
赖赖赖的的的信信信息息息维维维度度度被被被剥剥剥离离离，，，导导导致致致其其其对对对难难难度度度的的的判判判别别别能能能力力力显显显著著著下下下降降降。。。

6.2 传传传统统统特特特征征征的的的局局局限限限和和和大大大语语语言言言模模模型型型的的的优优优势势势

表 戴 列出了各语言特征在二分类和三分类任务中的准确率与 扆戱 值。从结果来看，传统语
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言特征在二分类和三分类任务中的表现均不理想，仅略高于随机猜测（二分类为 戵戰戥 ，三分类
约为 戳戳戥 ），这表明在句长受到控制的条件下，基于传统特征的分类模型能力受限，难以有效
区分不同类别。

在语言特征中，词汇相关的分类效果最好，句子特征的分类效果最差。词汇总特征取得了
二分类 户戵戥 戬三分类 戵戵戥 的准确率。而句子特征仅为 戶戴戥 和 戴户戥 。值得注意的是，这些因素
确实与人类的理解经验一致，控制句长后会对句子的一些特征例如依存距离等造成限制，而罕
见词和复杂词性组合通常会增加句子的阅读难度。将全部特征合在一起效果最好，达到了二分
类户戶戥，三分类戵户戥戬这可能是综合全部特征能够更好兼顾句子难度的多个方面。

然而，这些特征仅能捕捉到句子难度的表层因素，无法涵盖更深层次的语义与逻辑难度。
例如，扜宇宙由物体和空间构成，其余本质皆为观测者对于运动的描述。戢这句话并不包含任何
难字或生僻词汇，但由于其涉及哲学与物理概念和较为困难的逻辑，理解起来依然困难。这一
现象突显了传统语言特征在覆盖面和表达能力上的局限性。

这一发现也验证了前文提出的假设：传传传统统统指指指标标标对对对句句句子子子难难难度度度的的的判判判断断断高高高度度度依依依赖赖赖于于于句句句长长长，，，一一一旦旦旦
失失失去去去这这这一一一维维维度度度，，，其其其性性性能能能便便便显显显著著著下下下降降降。。。

二二二分分分类类类 三三三分分分类类类
扁扣扣扵扲扡扣批 扆戱戭扳扣扯扲扥 扁扣扣扵扲扡扣批 扆戱戭扳扣扯扲扥

字形复杂度 戰戮戶戳 戰戮戶戳 戰戮戴户 戰戮戴戶
汉字多样性 戰戮戵戸 戰戮戵戸 戰戮戳戸 戰戮戳户
汉字熟悉度 戰戮戶戹 戰戮戶戹 戰戮戵戰 戰戮戴戸
汉汉汉字字字总总总特特特征征征 戰戮戶戸 戰戮戶户 戰戮戴戵 戰戮戴戵
词汇多样性 戰戮戵户 戰戮戵戶 戰戮戴戰 戰戮戳戵
词汇熟悉度 戰戮戶戶 戰戮戶戶 戰戮戴戹 戰戮戴戴
词汇语义难度 戰戮戶戲 戰戮戶戲 戰戮戴戵 戰戮戴戵
词性复杂度 戰戮户戱 戰戮户戱 戰戮戴戸 戰戮戴户
词语复杂度 戰戮戶戰 戰戮戶戰 戰戮戴戴 戰戮戴戳
词词词汇汇汇总总总特特特征征征 0.75 戰戮户戵 0.55 戰戮戵戵
短语结构复杂度 戰戮戶戳 戰戮戶戳 戰戮戴户 戰戮戴户
依存句法复杂度 戰戮戵户 戰戮戵户 戰戮戴戰 戰戮戳戸
句句句子子子总总总特特特征征征 戰戮戶戴 戰戮戶戴 戰戮戴户 戰戮戴户
全全全部部部特特特征征征 0.76 戰戮户戶 0.57 戰戮戵户

表 戴戺 各语言特征在控制句长二分类与三分类任务下的效果
传统的所有语言指标在分类中都未取得较好的效果，词汇特征和全部特征取得的效果略好。

近年来，大语言模型在文本分级任务中的表现受到广泛关注戨韩欣欣扥扴 扡扬戮戬 戲戰戲戵戩。本研究进
一步评估了几个主流大语言模型在本数据集上的表现，结果如表 戵 所示。

二二二分分分类类类
Gemma3 4b Qwen2.5 14b GPT-4o

zero shot 戰戮戹戳戶户 戰戮戹戴戲戵 戰戮戹戶戲戵
zero shot exp 戰戮戹戱戰戸 戰戮戹戴戵戸 戰戮戹户戲戵

zero shot expto 戰戮戹戲戶户 戰戮戹戵戵戸 戰戮戹户戶户
few shot 戰戮戹戴戱户 戰戮戹戰戵戰 戰戮戹户戴戲

few shot exp 戰戮戹戲户戵 戰戮戹戴戶户 0.9808
few shot expto 戰戮戹戱戱户 戰戮戹戰戵戰 戰戮戹户戸戳

三三三分分分类类类
Gemma3 4b Qwen2.5 14b GPT-4o

zero shot 戰戮戶戵戹戳 0.7726 戰戮户戱户戸
zero shot exp 戰戮戶戱户戸 0.7793 戰戮户戴戳户

zero shot expto 戰戮戵戸戵戹 0.7919 戰戮户户戵戶
few shot 戰戮戶戲戳户 戰戮戶戳戹戳 0.8200

few shot exp 戰戮戵戵户戸 戰戮户戲戹戶 0.8207
few shot expto 戰戮戵戵户戰 戰戮户戴戹戶 0.8422

表 戵戺 不同模型和设定下在二分类与三分类任务中的准确率对比
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可以观察到，大语言模型在句子难度的二分类与三分类任务中均表现出显著优越的效果。
模型规模越大，其性能越强： 扇扐扔戭戴扯 的两个任务上的最高评分均最优异，在二分类任务中达
到了 戹戸戥 戬三分类任务中最高达到 戸戴戥 的准确率，远超传统特征的最高水平。这说明大语言模
型用于句子难度的判断是较为可信的，能够推广到一些下游领域，例如辅助教材分级等等。

进一步分析发现：在 扺扥扲扯戭扳扨扯扴 设置下， 扑扷扥扮戲戮戵 和 扇扐扔戭戴扯 表现出色，展现了较大规
模模型在无样例的情况下对语义复杂度的良好感知能力； 扇扥扭扭扡戳 戴扢 可能由于能力有限，在
三分类任务上表现较为一般。

在 扦扥扷戭扳扨扯扴 设置下， 扇扐扔戭戴扯 的表现相比 扺扥扲扯戭扳扨扯扴 进一步提升，这表明模型能够从示例
中学习到关于难度判断的深层知识。值得注意的是， 扑扷扥扮 模型在加入 扦扥扷戭扳扨扯扴 示例后反而
出现了性能下降，这可能是由于模型在学习样本时过度拟合了某些表层显性特征（如难词、领
域术语、句式等），从而导致判断偏差。

在加入解释时（ 扥扸扰， 扥扸扰扴扯），较大规模的模型表现出了准确率的提高，说明让模型扜思
考戢其决策依据有助于提升推理质量；而扇扥扭扭扡戳 戴扢则出现了准确率的下降，这可能是由于其
模型规模的限制。

值得注意的是，在三分类任务中， 扑扷扥扮戲戮戵 在 扺扥扲扯戭扳扨扯扴 设置下的性能优于 扇扐扔戭戴扯，而
在加入 扦扥扷戭扳扨扯扴 示例后， 扇扐扔戭戴扯 的表现则超过了 扑扷扥扮戲戮戵 。这一结果表明， 扑扷扥扮戲戮戵 在
零样本推理方面展现出较强的能力，但其对示例的学习效能相对有限；相对而言， 扇扐扔戭戴扯 在
利用少量示例进行学习方面具有更强的适应能力。

尽管大语言模型在整体表现上远超传统特征方法，但其在处理某些具有特殊领域词汇或知
识背景的句子时仍存在误判的可能。模型较容易受到词汇领域的影响，而忽视语义、逻辑和背
景知识所共同构成的扜隐性难度戢。例如扜脂肪分解产生的能量是糖类的两倍左右，但其存在分解
较慢的问题。戢这个句子，模型将其判定为二分类中的困难，因为其涉及了生物学和化学的概
念。但这个句子对于我们受过义务教育的人来说实际上是非常熟悉的营养学知识。

7 总总总结结结

本文通过观察发现传统语言指标中句长对于句子难度的主导地位，并设计实验证明了这一
点。针对传统句子难度评估中句长变量强干扰的问题，本文提出构建控制句长的句子难度分类
数据集。为解决数据集构建的成本高、质量难控制问题，我们提出基于大语言模型驱动的半自
动智能受控生成方法，最终构建了控制句长的汉语句子难度分级二分类和三分类语料库。在此
基础上的实验验证了传统特征分类模型方法的局限与大语言模型的强大语义难度识别能力。

然而，本文的研究仍存在以下几方面的局限性，有待在后续工作中进一步完善与拓展：其
一，当前数据集构建主要依赖大语言模型进行句子生成，并辅以人工审核以确保生成文本的质
量。尽管该方法在可控性与效率之间取得了一定平衡，但其存在生成效率受到人工审核影响，
自然性与语言多样性方面仍可能与真实自然语料存在一定偏差等问题。未来的研究将尝试引入
自动化与人工相结合的质量保障机制（如判别模型与人机协同审核机制），以进一步提高生成
文本的语言质量与分布多样性。其二，本文的数据集数量较少并且主要聚焦于 戲戵 至 戳戰 字的
句长区间。尽管该区间在汉语书面语中具有一定代表性，但句子的数量和句长范围的单一性限
制了我们对不同句长区间对句子难度感知影响的系统性探索。未来的工作将扩展到更大的数量
和更广泛的句长区间，并结合统计方法确定更具理据性的句长分割区间。其三，本研究所涉及
的样本文本主要来源于新闻、百科等书面语域，尚未覆盖口语、文学、社交媒体等其他语体类
型。其四，本文尚未将所构建的受控语料或判别模型应用于具体的下游任务中，如可控文本生
成、语言能力测评、或智能教学系统等实际场景。未来工作可考虑将本研究中构建的数据集与
模型能力迁移至具体任务中。其五，本文的研究对象为汉语句子，尚未涉及跨语言或多语种条
件下的可读性问题。考虑到不同语言在句法结构、词汇密度与信息组织方式上的差异，未来研
究可进一步拓展至其他语言（如英语、日语等）。
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Conference on Computational Linguistics戬 扰扡执扥扳 戴戰戱扻戴戱戳戮

扒扯执扥扲 扌扥扶批戮 戲戰戰戸戮 扅扸扰扥扣扴扡扴扩扯扮戭扢扡扳扥扤 扳批扮扴扡扣扴扩扣 扣扯扭扰扲扥扨扥扮扳扩扯扮戮 Cognition戬 戱戰戶戨戳戩戺戱戱戲戶扻戱戱户户戮

扗扥扮扢扩扡扯 扌扩戬 扚扩批扡扮执 扗扡扮执戬 扡扮扤 扙扵扮扦扡扮执 扗扵戮 戲戰戲戲戮 扁 扵扮扩戌扥扤 扮扥扵扲扡扬 扮扥扴扷扯扲扫 扭扯扤扥扬 扦扯扲 扲扥扡扤扡扢扩扬扩扴批
扡扳扳扥扳扳扭扥扮扴 扷扩扴扨 扦扥扡扴扵扲扥 扰扲扯扪扥扣扴扩扯扮 扡扮扤 扬扥扮执扴扨戭扢扡扬扡扮扣扥扤 扬扯扳扳戮 arXiv preprint arXiv:2210.10305戮

托扵扮 扌扩扡扮执戬 扈扡扮批扵 扗扡扮执戬 扙扥扺扨扡扯扨扵扩 扗扡扮执戬 打扨扩扣扨扡扯 打扯扮执戬 扊扩扡扷扥扩 扙扡扮执戬 打扩扭扩扮 扎扩扵戬 扊扩扥 扈扵戬 扄扡扮 扌扩扵戬
打扨扵扮批扵 扙扡扯戬 扆扥扩批扵 托扩扯扮执戬 扥扴 扡扬戮 戲戰戲戴戮 扃扯扮扴扲扯扬扬扡扢扬扥 扴扥扸扴 执扥扮扥扲扡扴扩扯扮 扦扯扲 扬扡扲执扥 扬扡扮执扵扡执扥 扭扯扤扥扬扳戺 扁
扳扵扲扶扥批戮 arXiv preprint arXiv:2408.12599戮

打扥扲执扩扵 扎扩扳扩扯扩戬 打扡扮扪扡 戔打扴扡扪扮扥扲戬 打扩扭扯扮扥 扐扡扯扬扯 扐扯扮扺扥扴扴扯戬 扡扮扤 扌扩扶扩扵 扐 扄扩扮扵戮 戲戰戱户戮 扅扸扰扬扯扲扩扮执 扮扥扵扲扡扬 扴扥扸扴
扳扩扭扰扬扩戌扣扡扴扩扯扮 扭扯扤扥扬扳戮 扉扮 Proceedings of the 55th annual meeting of the association for computational
linguistics (volume 2: Short papers)戬 扰扡执扥扳 戸戵扻戹戱戮
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打扨扡扲扯扮 扏戧扂扲扩扥扮戮 戲戰戱戰戮 扃扯扮扴扲扯扬扬扥扤 扬扡扮执扵扡执扥 扡扮扤 扲扥扡扤扡扢扩扬扩扴批戮 扉扮 Translation and cognition戬 扰扡执扥扳 戱戴戳扻戱戶戵戮
扊扯扨扮 扂扥扮扪扡扭扩扮扳 扐扵扢扬扩扳扨扩扮执 扃扯扭扰扡扮批戮

扌扡扵 扔扡扫 扐扡扮执戮 戲戰戰戶戮 扃扨扩扮扥扳扥 扲扥扡扤扡扢扩扬扩扴批 扡扮扡扬批扳扩扳 扡扮扤 扩扴扳 扡扰扰扬扩扣扡扴扩扯扮扳 扯扮 扴扨扥 扩扮扴扥扲扮扥扴戮 Master’s thesis,
The Chinese University of Hong Kong戮

扉扬扤扩扫戓扯 扐扩扬戓扡扮戬 扅扬扥扮扡 扖扯扬扯扤扩扮扡戬 扡扮扤 扒扩扣扨扡扲扤 扊扯扨扡扮扳扳扯扮戮 戲戰戱戴戮 扒扵扬扥戭扢扡扳扥扤 扡扮扤 扭扡扣扨扩扮扥 扬扥扡扲扮扩扮执 扡扰扰扲扯扡扣扨扥扳
扦扯扲 扳扥扣扯扮扤 扬扡扮执扵扡执扥 扳扥扮扴扥扮扣扥戭扬扥扶扥扬 扲扥扡扤扡扢扩扬扩扴批戮 扉扮 Proceedings of the ninth workshop on innovative
use of NLP for building educational applications戬 扰扡执扥扳 戱户戴扻戱戸戴戮

扅扭扩扬批 扐扩扴扬扥扲 扡扮扤 扁扮扩 扎扥扮扫扯扶扡戮 戲戰戰戸戮 扒扥扶扩扳扩扴扩扮执 扲扥扡扤扡扢扩扬扩扴批戺 扁 扵扮扩戌扥扤 扦扲扡扭扥扷扯扲扫 扦扯扲 扰扲扥扤扩扣扴扩扮执 扴扥扸扴
扱扵扡扬扩扴批戮 扉扮 Proceedings of the 2008 conference on empirical methods in natural language processing戬
扰扡执扥扳 戱戸戶扻戱戹戵戮

扄扡扶扩扤 扒扥扩扮戬 扂扥扴扴批 扌扩 扈扯扵戬 扁扳扡 扃扯扯扰扥扲 打扴扩扣扫扬扡扮扤戬 扊扡扣扫扳扯扮 扐扥扴扴批戬 扒扩扣扨扡扲扤 扙扵扡扮扺扨扥 扐扡扮执戬 扊扵扬扩扥扮 扄扩扲扡扮扩戬
扊扵扬扩扡扮 才扩扣扨扡扥扬戬 扡扮扤 打扡扭扵扥扬 扒 扂扯扷扭扡扮戮 戲戰戲戴戮 扇扰扱扡戺 扁 执扲扡扤扵扡扴扥戭扬扥扶扥扬 执扯扯执扬扥戭扰扲扯扯扦 扱戦扡 扢扥扮扣扨扭扡扲扫戮
扉扮 First Conference on Language Modeling戮

打扡扲扡扨 扅 打扣扨扷扡扲扭 扡扮扤 才扡扲扩 扏扳扴扥扮扤扯扲扦戮 戲戰戰戵戮 扒扥扡扤扩扮执 扬扥扶扥扬 扡扳扳扥扳扳扭扥扮扴 扵扳扩扮执 扳扵扰扰扯扲扴 扶扥扣扴扯扲 扭扡扣扨扩扮扥扳
扡扮扤 扳扴扡扴扩扳扴扩扣扡扬 扬扡扮执扵扡执扥 扭扯扤扥扬扳戮 扉扮 Proceedings of the 43rd annual meeting of the Association for
Computational Linguistics (ACL’05)戬 扰扡执扥扳 戵戲戳扻戵戳戰戮

扁扤扶扡扩扴扨 打扩扤扤扨扡扲扴扨扡扮戮 戲戰戰戶戮 打批扮扴扡扣扴扩扣 扳扩扭扰扬扩戌扣扡扴扩扯扮 扡扮扤 扴扥扸扴 扣扯扨扥扳扩扯扮戮 Research on Language and
Computation戬 戴戺户户扻戱戰戹戮

扌扵扣扩扡 打扰扥扣扩扡戮 戲戰戱戰戮 扔扲扡扮扳扬扡扴扩扮执 扦扲扯扭 扣扯扭扰扬扥扸 扴扯 扳扩扭扰扬扩戌扥扤 扳扥扮扴扥扮扣扥扳戮 扉扮 International Conference on
Computational Processing of the Portuguese Language戬 扰扡执扥扳 戳戰扻戳戹戮 打扰扲扩扮执扥扲戮

才扩扲扡扣 打扵扺执扵扮戬 扎扡扴扨扡扮 打扣扡扬扥扳戬 扎扡扴扨扡扮扡扥扬 打扣扨承扡扲扬扩戬 打扥扢扡扳扴扩扡扮 扇扥扨扲扭扡扮扮戬 扙扩 扔扡批戬 扈批扵扮执 扗扯扮 扃扨扵扮执戬
扁扡扫扡扮扫扳扨扡 扃扨扯扷扤扨扥扲批戬 扑扵扯扣 扖 扌扥戬 扅扤 扈 扃扨扩戬 扄扥扮扮批 扚扨扯扵戬 扥扴 扡扬戮 戲戰戲戲戮 扃扨扡扬扬扥扮执扩扮执 扢扩执戭扢扥扮扣扨
扴扡扳扫扳 扡扮扤 扷扨扥扴扨扥扲 扣扨扡扩扮戭扯扦戭扴扨扯扵执扨扴 扣扡扮 扳扯扬扶扥 扴扨扥扭戮 arXiv preprint arXiv:2210.09261戮

扇扥扭扭扡 扔扥扡扭戬 扁扩扳扨扷扡扲批扡 手扡扭扡扴扨戬 扊扯扨扡扮 扆扥扲扲扥扴戬 打扨扲扥批扡 扐扡扴扨扡扫戬 扎扩扮扯 扖扩扥扩扬扬扡扲扤戬 扒扡扭扯扮扡 才扥扲扨扥扪戬 打扡扲扡扨
扐扥扲扲扩扮戬 扔扡扴扩扡扮扡 才扡扴扥扪扯扶扩扣扯扶扡戬 扁扬扥扸扡扮扤扲扥 扒扡扭戓扥戬 才扯扲执扡扮扥 扒扩扶扩戒扥扲扥戬 扥扴 扡扬戮 戲戰戲戵戮 扇扥扭扭扡 戳 扴扥扣扨扮扩扣扡扬
扲扥扰扯扲扴戮 arXiv preprint arXiv:2503.19786戮

打扥扡扮 扔扲扯扴扴 扡扮扤 扐扡扭扥扬扡 扄 扒扩扶扩戒扥扲扥戮 戲戰戲戴戮 才扥扡扳扵扲扩扮执 扡扮扤 扭扯扤扩扦批扩扮执 扴扨扥 扲扥扡扤扡扢扩扬扩扴批 扯扦 扥扮执扬扩扳扨 扴扥扸扴扳 扷扩扴扨
执扰扴戭戴戮 arXiv preprint arXiv:2410.14028戮

扁扳扨扩扳扨 扖扡扳扷扡扮扩戬 扎扯扡扭 打扨扡扺扥扥扲戬 扎扩扫扩 扐扡扲扭扡扲戬 扊扡扫扯扢 払扳扺扫扯扲扥扩扴戬 扌扬扩扯扮 扊扯扮扥扳戬 扁扩扤扡扮 扎 扇扯扭扥扺戬 戠扌扵扫扡扳扺
手扡扩扳扥扲戬 扡扮扤 扉扬扬扩扡 扐扯扬扯扳扵扫扨扩扮戮 戲戰戱户戮 扁扴扴扥扮扴扩扯扮 扩扳 扡扬扬 批扯扵 扮扥扥扤戮 Advances in neural information
processing systems戬 戳戰戮

打扩批扵扡扮 扗扵戬 扊扩扡扮批扯扮执 扃扡扩戬 扄扯扮执 扙扵戬 扡扮扤 托扩扮 扊扩扡扮执戮 戲戰戱戸戮 扁 扳扵扲扶扥批 扯扮 扴扨扥 扡扵扴扯扭扡扴扩扣 扴扥扸扴 扲扥扡扤扡扢扩扬扩扴批
扭扥扡扳扵扲扥扳戨文本可读性的自动分析研究综述戩戮 戳戲戺戱扻戱戰戬 戱戲戮

扗扥扩 托扵戬 扃扯扵扲扴扮扥批 扎扡扰扯扬扥扳戬 扅扬扬扩扥 扐扡扶扬扩扣扫戬 扑扵扡扮扺扥 扃扨扥扮戬 扡扮扤 扃扨扲扩扳 扃扡扬扬扩扳扯扮戭扂扵扲扣扨戮 戲戰戱戶戮 扏扰扴扩扭扩扺扩扮执
扳扴扡扴扩扳扴扩扣扡扬 扭扡扣扨扩扮扥 扴扲扡扮扳扬扡扴扩扯扮 扦扯扲 扴扥扸扴 扳扩扭扰扬扩戌扣扡扴扩扯扮戮 Transactions of the Association for Compu-
tational Linguistics戬 戴戺戴戰戱扻戴戱戵戮

扂扲扩执扨扴 托扵戮 戲戰戱戹戮 扎扬扰 扣扨扩扮扥扳扥 扣扯扲扰扵扳戺 扌扡扲执扥 扳扣扡扬扥 扣扨扩扮扥扳扥 扣扯扲扰扵扳 扦扯扲 扮扬扰戬 打扥扰扴扥扭扢扥扲戮

手扥扸扩扮 扙扡扮执戬 扄扡批扩扨扥扮执 扌扩扵戬 扗扥扮扱扩扡扮执 扌扥扩戬 扂扡扯扳扯扮执 扙扡扮执戬 才扩扮执扦扥扮执 托扵扥戬 扂扯扸扩扮执 扃扨扥扮戬 扡扮扤 扊扵扮 托扩扥戮
戲戰戲戲戮 扔扡扩扬扯扲戺 扁 扰扲扯扭扰扴戭扢扡扳扥扤 扡扰扰扲扯扡扣扨 扴扯 扡扴扴扲扩扢扵扴扥戭扢扡扳扥扤 扣扯扮扴扲扯扬扬扥扤 扴扥扸扴 执扥扮扥扲扡扴扩扯扮戮 arXiv preprint
arXiv:2204.13362戮

打扨扯扵戭扪扵扮执 扙扡扮执戮 戱戹户戱戮 A readability formula for Chinese language戮 扔扨扥 払扮扩扶扥扲扳扩扴批 扯扦 扗扩扳扣扯扮扳扩扮戭
才扡扤扩扳扯扮戮

于东戬 吴思远戬 耿朝阳戬 扡扮扤 唐玉玲戮 戲戰戲戰戮 基于众包标注的语文教材句子难易度评估研究戮 中文信息学报戬
戳戴戨戲戩戺戱戶扻戲戶戮

吴思远戬 于东戬 扡扮扤 江新戮 戲戰戲戰戮 汉语文本可读性特征体系构建和效度验证戮 世界汉语教学戬 戳戴戨戱戩戺戸戱扻戹户戮

方昱扡扮扤 刘海涛戮 戲戰戲戱戮 句法结构认知难度的计算指标分析戮 南京师大学报(社会科学版)戬 戨戰戶戩戺戱戲戶扻戱戳户戮

杨文娣扡扮扤 曾致中戮 戲戰戱戹戮 基于随机森林算法的对外汉语文本可读性评估戮 中国教育信息化戬 戱戴戺戸戹扻戹戶戮
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殷晓君戮 戲戰戲戲戮 基于依存构式的文本复杂度分级特征体系构建及效度验证戮 语言教学与研究戬 戨戰戶戩戺戲戴扻戳戳戮

荆溪昱戮 戱戹戹戵戮 中文国文教材的适读性研究戺 适读年级值的推估戮 教育研究资讯戬 戵戺戱戱戳扻戱戲户戮

韩欣欣戬 马瑞戬 扡扮扤 徐娟戮 戲戰戲戵戮 扄扥扥扰扳扥扥扫赋能国际中文教学资源建设的技术路径探索扼扼以分级阅读文
本生成为例戮 国际汉语教学研究戬 戨戰戱戩戺戳戰扻戴戰戮

附附附录录录 A 补补补充充充统统统计计计结结结果果果

附附附录录录 A.1 方方方差差差分分分析析析(ANOVA) 结结结果果果

图 戳戺 方差分析戨扁扎扏扖扁戩 结果

图 戴戺 方差分析戨扁扎扏扖扁戩 结果

由于扰 值远小于任何标准的显著性水平（如戰戮戰戵戬 戰戮戰戱戬 戰戮戰戰戱）。这使得我们可以强烈地拒
绝零假设，即扜句长类别对平均评分没有影响戢。因此，我们可以得出结论，扜句长类别戢对扜平均
评分戢具有统计学上极其显著的影响。这意味着至少在扜短戢、扜中戢、扜长戢这三个句长类别中的某
一对或多对之间，扜平均评分戢存在显著差异。
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附附附录录录 A.2 OLS 回回回归归归结结结果果果

图 戵戺 扏扌打 回归结果

图 戶戺 扏扌打 回归结果

我们可以观察到，句长和句长相关的变量（总笔画数、最大句子依存距离）都与扜平均
评分戢具有显著的相关性。字数越多，平均评分越高。每增加一个字，平均评分预计增加
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约戰戮戰戳分。句子总笔画数越多，平均评分越高。这可能反映了某种扜视觉复杂度戢或扜信息密
度戢与评分的关系。在控制了字数和句子总笔画数等变量后，词数对平均评分没有显著的独立影
响。这很可能是由于与字数等变量存在多重共线性。

句长无关的因素平均对数词频在控制了其他变量后，对平均评分也没有显著的独立影响。

附附附录录录 B. 六六六种种种Prompt形形形式式式（（（以以以三三三分分分类类类为为为例例例）））

prompt_zero_shot = """你将收到一个包含难度分级的句子数据集，句子的难度分为三个等
级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格式返回
结果。

难度等级共分为三个层级（1 到 3），定义如下：
1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown、注释或解释说明

<输入>

{sentence}

</输入>

"""

prompt_zero_shot_exp = """你将收到一个包含难度分级的句子数据集，句子的难度分为三
个等级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格式
返回结果。

难度等级共分为三个层级（1 到 3），定义如下：
1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。
在做出难度等级判断的同时，请你解释你做出这个难度判断的理由。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
- Explaination: 代表模型对于句子难度的解释，数据类型为 Str , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown或注释

<输入>

{sentence}

</输入>

"""

prompt_zero_shot_expto = """你将收到一个包含难度分级的句子数据集，句子的难度分为
三个等级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格
式返回结果。

难度等级共分为三个层级（1 到 3），定义如下：
1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
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3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。
在做出难度等级判断的同时，请你以向一个具有基本义务教育知识水平的成年人为对象，用简
介易懂的词汇，将这个句子的意思尽可能解释清楚。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
- Explaination: 代表模型对于句子意义的解释，数据类型为 Str , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown或注释

<输入>

{sentence}

</输入>

"""

prompt_few_shot = """你将收到一个包含难度分级的句子数据集，句子的难度分为三个等
级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格式返回
结果。

难度等级共分为三个层级（1 到 3），定义如下：
1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown、注释或解释说明

<例子>

示例 1：
输入句子：陕北窑洞是中国西北地区的一种传统民居形式，冬暖夏凉适合居住。
输出结果：{"Score": 1}

示例 2：
输入句子：公司应用模仿蚁群的算法优化物流，提升仓储中心30%调度效率。
输出结果：{"Score": 2}

示例 3：
输入句子：阶层固化的合理化叙事，正遭遇风险社会流动性范式解构。
输出结果：{"Score": 3}

<输入>

{sentence}

</输入>

"""

prompt_few_shot_exp = """你将收到一个包含难度分级的句子数据集，句子的难度分为三个
等级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格式返
回结果。

难度等级共分为三个层级（1 到 3），定义如下：
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1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。
在做出难度等级判断的同时，请你解释你做出这个难度判断的理由。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
- Explaination: 代表模型对于句子难度的解释，数据类型为 Str , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown或注释

<例子>

示例 1：
输入句子：陕北窑洞是中国西北地区的一种传统民居形式，冬暖夏凉适合居住。
输出结果：{"Score": 1,

"Explaination": "句子结构平直，用词常见，只要有基本地理常识就能理解\陕北窑洞"\冬
暖夏凉"\适合居住"这些概念，对成年人而言十分通顺明了。"}

示例 2：
输入句子：公司应用模仿蚁群的算法优化物流，提升仓储中心30%调度效率。
输出结果：{"Score": 2,

"Explaination": "句中包含\蚁群算法"\物流调度效率"等专业术语，对计算机科学或物流
管理不了解的读者需要一定思考才能把握\算法如何应用于优化"和\效率提升30%"的含义。"}

示例 3：
输入句子：阶层固化的合理化叙事，正遭遇风险社会流动性范式解构。
输出结果：{"Score": 3,

"Explaination"："本句使用了高度抽象的社会学术语||\阶层固化"\合理化叙事"\风险社
会"\流动性范式"\解构"等，概念叠加、逻辑隐晦，普通成年人即使反复揣摩也难以精准理解
其深层涵义。"}

<输入>

{sentence}

</输入>

"""

prompt_few_shot_expto = """你将收到一个包含难度分级的句子数据集，句子的难度分为三
个等级，这三个等级在数据集中的数量相同，请你根据句子内容判断难度等级，以 JSON 格式
返回结果。

难度等级共分为三个层级（1 到 3），定义如下：
1（简单）：受过义务教育的成年人能够流畅轻松地看懂；
2（中等）：包含较复杂概念或逻辑，需经过一定思考后能完全理解；
3（困难）：需要大量思考，或者理解后仅能大致把握含义。
请从 1、2、3 中选择最符合该句子难度的等级。
在做出难度等级判断的同时，请你以向一个具有基本义务教育知识水平的成年人为对象，用简
介易懂的词汇，将这个句子的意思尽可能解释清楚。

输出字段包括：- Score: 代表句子难度的等级，数据类型为 Int , 不可为空。
- Explaination: 代表模型对于句子意义的解释，数据类型为 Str , 不可为空。
输出格式要求（严格遵守）：- 仅输出一个 JSON 对象，不包含 Markdown或注释
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<例子>

示例 1：
输入句子：陕北窑洞是中国西北地区的一种传统民居形式，冬暖夏凉适合居住。
输出结果：{"Score": 1,

"Explaination": "陕北窑洞是一种在中国西北地区常见的传统房子。它们建在山坡上，冬
天暖和、夏天凉快，很适合人住。"}

示例 2：
输入句子：公司应用模仿蚁群的算法优化物流，提升仓储中心30%调度效率。
输出结果：{"Score": 2,

"Explaination":"仿生学是模仿自然界（比如蚂蚁）的做法来解决问题。蚁群算法是一种学
蚂蚁怎么找路的方法。这个方法被用来改进货物运输，让仓库的工作效率提高了30%。"}

示例 3：
输入句子：阶层固化的合理化叙事，正遭遇风险社会流动性范式解构。
输出结果：{"Score": 3,

"Explaination": "有些人用\社会阶层本来就固定"这种说法来解释现实（这叫\合理化叙
事"）。但现在社会变化太快，这种说法开始被挑战，人们越来越觉得社会阶层应该可以变化
（这叫\社会流动性"），原来的那套解释也开始不管用了。"}

<输入>

{sentence}

</输入>

"""
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