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Abstract

Speech-driven gesture generation technology has broad application prospects in digital
animation, virtual reality, and human-computer interaction, enabling more natural and
expressive body movements for virtual characters. Although existing methods have
made some progress in temporal coherence, the generated movements are inflexible
and unnatural due to the lack of explicit modeling of local interactions between key
joints. To address this issue, a fine-grained spatio-temporal attention-based diffusion
model, FineGesture, is proposed, which models the dynamic dependencies between
joints at a fine-grained level. Specifically, a spatio-temporal transformer is designed, in
which the spatial attention layer explicitly models the spatial structural relationships
between joints, while the temporal attention layer captures the dynamics of movements.
Additionally, speaker identity is introduced to achieve personalized gesture generation
through the Adaptive Instance Normalization (AdalIN) technique. The effectiveness of
the proposed model is validated on the BEAT, BEAT2 and SHOW datasets.

Keywords: Speech-driven gesture generation , Diffusion model , Spatio-temporal
transformer , Adaptive instance normalization
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1 55

EANRBHEZRF, FEEN-MIEFESEENEGE, 5ESRAREME, LR
FEHHIE T3 (De Ruiter et al., 2012) « FHEALAERHEIRIE S HFRE S, ILRERBIFR. &
EAERE, HENAESF HIR (Burgoon et al., 1990) - BEE N TR RN CELE, &
A BB B R e AR SN E  MRHL T ZE M PSS (Nyatsanga et al., 2023) o B EIRENFHAE B
REEWRTER ARG S BN G ROBBERBASIE, XN HFREREZ —, X TRAXE
FIE SRR HINE 2 X EZ (Yang et al., 2022) -

VFZIEBAR TA/E(Chen et al., 2024a; Liu et al., 2025a; Xu et al., 2024)if &R A5 H s
#h, EEE, TREEMPMUDES, RAELSEGREEN R R AFES (Liu et al., 2023;
Yi et al., 2023; Yang et al., 2023b), REWAERN I AHEPFERES, BEHETRHAS —125)
FHE2 S, 288 T ANFRT S Z RIMMEE S, EEBESVERTRTER B IR T HF#1E
AN (Yang et al., 2023c) » TR, ¥ HEUEEA (Diffusion Models) (Ho et al., 2020; Nichol and
Dhariwal, 2021; Cheng et al., 2025) K H 58 K AAE BCRE 1855 | AF-HAE RIS - DiffGesture(Zhu
et al., 2023)f2H T —FE T BUEM BT W) THEMMESR, 18 1E I FFTransformer(Zhang
et al., 2022) @B ER KA R, BERIT TERIE - GestureLSM(Liu et al., 2025b)>K
FAVE R 25 (BTSN DX I8 0 SRS AR T A Al e, (B EER T € S5 4R X3 v 2 L i o DA
PRES IR R TG, 0. FHEEEEN T sh T BROE o XK TTIERE R SRR AR b
BT 25 RTRMMRE SRR R, SEERNEENE (W FEz) SER-

BT EORTE R, 2 H — P TR R I S R AR I PR (Fine-grained
Spatio-temporal Modeling for Speech-driven Gesture Generation Model) , #/EFineGesture -
GRS AW B, BT Bk R ER N5 B Y4 (Vector Quantized Variational
Autoencoder, VQVAE)(Van Den Oord et al., 2017)EZRM R B ELE SIS A, L3R E 1T
VERIR, I BB B G EERURAINE E M ARG IRVQVAE, #3288, % M
MAVQVAEY > IR sh e SR M S EAE A AEAERUERES, DUBEY BT (Rombach et
al., 2022; Ji et al., 2023)1E A FHA LAY, 1T 2 RIS (B == ML R F A E 123 (8] 45
R P ol AN, SEELRTT AR B HARMIAC B, il BiE NS —1k (Adaptive Instance
Normalization,AdaIN) (Huang and Belongie, 2017)¥L#|5] AViid A& IDEME, LI
FHAERM . AL EETTENETE:

o R RTINS IER LM - BOTANRLE AU S Transformer &, UK T SR K]
TR, AT RS HER SRR R B sh R4l Y

o JE T AdaINBEIERE AU 1E N BB RHIE, FEGE—NELZE N SIS BN M A F A AL -
o KEMSEE S HATEIE T FrigEil FineGesture AR

2 MXRIE

2.1 EEESTFHAERR

BEWHFHERZ—MEROAE, FELSHEFBESMTHZERRR - TN
FHAERGEL FOhSBERMNBHES R (0. B CFEE) 578 LHIF 517 ILAD (Cassell
et al., 1994; Cassell et al., 2001; Kopp et al., 2006), AR FIFHIFI . XFh 1% EBEIE
e, ST EH, BEREERE, FETNEXKEINN, WUNNEREZZHES SR . RE
55T & FRAE AL W 24 REWS B I A6 2 S EEE AR B B M T 5 B ) E 24 % & (Habibie
et al., 2021; Liu et al., 2022b; Kucherenko et al., 2020), ZETHIRISHITIEZR IR AN F
M(Yoon et al., 2020; Cassell et al., 2001; Yi et al., 2023; Liu et al., 2022a; Nyatsanga et al.,
2023) - Ginosard§ A (Ginosar et al., 2019)#2 i FJSpeech2Gesture B {XUERA T W R G 18 & B3 4E
RCFEHAIATAT M, YoonZE A (Yoon et al., 2020)# H A Trimodal 5| A SCAES SRANEIE AN B 315
B, BERATEMFHRE CHERME; Lingg A(Liu et al., 2022b)FIHA2GIE N 47 /2 & 4F
ERR BB PRARAEE R, #—PEE ToETZERILELE; DiffGesture(Zhu et
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al., 2023)i8 1§ B E - T P Transformer IR H 95 T H K ARTI R R, A AT 5T HRE
E g B ERZ 14 DifSHEG(Chen et al., 2024b)$g H — & T Transformer 19 87 1%,
SMEBKEMEEERFRNE. EFHK, ETEZMBEINGENSE-HE KL L5 FH
A AR I — R T (Liu et al., 2023; Chen et al., 2024a; Yi et al., 2023), & 45ilEiE % il
HVQVAEBRFERFE I NEEER 758, HHSAH BRERNG2 s ERE, Wiy
RN LS AN S

2.2 ETYREANFHER

J RO Y 7 5 18 A2 Al AT A B i 1) 5 A A UK B B {EAE S5 £ o MDM(Tevet et al.,
2022) B RFGUE T ¥ BUR B AESD MRS EAE AP RO 1, Hild B8 EM S RBS T &R E
IEE AL - BJS, DiffGesture(Zhu et al., 2023)RHZIEZEY BEIEE R FHES R, BT T —
> F T Transformer ) H M-FHY HURE - HTEMTH BB NESEFE 2FEOMESH
ANEHHIE L HNEAN—E, EMoG(Yin et al., 2023)5| A\ Hi&R ZJd—1¢(Huang and Belongie,
2017), FIBREGFHEABIFALERTTE, DiffuseStyleGesture(Yang et al., 2023a) KRN T
FAERE R, HIREA B ESRERGE ST - Bl TAEFF IR RY BB A R A (Jiang et
al., 2023; Zhang et al., 2023; Liu et al., 2025b; Liu et al., 2025a), 8L 5] AJERE 2R BHAM
A BB S (B BT B AR -

3 A

Firi B FineGestureZE TE7EY HURZY (Rombach et al., 2022), DA EFH . EH S
AL TE NIDVENEIA, 7RIS A i i A Mt R, SE B R MR TS Ak B
SEHLS R A BOIGT: B, ETVQVARREZIIL T — 1 FHmEEes, #2115
P EARTIR T HZNHIRBIFIE, HEEEEMAESEEREAM, RE, ETEET BREWES
BSFAERM S, AoEE BRI T .

3.1 ZEIFHERR

(1) FHHFHE

HETFVQVAEMBEFEAFIEE S ML, %) ZEMZHER - ZLME N REEe- R0 s o
¥, GRiBesnt FRASIE TS, SEVBAERTEER, 4D —4ERMBAHRN, BELSEMT
BEE, BN ERERFAN —4EBTAMLGAER, MR-

f =T ¢ %1%

b & argmin|z; — q;||?

-

Codebook

B 1: FHREES] B L

BE—ANTFRFIg = (g}, . Hrhg € R (JRINS B P1 SRR TR 05K
%), FRRBREMTFHFIIgMORBENRZ = ()Y, EHz; € RUETBER T
FE), ik

1

= Eg (g) ’ (1)

TR EEE SRS SE, FH684T-569501, W, TE, 202548 H11HZE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 686



FEITRIESYRZ

TR MEEMN Rz, BT RIEPERENAR = {¢}, (LABEARD) FREX AR
g, ENERERR:

gi= argmin||z; — g, (2)

TR R4 RS T S s O IRGEE R BCRIE, BRRE Tz R, NEER
THTERRCR, NSRRI FRAFERAE S B e 2 -
FHRIG D RIERF A EBEMFERTFEFI, For:

9= Dy (a)- (3)

NTHEFES WS FHZNER, SaTFHDERERMINER LR, ST E it
UK  SEEEIRRAIINE 1 R IIZRVQVAEM 4%:

"N Al

LvQuak = Lrec(9,9) + Lyer(g's §) + Lace(g”,§") + Isglz] — al* + ||z — sglq]||%, (4)

A EA R Lrec ~ T IR Lo IR E K Lace IR L1 101K B EL, sgRmBH E 2 B 45
W, Mg R FRRFRFINERF LR—MEZES T M ZES .

(2) FFFFHE

= T%T@i@h5fps, B A R AR 4 B M 1067, 1B 1T B0 YR Y 28 WavEncoderdm 15
BEIEIIBERFIEZ, € R BH%mEHRH—T12ER HBHML (Temporal Convolu-
tional Network, TCN) F12ZZ ZB4NHL (Multilayer Perceptron, MLP) (Van Den Oord et al.,
2017)2HAL -

(3) BLiE A B {3 IDFFIE

YIHE AN S M IDE WG HOne-hot TR, IRJFIHIT R AJE (Yoon et al., 2020)BR5T (R4
FiEZip € RS-

3.2 FineGesturefi#!

FineGestureZ& TIE7EY B2 (Rombach et al., 2022), FEVEZERHIEZS 8] 1 N 1E 1] A 7]
PHROSRESEIMF AR - §EUIEHCER N S/R AT KA IR, E M Bud AR o i B 3
BRIIEAERALZoi I 3 = . BRI H A EEEN (0, 1), HAAE R AR -

Q(Zt|Zt—1) =N (\/OTtZt—h (1 - at)I> ) (5)

HAZ 2R Fn DT BRI T B FINIBAERIE, t € {1,..., T}, o, A EFERBIE - 1
fo, 3% R (E ) SR S RTINS EZy ~ N (0, 1)Z P LR, il £BEK
BE,NERE E,, WEIRIEF B EERFIEZ o 1ZEWBRMEEH WE2FT7R « Ey il Rk

En:EO(Zn7t7A7ID) (6)

HAE, RERMEATIMEIES , G2 B0, ARBEETEM, IDEEEAZHID.
HEBFWFIIA ¢ RVERGI L FHFINP = {Pulh_,. BEDHEDSF MG H
#x WavEncoderfl F 89w 25 B, G2 S HURALF AN 5 FHBRALF,, fiA 9.

F, = WavEncoder (g) , (7)
Fp = Eq(P), (8)

HANNFHEFIIHIME, By BSR4 -
WD) L FHAHER , 5 BIURHER o SN RDD KR RHESE R DR, 155 £ 3,
FEIne e I F 5 FIIBAEREZ S LT X HHERBENZ,, BEJE R Z, 55 — 1> B & o A B

Ve<d
XTransformer o
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t
a2 it =S Transformer X8
Fa B 2SR )
T o
i LS HpC - W o— B @ -8 E
| il il z oz n
B b A & G| . = o o7
Zt
IR P V7L () B t D— % R —/L
ID — ZERM j

K 2: FineGesturef&Z M x| 28 45 f4) &

3.3 HIfZ=Transformer

N T T TF AR S A R SEIAE N F AR, %5t T B 2 Transformerfife, HAF
B 2 3 T AR 4 B i 2 (B AN R R WL R F A sh e S (A g5 ey poh S, S
T E A BAREIAC ., Rl B &N L ) — %mﬂﬂA%ﬁA%PmFﬁﬁﬁﬂﬂ;*m
@%?%E& BLREER L2 7 -
ZEER DRG0 AR E ST S 2 B RS R R, BRI T HBAES B LA
P IR TR RSB Z, 5 BT U HHEBRI Z, 4 BIVE B - BT E A
FES, FTRA:

Attetion(Qs, Ks, Ks)s = soft max <Qs\/§(ST> Vs, (9)
HAQq, K, Vs € RL | ARERHESEE KD, LREFHRFINKE -
I [E] 3 B AR T3P 1 S [RIIS TRD o 8] A0 3R, B PR AR A TS AEmT e L A% B
. B, RS EEE B E R AR EER BB - BAER A, ITENEEES, £
A

Attetion(Qy, Ky, Ky)y = softmax <Qt\/;i > Vi, (10)
HAQy, K, V, € REXE ARFRAEEE K/, LREFHFINKE -

I 231 B ARG E T 2 AR B AR [BE R 2 AR F AR KR R - DEEB TR
BN &R T BB E, BIRAE TS A L BRI I EER T 4 M [8]52 3 KB
RUESHVEZERS 8] LRt i - BT R TIE, HFEERMTE NEZoh2 AR, RFFBhSE
B

B, RiE NIDVER K& SRy Bob e o il &tk 3o s, MR & 14

FiEmE, 7EREER NFMLPE 2 5t AdaING | A2/ &4E, #5623 R A4 RS 1L
%?%mﬁ

3.4 A%k

TG 5% 1 2 M HUE AL (I 2R A2 (Rombach et al., 2022), FIF T4 22851 S I145
A FineGesture, {F3 BUETIAEISRdRE P REMAE SR A A AIAE SR AT AR N AT24 3] « SFTHRIA
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FHENEFF], RS BEIUIGR T BmE I TRE, S FHFINEEREZ,, FE
JG T8 ZgZ B AL e A e, MR 5 AR A B P S [T AERFIE N Z,, sl AL LR R
BREO)IIZRE RIS E, -

Lnoise = ”6—E9(Zt,tv AvID)Hga (11)

4 SEE

NT RN R R S, E = A B E 23R SEBEAT(Cassell et al.,
2001) ~ BEAT2(Liu et al., 2023)FISHOW(Yi et al., 2023) #4774 LSS, RAFGD(Yoon
et al., 2020)- SRGR(Cassell et al., 2001)- BeatAlign(Li et al., 2021b)~ BC(Li et al.,
2021b) ~ Diversity(Li et al., 2021a)FIPCM(Chen et al., 2024b){E R M FEHT «

4.1 SERSAMTT

FRE N TR G — %S85 S, HENVIDIA A4000 GPU (16GBE ) FICUDA
Toolkit 11.83A3% F5EAL - FineGesturefZZ { FH ADAMALALER (Xue et al., 2020), FEMEERILEET
— 82 BIFIELER - 8 J1 3k B Transformer, ¥ BUFE N50055 « fEHEVQVAERKE!
B, R ARHIE K B RN 64, TEASK/INE E H256 -« RIS AAENGRE—M B H, 5%
MBI ZR AR R4S - VQVAEBZYHIIZR500 1 epoch, RA3 x 10~ 48y22>) 2, 5 [ Brgialy)l|
2100 epoch, YIZERLIR K /NR32, B2 x 107425 K

4.2 BIEE

BEAT(Cassell et al., 2001):& — AR - ZEEHNEFHLEIREE, S5 5EKIME. ®
RN - BRI FES, SRKT6/N, SR B30AUIEE , S R S \FE .
BEEEME, HA40MIE A (“Socet”, “Lawrence”, “Carla, ”and “Catherine”)

BEAT2/& HEMAGE(Liu et al.,, 2023)%& H ) R ME Z B S ANEFEEIEE, B35
RFG S~ LGB RIRE DL 60N BZ SR - (Liu et al., 2023)%F H %1 53 HBEAT2-
Standard (27/)E) FIBEAT2-Additional (33/NEf) BT « 8E T K (Liu et al., 2023)f
SLYSRE, fEBEAT2-Standardf)Speaker-2F 5 L 4%85% ~ 7.5%F7.5% 8 L7 Kl 43 I 4R & ~ 56
UESEFAM A -

SHOW(Yi et al., 2023):& — D E M- w £ PE 5L, H o & 3% M30fps AT+ B 2 A4 A
FISMPLX (Pavlakos et al., 2019)Z%{, DLUIAHXT N FI22K R AE 2L 1Y 5] 20 B 4 -

4.3 TEMIEIR

Frechet Gesture Distance (FGD): H TiFMi4 T+ Hm5 EEF FHmZ B #5 1
BEES o B FUYIZR B R4S 1R BT S BB AR AR, 9T i B X LR TE Z B Frechet Inception
Distance (FID):

FGD(m, ) = ||u, — ,ugH2 + Tr (%, + Yy — 2(21“29)1/2)7 (12)

Horfp, NS, B LT Hm FBERERENDTTE, pg NS 2 T om0 R LR
(BRI T 2 -

Semantic Relevance Gesture Recall (SRGR): T ¥l & gl F 5505 UM R 1 -
BB R E B MERNNE, ITEAERTHE ELFHZ A Probability of Correct Keypoint
(PCK) . PCK SZE7E4 € BIE N AN AL R TR -

Beat Alignment Score(BeatAlign): #1555 75 180 & 5 17 1 Z [A] #)Chamfer
Distance V¥l BF1E T 02 B AU LI -

( minyee e |[by" — b?H%)
- ’

. 1¢
BeatAlign = - ; exp
HAB™ = {b"} 1B = {04} BIFRFHTIAMERMTIANE S, o RRFEMHRFELZEL.
Beat Constancy(BC): FRIFAGESFBIER—E -

57 (13)
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Diversity: T IFfh 4 sl i H 45 R SRR, B0 Bir R EE A fES
ERESEE BER BENNESREAR . BRME, ZEisiEid i 54 poke A 2 18] K FFIE R
B (AR IRER S - RIZIEESE ) RE SN

Percent of Correct Motion paramter(PCM): & —FHETIiZ25I5% (MIEXHS) it
HRERETRPR, TG sh G iR .

4.4 TEESER

FEBEAT - BEAT2FISHOWHUIE S L5 FriE i FineGesture 5 &t e 7 44T 7 &%)
FOSESS, PEAEFTHARTLAOMERE, R F2MEIFTR, FRIHFETRISPRERTE H L)
BALIERE, T RILFRRZIEPRIR L ERE -

£ 1: EBEATHUESE e EXT AR

7% FGD| SRGRt BeatAlign?t
CaMN(Cassell et al., 2001) 173.27  0.216 0.725
HA2G(Liu et al., 2022b) 303.17  0.180 0.904
DiffGesture(Zhu et al., 2023)  365.99  0.079 0.922
EMAGE(Liu et al., 2023) 246.93  0.211 0.793
DiffSHEG(Chen et al., 2024b) 439.93  0.251 0.914
FineGesture 90.29  0.195 0.910

BEATHE SRR — M ZHREEIEE, EAXRTFETETHNRSEMZELE, FHitik
£ TFGD -~ SRGRAIBeatAlignixX £ §E 9% 4= [ 7% it AE il FH 2 MR SR - RUBR
TBEATHEURE FryE X R, NEFATUES, i FineGesture/EFGDF& 1R - BA
SITREESRTE, RAEBNTFESMEELEIRENELE - BEME, FineGestureft
WHESRBEFEFEEERTFERN2 R/ MANF— 2, MDIASHEGHCaMNH i+ & F
TAHIIE A R, BT LAFineGesturefJSRGRIE 5 (K T Diff SHEGHICaMN - {H5F & 2,
F IRDiffGesturefEBeat Align#s #1 b £ B #& L, {H HFGDAISRGRIG in R I £ - 47 & K
%, FineGestureZE &M FHAEIATE « 18 HMERMFE DM LS T 3 r-F -

£ 2: EBEAT2HIRE L EEXT LR

VaReS FGD| x10~' BCt x10~! Diversityt
CaMN(Cassell et al., 2001) 6.644 6.769 10.86
HA2G(Liu et al., 2022b) 12.32 6.779 8.636
TalkSHOW (Yi et al., 2023) 6.209 6.947 13.47
EMAGE(Liu et al., 2023) 5.512 7.724 13.06
FineGesture 6.133 8.101 13.13

BEAT2AE £ EBEATHIBGH AR A, 0 TxF T EBEMMERizshix<iE, F5IA
TBCHEIF AN T BeatAlignfI AN &, B EHMIEMEFHNTERIM . K2R TBEAT2AHEE
FRIEEN G R . NEFRITLEH, iR HEEAFineGestureZEBCTE - LIRS R ERE, &
EMTHEMX A E, XERAERHFASEMEEREFAFRDH, mHBEFGDMDiversityfg
Frb ., FIRERAE TR AITERE, 95K TEMAGEMTalkSHOW, Xt 551E T FineGesturefg
WBEYH B XTSI ER L ERR, FERNFEIMEEFRITFHESSEMEENE - F5
EEEBNE, T =R LEMARFER R AL, BT IR RIsR &1 EE -

3R TSHOWE IR LI EEXT A« ZEHEEM LI TBEATHIBEAT 25 IR 4E |
R THE2EAERSTIA, R TPCMIBFRX A& B HF iz sh#t i1 1% 4G - T HATT
I SHOWE RS FSRES 45 5%, BT MU S SHOWEE & | 2 % i 77 £ TalkSHOW (Yi
et al., 2023)FIDiIffSHEG(Chen et al., 2024b) /7 4T T X LA T - WERAFFTLIEH, Frigh
FIFineGestureti M AEFGDIER L RIFEEUS T & AUERE, 5 BT = R P 1R irBeat Align
FIRERRAS T RItERe, Bl TR TTTE - T FineGesturel @i B 23 {8 T LA 57 5,

TR EEE SRS SE, FH684T-569501, W, TE, 202548 H11HZE14H.
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£ 3: ZESHOWHUESE L& &% L5 R

Tk FGD]  BeatAlignf PCM?
TalkSHOW (Yi et al., 2023) 0.00323 0.869 0.902
DiffSHEG(Chen et al., 2024b)  0.00271 0.902 0.912
FineGesture 0.00268 0.896 0.898

B ERZR, BMETRABEFEDEFESERMZ ML, MDIASHEGM =Lz 5
#, FEPCMIEFR IR TDIffSHEG - ST, XL RIIUE T FineGestureE B EIRE S 7T
FifaE R, [RATEARA T IS S a 77 H -

4.5 EMEEE

BT EUEFHAEBBIEER, #F— PR A FE T IEEBEATEUE 58 AR F B8 EF 71
AT T AL R, GEBETR . H A “CaMN” FIRCaMN(Cassell et al., 2001)4 A F55 ¢
5, “HA2G” }7“HA2G” (Liu et al., 2022b)E R HIFHFF, “DiffGesture” A DiffGesture(Zhu
et al., 2023) AL F HF 5, “EMAGE” HEMAGE(Liu et al, 2023)4% % # F # %
%1, "DiffSHE“ N DiffSHE(Chen et al., 2024b)4: 5 f)F-H 51 -

MESHAT UL HL, HA2GHIDiffGesture =425 H EY) 1 MR W %Y, . HIFTEE
HIRIMET (LLEBSEHEZ) |, CaMN- EMAGERIDIffSHEG & REARFER T A3, (HAEKTFHIE
FEZIR BRI FE, M2 T, FineGestureE M FHE RER . HRHEH -

\ |
2 | \ \ 4
]

,\/‘h : ' ‘
cam | My Ty YTy

) i¥i ) 4/ " P
] [} \ 1
- { gt . ~
wee | TR M D DT
o a P ey S ¢ Fh

|
{ |

i | ‘l fl
. S NN R IR
DiffGesture 1 i—‘ bé ;4 : lji‘\:\ b ihs ’s [;;\‘
k, ‘n..

\
EMAGE - k L N £\ 7 l\
! L - {
&a Fey ey .
\ \ o \
| 2 AN |
DiffSHE i ‘1\ / E \ 1N £ 1\
il‘l as x"is ata
| 4 |
e 4 !
ours J‘?‘L\ /{8\ f\‘} 4}‘!.
it/ i) O} it

K 3: £ EEBEATEHIESE A 4LT g5 R

4.6 JHRELTE

FEBEATHWESE LT 7 ZHERSEE . LR BRZGERUERIE - VQVAERE
FIERELIE - VQVAEARFHE KB FTERSCE - B0 AFSSEE, B8 0T i E i
SRR E -

(1) BBV R SE 56

N T B UEFineGesture& MRS EIERE, XFHAHT T LUR 2R (1) L [BERE 1. B
23 [A) VR B S AR AR AU B (I T o (2) TSRS RIE R S HLA . B 28 R A AR A 25 1]
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