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摘摘摘要要要

近年，大语言模型（佌佡佲佧佥 佌佡佮佧併佡佧佥 位佯佤佥佬佳伬 佌佌位佳）在通用文本翻译任务上的翻译质
量取得大幅的提升，但是在面对多领域文本时，翻译质量呈现明显下降。如何利用有
限的领域双语平行语料增强领域翻译知识成为主要的研究目标，已有方法大多使用人
为设置的领域标签学习语义表示，导致其在消歧知识的获取上受到限制，如何构建有
效的消歧知识成为一种挑战。为此，本文提出一种多领域翻译中语义消歧的话题方向
盘方法，旨在增强大语言模型在多领域上的语义消歧能力，具体包括：（（（伱）））基基基于于于话话话
题题题模模模型型型的的的语语语义义义表表表示示示获获获取取取机机机制制制：我们首先利用佅佔位自动聚类算法获取细小颗粒度的话
题语义表示用于之后构建消歧知识，这种话题的表示更贴近语义，也更适合作为语义
单元来构建语义表示。然后，我们设计佔佯佰佩佣位佯佤佥佬函数将大模型的表示转换成话题的
语义表示。（（（伲）））基基基于于于话话话题题题方方方向向向盘盘盘的的的领领领域域域消消消歧歧歧知知知识识识获获获取取取机机机制制制：我们设计可学习的变换
矩阵，通过建模不同领域下话题分布的投影方向获取多领域上的语义消歧知识。话题
的语义表示经过领域方向投影的再次变换后，有效的语义消歧特征得到强化，从而提
升大语言模型在不同领域下的语义消歧能力。我们选取佑佷佥佮伭伲伮伵伭伱伮伵佂作为基础模型，
在英语伭汉语以及德语伭汉语两个多领域翻译任务上进行实验验证。实验结果表明，该
方法在平均佂佌佅何值和佃住位佅佔均超出基线模型，进一步我们对于翻译质量的提升与
消歧效果之间的关系进行了分析，并通过翻译实例给出详细说明。

关关关键键键词词词：：： 大语言模型 ；多领域翻译 ；语义消歧 ；话题方向盘
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Abstract

佉佮 佲佥佣佥佮佴 佹佥佡佲佳伬 佌佡佲佧佥 佌佡佮佧併佡佧佥 位佯佤佥佬佳 伨佌佌位佳伩 佨佡佶佥 佡佣佨佩佥佶佥佤 佲佥佭佡佲佫佡佢佬佥 佰佲佯佧佲佥佳佳
佩佮 佧佥佮佥佲佡佬 佴佲佡佮佳佬佡佴佩佯佮 佴佡佳佫佳伬 佹佥佴 佴佨佥佩佲 佰佥佲佦佯佲佭佡佮佣佥 佳佩佧佮佩伌佣佡佮佴佬佹 佤佲佯佰佳 佩佮 佭併佬佴佩伭佤佯佭佡佩佮
佳佣佥佮佡佲佩佯佳伮 佅佮佨佡佮佣佩佮佧 佤佯佭佡佩佮伭佳佰佥佣佩伌佣 佴佲佡佮佳佬佡佴佩佯佮 併佳佩佮佧 佬佩佭佩佴佥佤 佰佡佲佡佬佬佥佬 佤佡佴佡 佲佥佭佡佩佮佳
佡 佫佥佹 佣佨佡佬佬佥佮佧佥伬 佥佳佰佥佣佩佡佬佬佹 佡佳 佥佸佩佳佴佩佮佧 佭佥佴佨佯佤佳 佲佥佬佹 佯佮 佭佡佮併佡佬佬佹 佡佳佳佩佧佮佥佤 佤佯佭佡佩佮 佬佡伭
佢佥佬佳伬 佷佨佩佣佨 佬佩佭佩佴 佴佨佥佩佲 佡佢佩佬佩佴佹 佴佯 佣佡佰佴併佲佥 佤佩佳佡佭佢佩佧併佡佴佩佯佮 佫佮佯佷佬佥佤佧佥伮 佔佯 佡佤佤佲佥佳佳 佴佨佩佳伬
佷佥 佰佲佯佰佯佳佥 佡 佔佯佰佩佣 体佴佥佥佲佩佮佧 佗佨佥佥佬 佡佰佰佲佯佡佣佨 佴佯 佩佭佰佲佯佶佥 佳佥佭佡佮佴佩佣 佤佩佳佡佭佢佩佧併佡佴佩佯佮 佩佮
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佭併佬佴佩伭佤佯佭佡佩佮 佴佲佡佮佳佬佡佴佩佯佮伮 佉佴 佩佮佣佬併佤佥佳伺 伨伱伩 佡 佴佯佰佩佣伭佢佡佳佥佤 佳佥佭佡佮佴佩佣 佲佥佰佲佥佳佥佮佴佡佴佩佯佮 佭佥佣佨伭
佡佮佩佳佭伬 佷佨佥佲佥 伌佮佥伭佧佲佡佩佮佥佤 佴佯佰佩佣 佥佭佢佥佤佤佩佮佧佳 佡佲佥 佯佢佴佡佩佮佥佤 併佳佩佮佧 佴佨佥 佅佔位 佭佯佤佥佬 佡佮佤
佭佡佰佰佥佤 佦佲佯佭 佌佌位 佯併佴佰併佴佳 佶佩佡 佡 佔佯佰佩佣位佯佤佥佬 佦併佮佣佴佩佯佮伻 佡佮佤 伨伲伩 佡 佤佯佭佡佩佮伭佡佷佡佲佥 佤佩佳伭
佡佭佢佩佧併佡佴佩佯佮 佭佥佣佨佡佮佩佳佭 佴佨佡佴 佬佥佡佲佮佳 佰佲佯佪佥佣佴佩佯佮 佭佡佴佲佩佣佥佳 佴佯 佭佯佤佥佬 佴佯佰佩佣 佳佨佩佦佴佳 佡佣佲佯佳佳
佤佯佭佡佩佮佳伬 佥佮佨佡佮佣佩佮佧 佤佯佭佡佩佮伭佳佰佥佣佩伌佣 佳佥佭佡佮佴佩佣 佣併佥佳伮 佗佥 佥佶佡佬併佡佴佥 佯併佲 佭佥佴佨佯佤 佯佮 佅佮伭
佧佬佩佳佨佻佃佨佩佮佥佳佥 佡佮佤 佇佥佲佭佡佮佻佃佨佩佮佥佳佥 佴佲佡佮佳佬佡佴佩佯佮 佴佡佳佫佳 併佳佩佮佧 佑佷佥佮伭伲伮伵伭伱伮伵佂伮 佒佥佳併佬佴佳
佳佨佯佷 佣佯佮佳佩佳佴佥佮佴 佩佭佰佲佯佶佥佭佥佮佴佳 佩佮 佂佌佅何 佡佮佤 佃住位佅佔 佯佶佥佲 佳佴佲佯佮佧 佢佡佳佥佬佩佮佥佳伬 佷佩佴佨 佦併佲伭
佴佨佥佲 佡佮佡佬佹佳佩佳 佤佥佭佯佮佳佴佲佡佴佩佮佧 佴佨佥 佬佩佮佫 佢佥佴佷佥佥佮 佤佩佳佡佭佢佩佧併佡佴佩佯佮 佡佮佤 佴佲佡佮佳佬佡佴佩佯佮 佱併佡佬佩佴佹伮

佋佥佹佷佯佲佤佳伺 佌佡佲佧佥 佬佡佮佧併佡佧佥 佭佯佤佥佬佳 伬 位併佬佴佩伭佤佯佭佡佩佮 佴佲佡佮佳佬佡佴佩佯佮 伬 佗佯佲佤 佳佥佭佡佮佴佩佣
佤佩佳佡佭佢佩佧併佡佴佩佯佮 伬 佔佯佰佩佣 佳佴佥佥佲

1 引引引言言言

最近，大语言模型（佌佡佲佧佥 佌佡佮佧併佡佧佥 位佯佤佥佬佳伬 佌佌位佳）凭借其强大的文本生成能力，在通用
领域的机器翻译（位佡佣佨佩佮佥 佔佲佡佮佳佬佡佴佩佯佮伬 位佔）任务中取得了显著成果伨但佥佮佧 佥佴 佡佬伮伬 伲估伲伴伻 但佥佮佧 佥佴
佡佬伮伬 伲估伲伵伻 佚佨佡佮佧 佥佴 佡佬伮伬 伲估伲伵伻 佔佡佮 佡佮佤 位佯佮佺伬 伲估伲伵伩。然而，当面对多领域翻译（位併佬佴佩伭佤佯佭佡佩佮
佔佲佡佮佳佬佡佴佩佯佮伬 位佄佔）任务时，其翻译性能仍不尽如人意。如图伱所示，我们在英语伭汉语翻译方
向上，初步评估了佑佷佥佮伭伳伮伲伭伳佂在六个领域1（教育、法律、新闻、科学、口语以及通用领域）
上的表现。结果显示，相较于通用领域，该模型在多个特定领域上的佂佌佅何与佃住位佅佔指标明
显下降，表明其对领域语义的建模能力仍显不足。已有研究表明，这种性能差异主要源于跨领
域之间存在单词歧义伨位佡佮 佥佴 佡佬伮伬 伲估伲伵伩。为进一步验证这一问题，我们对多领域数据集中作一词
多义伢现象进行了统计分析。结果显示（如表伷所示），在多领域文本上有大量的多义词存在，
这进一步表明在多领域文本上，大语言模型对于词汇歧义的处理能力尚且不足。由此可见，提
升大语言模型在多领域文本上的语义消歧能力，已成为提升其翻译质量的关键所在。

但佩佧併佲佥 伱伺 大模型佑佷佥佮伭伲伮伵伭伱伮伵佂模型在多领域文本翻译上的表现

长期以来，如何利用领域信息对单词进行语义消歧，一直是多领域翻译任务中的核心问
题。早期在基于统计的机器翻译系统中，研究人员通常借助外部领域词典来限制单词在不同领
域中的译语伨佈佩佲佯佹佡 佡佮佤 佈佯佮佤佡伬 伲估伱伳伩。随着神经机器翻译（低位佔）框架的发展，研究人员提
出了作领域比例伢的概念，将单词在各个领域中的语义视为一种分布比例，从而刻画其在不同领
域中的语义偏向伨佊佩佡佮佧 佥佴 佡佬伮伬 伲估伲估伻 位佡佮 佥佴 佡佬伮伬 伲估伲伳伩。然而，我们观察到，数据不仅在各个领
域内部具有分布独立性，在不同领域之间也存在语义交叉，仅依赖领域比例的方法难以全面捕

©2025 中国计算语言学大会
根据《Creative Commons Attribution 4.0 International License》许可出版

1多领域测试数据来自UM-Corpus，通用领域测试集使用WMT22的general数据集。
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单单单词词词
领领领域域域

单单单词词词
领领领域域域

教育领域 教育领域 教育领域 法律领域

佰佯佷佥佲 能量 力量 佭佡佮佡佧佥佡佢佬佥 易处理 易处理

佔佡佢佬佥 伱伺 单词的语义并非总是完全由领域决定：佰佯佷佥佲在同一个领域上译语不同；佭佡佮佡佧佥佡佢佬佥在
不同领域上译语相同

捉词语的语义变化。如表伱所示，同一个单词在同一领域中可能对应多种译语，而在不同领域中
则可能共享相同译语，这表明单词的语义并非总是完全的由领域所决定，仅利用领域标签学习
语义表示无法精确划定词义的语义边界。

为了解决上述领域占比方法在建模细粒语义分布时的不足，我们提出了一种作话题方向
盘伢框架，用于多领域翻译中的语义消歧。与传统的领域划分不同，话题模型不再将数据硬性归
类到预设的领域标签下，而是通过对文本的潜在语义结构建模，将每个文档表示为多个话题的
混合分布，每个话题则由一组语义相关的词汇组成伨佄佩佥佮佧 佥佴 佡佬伮伬 伲估伲估伻 佗佡佮佧 佥佴 佡佬伮伬 伲估伲伱伻 位佡佮
佥佴 佡佬伮伬 伲估伲伳伻 佘佥佺佯佮佡佫佩 佥佴 佡佬伮伬 伲估伲伳伩。因此，话题模型能够从训练数据中自动发现更加细腻的语
义共现规律，挖掘出跨领域但语义一致的话题，或是在同一领域内部进一步划分出具有语义差
异的子话题。具体地，在训练阶段，我们将话题模型生成的单词语义表示作为指导信号，对大
语言模型的词嵌入层进行线性变换，以提升其在多领域环境下对细粒度语义差异的辨识与建模
能力。在推理阶段，我们基于经过线性变换的单词语义表示权重，引导模型感知输入句子的潜
在领域属性，从而实现对领域信息的有效控制，提升其在不同领域下的语义消歧能力。

综上，本文的贡献主要有以下三方面：（（（伱））） 我们设计一种基于话题模型的语义表示获取
机制，能够从多领域数据中自动挖掘潜在的语义结构，提升模型对词义在不同语境中变化的感
知与建模能力。（（（伲）））我们提出一种基于话题方向盘的领域消歧知识获取机制，通过建模不同
领域下话题分布的投影方向获取多领域上的语义消歧知识，提升大语言模型在不同领域下的语
义消歧能力。（（（伳））） 基于开源大语言模型，我们在英伭中与德伭英两个语言对上构建了多领域翻
译实验。结果表明，所提方法在无需全量微调的情况下，显著提升了译文质量。示例分析进一
步验证了话题方向盘在缓解语义粒度过粗问题方面的有效性。

2 相相相关关关工工工作作作

伲伮伱 多多多领领领域域域翻翻翻译译译

现有多领域翻译中围绕词语消歧展开的研究工作，按照领域信息的建模粒度，主要可分
为两大类：（（（伱）））基于句子级别的多领域翻译方法：该类方法通常将整个句子视为领域建模
的基本单元，常见策略包括在模型输入中引入显式的领域标签伨佋佯佢併佳 佥佴 佡佬伮伬 伲估伱伷伩，为不同领
域构建专属参数伨佂佲佩佴佺 佥佴 佡佬伮伬 伲估伱伷伻 佔佡佲佳 佡佮佤 但佩佳佨佥佬伬 伲估伱伸伻 佂佡佰佮佡 佡佮佤 但佩佲佡佴伬 伲估伱伹伻 位佡佮 佥佴 佡佬伮伬
伲估伲伴佢伩。然而，由于这些方法仅关注整体句子层面的领域信息，难以精确区分句中出现的多义
词。（（（伲）））基于单词级别的多领域翻译方法：相较之下，单词级方法更关注词汇层面的领域敏
感建模伨佚佥佮佧 佥佴 佡佬伮伬 伲估伱伸伩。佊佩佡佮佧 等人伨伲估伲估伩 提出了作领域比例伢方法，将单词在各个领域中的
译法建模为一种分布，捕捉其领域偏向性。位佡佮 等人伨伲估伲伳伩 则通过上下文动态感知的词向量表
示增强消歧能力。此外，还有研究探索使用注意力机制伨佚佨佡佮佧 佥佴 佡佬伮伬 伲估伲伱伩 或上下文感知编码
器对词义进行细粒度建模。尽管这类方法在词语消歧任务中具有更强表现，但在上下文较弱或
语境不明确时，往往存在建模不稳定的问题。

伲伮伲 基基基于于于大大大语语语言言言模模模型型型的的的机机机器器器翻翻翻译译译

随着大语言模型在自然语言处理中的广泛应用，研究者开始将其引入机器翻译任务，以借
助其强大的语言建模能力和知识迁移能力，提升译文在多样语境下的鲁棒性与一致性。当前，
基于佌佌位 的多领域翻译方法主要可分为两类：（（（伱）））基于微调的机器翻译方法：该类方法通过
对大语言模型进行全参数或参数高效的微调，例如佌佯佒佁 伨佈併 佥佴 佡佬伮伬 伲估伲伱伩，以实现模型在多
领域翻译场景中的适配与优化伨佚佨併 佥佴 佡佬伮伬 伲估伲伴伻 佑佩佡佮 佥佴 佡佬伮伬 伲估伲伴伻 佈併 佥佴 佡佬伮伬 伲估伲伴佡伩。此类方法
在中高资源条件下能够显著提升领域内部的翻译质量，尤其对术语一致性和上下文建模表现
出较强能力。（（（伲）））基于提示学习的机器翻译领域翻译方法：为降低计算成本并提升迁移灵活
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性，另一类方法通过自然语言提示（佰佲佯佭佰佴）引导大语言模型按照目标领域风格生成译文。例
如，伨佖佩佬佡佲 佥佴 佡佬伮伬 伲估伲伲伻 佊佩佡佯 佥佴 佡佬伮伬 伲估伲伳伻 佚佨佡佮佧 佥佴 佡佬伮伬 伲估伲伳伻 位佯佳佬佥佭 佥佴 佡佬伮伬 伲估伲伳伻 佈佥 佥佴 佡佬伮伬 伲估伲伴伻
位佡佮 佥佴 佡佬伮伬 伲估伲伴佡伩 通过设计领域标签或任务描述提示，引导模型在低资源领域中生成更符合语
境的译文。该类方法具备较强的可扩展性，适用于少样本或零样本的领域迁移场景。

综上所述，相较于现有研究，本文方法具有如下显著区别与优势：（伱）更更更细细细粒粒粒度度度的的的语语语义义义
建建建模模模能能能力力力：相比传统多领域翻译方法，我们引入话题模型，从潜在语义结构中挖掘细粒度的领
域信息，有效解决了同一领域内语义歧义及跨领域语义重合的问题。（伲）无无无需需需全全全量量量微微微调调调，，，控控控
制制制机机机制制制更更更灵灵灵活活活：相较于基于大语言模型的翻译方法，我们在不进行全参数微调的前提下，通过
话题方向盘机制引导语义表示学习，无需人工设计复杂提示模板。

3 语语语义义义消消消歧歧歧的的的话话话题题题方方方向向向盘盘盘方方方法法法

为了增强大语言模型在多领域翻译任务中的语义消歧能力，尤其在处理高歧义性专业术语
时的上下文适应性，受到佈佡佮伨伲估伲伴伩工作的启发，如图伲所示，我们提出一种用于多领域翻译消
歧的话题方向盘（佔佯佰佩佣 体佴佥佥佲）的翻译方法。该方法不对语言模型主体参数进行修改，仅在输
出词嵌入空间施加一个可控的线性变换，结合语境中的话题分布信息，引导语言模型的词义建
模方向。整体结构如图所示，分为两个核心模块：（（（伱）））基基基于于于话话话题题题模模模型型型的的的语语语义义义表表表示示示获获获取取取机机机制制制 和
（（（伲）））基基基于于于话话话题题题方方方向向向盘盘盘的的的领领领域域域消消消歧歧歧知知知识识识获获获取取取机机机制制制，算法的总体流程如算法表伱所示。

Input x
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线性变换

但佩佧併佲佥 伲伺 多领域翻译中语义消歧的话题方向盘方法框架

伳伮伱 基基基于于于话话话题题题模模模型型型的的的语语语义义义表表表示示示获获获取取取机机机制制制

为了获取有效的术语消歧翻译知识，我们引入话题模型佅佔位伨佄佩佥佮佧 佥佴 佡佬伮伬 伲估伲估伩学习细粒
度的语义表示，为获取消歧知识做准备，具体地，我们利用多个领域的双语平行语料中的源语
言文本，基于话题模型佅佔位设置伵估个话题数量进行聚类，从而获取多领域数据上的话题语义表
示。如此，相比较于已有工作伨佊佩佡佮佧 佥佴 佡佬伮伬 伲估伲估伩，我们的方法具备以下优势：（（（伱）））该方法能
够获取更大维度的语义表示，进而可以表示颗粒度更加细小的语义，为后续获取丰富的语义消
歧知识奠定基础。已有方法则使用领域数目的维度（伵或者伷个维度）作为领域的语义表示，过
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粗的语义颗粒度难以表达消歧知识的细微变化。（（（伲）））该方法通过自动聚类获取语义颗粒度的
表示，能够规避利用领域标签获取语义表示时所带来的问题。具体地，已有方法借助领域标签
作为学习目标，一方面会导致某个单词在同一领域中的不同语义的表示学习趋于接近，而另一
方面会导致某个单词在不同领域上的相同语义的表示学习趋于不同。而本文的方法可以规避这
些问题。（（（伳）））该方法获得的话题更贴近语义，因此更适合作为最小语义单元构建语义表示。
已有方法则使用领域类别表示语义，对于作佅佣佯佮佯佭佩佣伢、作佉佔伢这样的领域类别可以在某种程度上
表达语义，但是语义颗粒度过粗；而对于作体佰佯佫佥佮伢这样的领域类别表达的是一种语体，并不是
严格意义上的语义；再有对于作低佥佷佳伢这样的领域类别，实际上包含了作佅佣佯佮佯佭佩佣伢、作佉佔伢，这
种领域的交叉性会导致语义表示学习上的混淆。

对于如图伲 所示，我们将每个源句佸 映射为一个K 维的主题分布向量：

θx 伽 佔佯佰佩佣位佯佤佥佬伨佸伩 ∈ RK , 伨伱伩

其中，
∑K

k=1 θk 伽 伱，θk 表示句子在第k 个话题上的归属概率。我们采用佅佔位 伨佄佩佥佮佧 佥佴 佡佬伮伬
伲估伲估伩 来建模源句的语义分布，其通过结合预训练词嵌入和主题分布，实现对句子细粒度语义
的建模。每个话题以一个嵌入向量表示，句子则通过变分推断获得其在话题空间中的分布θx。

伳伮伲 基基基于于于话话话题题题方方方向向向盘盘盘的的的领领领域域域消消消歧歧歧知知知识识识获获获取取取机机机制制制

我们设计话题方向盘机制将大语言模型在伳伮伱节中获得的话题语义表示转换成领域分布下的
话题语义表示，用于大模型在生成多领域译文上的语义消歧。具体地，对于源语言句子的θx，
我们设计一组可学习的变换矩阵Wk

K
k=1通过建模不同领域下话题分布的投影方向，来学习多领

域上的语义消歧知识。其中Wk ∈ Rd×d，d 为词嵌入维度，基于话题方向盘的语义表示变换计
算公式如下所示：

佥′steer 伽

(
I 伫 ϵ ·

K∑
k=1

θkWk

)
佥LLM 伽 伨I 伫 ϵ ·W 伨θx伩伩 佥LLM , 伨伲伩

其中，佥LLM是语言模型生成的初始词向量表示，佥′steer是经过话题方向盘变化后的词向量，I 是
单位矩阵，ϵ 为标量超参数，用于控制话题方向盘强度。W为领域下的话题投影方向。经过上
述变换，话题语义表示在获得消歧知识后，在语义消歧的有效话题特征上得到强化，进而会影
响大语言模型对译语候选词的偏好选择，从而实现不同领域下单词的语义消歧。

伳伮伳 话话话题题题方方方向向向盘盘盘的的的训训训练练练方方方法法法

为了训练话题方向盘矩阵{Wk}Kk=1，我们冻结大语言模型的参数部分，仅学习每个话题对
应的方向盘矩阵{Wk}Kk=1。训练过程采用标准翻译任务中的目标函数优化话题方向盘机制，使
其在语义空间中学习到在领域下话题分布的变化梯度。

给定训练数据对伨佸,佹伩，源句佸 的话题分布表示为θx，我们定义训练目标为最小化经话题方
向盘变换后大语言模型的输出分布与参考译文之间的交叉熵损失：

L 伽 −
T∑
t=1

佬佯佧PLM-steer 伨yt | y<t,佸伻 W 伨θx伩伩 . 伨伳伩

其中，输出词分布PLM-steer 是加入话题方向盘变换后的语义表示佥steer最终所得到
的佳佯佦佴佭佡佸输出。

4 评评评测测测实实实验验验与与与分分分析析析

在实验中，我们主要探究以下两方面的问题：（（（伱）））相比已有的多领域翻译消歧工作，我
们提出方法的翻译效果如何（§伴伮伴）？（（（伲））） 相比已有的多领域翻译消歧工作，我们提出方法
的消歧准确率如何（§伵伮伱）？
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佁佬佧佯佲佩佴佨佭 伱伺 多领域翻译中语义消歧话题方向盘的训练

佉佮佰併佴伺 多领域平行语料对伨佸,佹伩，话题数K，嵌入维度d，大语言模型佌佌位，学习
率η，体佴佥佥佲 强度ϵ

住併佴佰併佴伺 训练好的话题体佴佥佥佲 矩阵{Wk}Kk=1

伱 初初初始始始化化化 {Wk}Kk=1 ∈ Rd×d，全为零矩阵伻
伲 冻冻冻结结结语言模型佌位 参数伻
伳 佦佯佲佥佡佣佨 训练轮次 佤佯
伴 佦佯佲佥佡佣佨 训练样本伨佸,佹伩 佤佯
伵 使用佅佔位获取源句佸 的话题分布θx ∈ RK 伻

伶 构造加权体佴佥佥佲 矩阵伺 W 伨θx伩←
∑K

k=1 θx,kWk伻
伷 佦佯佲佥佡佣佨 大模型单词嵌入佥LLM 佤佯
伸 计算扰动后嵌入伺 佥′steer ← 伨I 伫 ϵW 伨θx伩伩佥LLM 伻

伹 使用佥′steer 计算翻译损失伺 L ← 佃佲佯佳佳佅佮佴佲佯佰佹伨PLM伨佹 | 佸伩伩伻
伱估 更新{Wk}伺 Wk ←Wk − η · ∂L

∂Wk
伻

伱伱 推推推理理理阶阶阶段段段：
佉佮佰併佴伺 测试句子佸test

住併佴佰併佴伺 译文佹gen

伱伲 使用佅佔位获得的预训练好的话题模型语义θtest伻
伱伳 构造W 伨θtest伩←

∑
k θtest,kWk伻

伱伴 佦佯佲佥佡佣佨 大模型单词嵌入佥LLM 佤佯
伱伵 应用佳佴佥佥佲伺 佥steer ← 伨I 伫 ϵW 伨θtest伩伩佥LLM 伻

伱伶 使用调整后的嵌入进行译文生成伻
伱伷 佲佥佴併佲佮 佹gen

伴伮伱 数数数据据据集集集

我们分别在英语伭汉语和英语伭德语两个翻译任务上进行实验：（伱）英语伭汉语：针对英伭汉
翻译任务，我们使用多领域数据集何位伭佃佯佲佰併佳上的五个领域伨佔佩佡佮 佥佴 佡佬伮伬 伲估伱伴伩 2 ：新闻、口
语、科学、教育、法律（低佥佷佳伬 体佰佯佫佥佮伬 体佣佩佥佮佣佥伬 佅佤併佣佡佴佩佯佮伬 佌佡佷佳）。（伲）英语伭德语：针对
英伭德翻译任务，我们使用多领域数据集住佐何体3上的五个领域，分别是：法律、互联网、古兰
经、医学、字幕（佌佡佷佳伬 佉佴伬 佋佯佲佡佮伬 位佥佤佩佣佡佬伬 体併佢佴佩佴佬佥佳）。如表伲和伳所示，我们列出了在英语伭汉
语和德语伭英语翻译任务上训练集、验证集和测试集的句对统计信息。

领领领域域域 训训训练练练集集集 验验验证证证集集集 测测测试试试集集集

佅佤併佣佡佴佩佯佮 伴伴伵佋 伲佋 伴伶伲
佌佡佷佳 伲估伸佋 伲佋 伴伵伶
低佥佷佳 伴伴伴佋 伲佋 伱伵估估
体佣佩佥佮佣佥 伲伶伳佋 伲佋 伵估伳
体佰佯佫佥佮 伲伱伶佋 伲佋 伴伵伵

佔佡佢佬佥 伲伺 英语伭汉语数据集统计信息

领领领域域域 训训训练练练集集集 验验验证证证集集集 测测测试试试集集集

佌佡佷佳 伴伶伷佋 伲佋 伲佋
佉佴 伲伳伳佋 伲佋 伲佋

佋佯佲佡佮 伱伷佋 伲佋 伲佋
位佥佤佩佣佡佬 伲伴伸佋 伲佋 伲佋
体併佢佴佩佴佬佥佳 伱伴伴伵佋 伲佋 伲佋

佔佡佢佬佥 伳伺 德语伭英语数据集统计信息

伴伮伲 实实实验验验设设设置置置

在实验中，我们选择佑佷佥佮伭伲伮伵伭伱伮伵佂作为基础模型进行验证，关于话题数量的选择我们
选择{伱估伭伱估估}进行验证。针对实验数据的预处理，首先，本文使用位佯佳佥佳脚本伨佋佯佥佨佮 佥佴 佡佬伮伬
伲估估伷伩对英语和德语句子进行分词等处理。关于实验评测指标，我们使用佂佌佅何 伨佐佡佰佩佮佥佮佩 佥佴 佡佬伮伬
伲估估伲伩和佃住位佅佔4伨佇併佥佲佲佥佩佲佯 佥佴 佡佬伮伬 伲估伲伴伩值来评估模型性。在优化器选择上，我们使用佁佤佡佭优

2http://nlp2ct.cis.umac.mo/um-corpus/
3https://opus.nlpl.eu/
4https://github.com/Unbabel/COMET
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英英英语语语-汉汉汉语语语多多多领领领域域域翻翻翻译译译任任任务务务

方法 Education Laws News Science Spoken AVG Para

PT 22.37/79.60 23.54/80.18 23.44/80.91 25.56/79.05 14.97/79.43 21.98/79.83 -
PTDT 23.00/79.93 24.27/81.49 23.60/80.36 26.28/80.96 15.12/80.21 22.45/80.59 -

DP 23.69/80.10 24.77/81.25 23.81/80.56 26.57/81.22 15.32/80.40 22.83/80.17 231M
WDSRL 23.82/80.42 24.85/81.30 23.91/80.60 26.85/81.08 15.44/80.53 22.97/80.79 482M
Ours 24.01/80.67 25.20/81.65 24.10/80.98 27.12/81.43 15.72/80.83 23.23/81.11 325M

德德德语语语-英英英语语语多多多领领领域域域翻翻翻译译译任任任务务务

方法 IT Koran Laws Medical Subtitles AVG

PT 25.57/72.93 10.81/66.92 21.04/76.96 29.05/77.22 19.98/72.73 21.29/73.35 -
PTDT 26.56/73.99 11.05/67.31 22.70/77.09 29.68/78.10 20.66/72.95 22.13/73.89 -

DP 26.68/73.87 11.51/67.54 22.81/77.56 29.74/78.64 20.94/73.01 22.34/74.12 148M
WDSRL 26.69/73.44 11.54/67.64 22.90/77.89 29.71/78.65 21.18/73.26 22.40/74.18 355M
Ours 27.03/74.10 11.88/68.13 23.40/77.92 30.11/79.25 22.07/73.69 22.90/74.62 268M

佔佡佢佬佥 伴伺 英语伭汉语和德语伭英语多领域翻译任务上的实验结果。作伯伢前后分别表
示佂佌佅何和佃住位佅佔分数。

化器伨佋佩佮佧佭佡 佡佮佤 佂佡伬 伲估伱伴伩，学习率设为伱× 伱估−2，训练伱估估估步。引导矩阵W 的初始值服从均
值为估、方差为伱 × 伱估−3 的高斯分布。在所有实验中，我们使用随机种子估、伱、伲 进行三次训
练。我们使用的实验设备是一块具有伱伶佇佂 佃何佄佁显存的佔佥佳佬佡 佖伱估估 佇佐何。

伴伮伳 对对对比比比方方方法法法

佐佔（佐佲佯佭佰佴 佔佲佡佮佳佬佡佴佩佯佮）伨佊佩佡佯 佥佴 佡佬伮伬 伲估伲伳伩：直接对大语言模型输入一个通用提示，形
式为：作请将以下句子从源语言翻译为目标语言：佛源语言文本佝。伢

佐佔佄佔（佐佲佯佭佰佴 佔佲佡佮佳佬佡佴佩佯佮 佷佩佴佨 佄佯佭佡佩佮 佔佡佧）伨佈併 佥佴 佡佬伮伬 伲估伲伴佢伩：在佐佔 的基础上加入
领域标签信息，形式为：作请将以下句子从源语言翻译为目标语言，并符合佛领域标签佝领域的专
业风格：佛源语言文本佝。伢

佄佐（佄佯佭佡佩佮 佐佲佯佰佯佲佴佩佯佮）：为了对比已有的多领域建模方法，我们基于佊佩佡佮佧 等
人 伨伲估伲估伩 提出的领域比例策略，将其拓展到大语言模型的词嵌入控制上。该方法假设每个
句子可能同时涉及多个领域，并通过预训练的领域分类器预测其领域分布，即一个概率向
量δx ∈ RD，其中D 为领域数，δd 表示输入句子佸 属于第d 个领域的概率，满足

∑D
d=1 δd 伽 伱。

具体地，我们为每个领域d 设置一个独立的可学习线性变换矩阵Wd ∈ Rd×d，对语言模型输出
的词嵌入佥v 进行如下加权变换：

佥′v 伽

(
I 伫 ϵ ·

D∑
d=1

δdWd

)
佥v, 伨伴伩

其中I 是单位矩阵，ϵ 是超参数，用于调节嵌入调整的强度。
佗佄体佒佌伨位佡佮 佥佴 佡佬伮伬 伲估伲伳伩：基于表示学习的多领域翻译方法，基于佑佷佥佮伭伲伮伵伭伱伮伵佂模型进

行微调，学习不同领域的表示，从而得到不同领域的翻译结果。
住併佲佳（佔佯佰佩佣 体佴佥佥佲）伺 不同于显式使用领域标签的方法，我们提出的方法利用源语言句

子的潜在话题分布来自适应调节输出嵌入，从而实现更细粒度的语义消歧，具体实现公式如
第伳节。

伴伮伴 主主主要要要实实实验验验结结结果果果

如表 伴所示，我们给出英语伭汉语以及德语伭英语多领域翻译任务上的实验结果，我们的
方法在两个翻译任务上的佂佌佅何与佃住位佅佔均超过了基线，达到了最高性能。具体地，我们
对比所有的方法，得出如下分析：在英语伭汉语任务中，相比直接对大语言模型利用提示学
习生成译文的佐佔方法，引入领域标签的佐佔佄佔方法在所有领域均带来了提升，说明添加领域
信息的提示有助于大模型进行多领域翻译。然而，佐佔佄佔的提升幅度相对有限，表明其在建
模语义歧义时仍存在不足。进一步引入领域比例控制的佄佐方法，使得模型更加关注领域的
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英英英语语语伭汉汉汉语语语多多多领领领域域域翻翻翻译译译任任任务务务

方法 佅佤併佣佡佴佩佯佮 佌佡佷佳 低佥佷佳 体佣佩佥佮佣佥 体佰佯佫佥佮 佁佖佇

佐佔 伳伳伮伱伴伯伸伸伮伱估 伵估伮伸伲伯伸伸伮伹伴 伳估伮估伴伯伸伴伮伵伱 伲伸伮伷伶伯伸伴伮伸伲 伱伹伮伲估伯伷伷伮估估 伳伲伮伳伹伯伸伴伮伶伷
佐佔佄佔 伳伳伮伴伶伯伸伸伮伲伱 伵伱伮伳伹伯伸伹伮伲估 伳估伮伳伶伯伸伴伮伹伲 伲伸伮伷伸伯伸伶伮伱伳 伲估伮伸伹伯伷伷伮伴伶 伳伲伮伹伸伯伸伵伮伱伸

佄佐 伳伳伮伸伸伯伸伸伮伴伱 伵伲伮伱伴伯伸伹伮伶伷 伳伱伮伶伸伯伸伵伮伶伶 伲伹伮估伸伯伸伶伮伵伲 伲伱伮伳伹伯伷伷伮伸伸 伳伳伮伶伳伯伸伵伮伶伳
住併佲佳 伳伴伮伱伵伯伸伸伮伹伷 伵伳伮估伲伯伹估伮伶伸 伳伲伮伵伵伯伸伶伮伴伷 伳估伮伶估伯伸伷伮伹伵 伲伲伮伸估伯伷伸伮伱伲 伳伴伮伶伲伯伸伶伮伴伴

佔佡佢佬佥 伵伺 英语伭汉语在佑佷佥佮伭伲伮伵伭伷佂上的实验结果。作伯伢前后分别表示佂佌佅何和佃住位佅佔分数。

分布概率，相比佐佔和佐佔佄佔方法，佄佐在五个领域上的佂佌佅何与佃住位佅佔指标均有提升，尤其
在体佣佩佥佮佣佥和低佥佷佳领域上效果更为显著。在体佣佩佥佮佣佥领域，佄佐相比佂佌佅何和佃住位佅佔分数佐佔分别
提升了伱伮估伱和伲伮伱伷，相比佐佔佄佔也有估伮伲伹和估伮伲伶的提升，表明该方法对于语义歧义强、术语密集
的文本具有更强的建模能力。在低佥佷佳领域，佄佐相较佐佔佂佌佅何分数提升了估伮伳伷，尽管佃住位佅佔分
数下降估伮伳伵，但相较佐佔佄佔，佄佐在佂佌佅何和佃住位佅佔上仍分别提升了估伮伲伱和估伮伲估，体现出基于领
域分布的消歧策略对新闻类文本的翻译仍具有一定效果。因此，佄佐方法能够根据单词在不同领
域分布建模多领域语义特征，提升翻译质量。

在此基础上，我们提出的佔佯佰佩佣 体佴佥佥佲方法在所有领域上均取得最高性能，平
均佂佌佅何和佃住位佅佔分数分别达到伲伳伮伲伳 和伸伱伮伱伱。相比佄佐，佔佯佰佩佣 体佴佥佥佲在五个领域中均有
进一步提升，平均佂佌佅何和佃住位佅佔分数分别提升了估伮伴估和估伮伹伴。其中，在专业性较强
的体佣佩佥佮佣佥和佌佡佷佳领域，佔佯佰佩佣 体佴佥佥佲的提升尤为显著：在体佣佩佥佮佣佥领域，佂佌佅何和佃住位佅佔分别提
升了估伮伵伵和估伮伲伱；在佌佡佷佳领域，分别提升了估伮伴伳和估伮伴估。我们发现，佔佯佰佩佣 体佴佥佥佲能更有效地控制
模型输出的语义方向，从而显著提升专业领域文本中的翻译质量。说明相比直接利用人工标注
的标签，话题模型能够学习到更细粒度的语义信息，得到了更准确的表示。

在德语伭英语翻译任务中，整体结果与英语伭汉语任务呈现出一致的趋势。佔佯佰佩佣
体佴佥佥佲在多个专业性强的领域（如佉佔、位佥佤佩佣佡佬 和佌佡佷佳）均实现显著性能提升，即使在
资源极为稀缺的佋佯佲佡佮领域，也较基线方法取得了提升。与英语伭汉语结果相似，佔佯佰佩佣
体佴佥佥佲在佂佌佅何和佃住位佅佔两个指标上达到最高性能，进一步验证了方法在多种语言上的适应
性。

如表伵所示，不同方法在佑佷佥佮伭伲伮伵伭伷佂模型下的表现。相比于基础方法佐佔和加入领域提示
的佐佔佄佔，我们的方法在所有五个领域上均取得了最好的佂佌佅何和佃住位佅佔分数，平均提升明
显，尤其在体佣佩佥佮佣佥和低佥佷佳领域表现突出，说明所提方法在提升多领域翻译质量方面具有显著优
势。综上所述，佔佯佰佩佣 体佴佥佥佲通过引入话题先验引导与动态调控机制，显著增强了大模型对语义
歧义的建模能力，相比直接利用人工标注的标签，话题模型能够学习到更细粒度的语义信息。

5 分分分析析析与与与讨讨讨论论论

在这一部分，我们对英语伭汉语翻译任务进一步探究消歧准确率（§伵伮伱）、话题模型个数对
结果的影响（§伵伮伲）以及示例分析（§伵伮伳），通过这些分析说明提出的方法能够有效的捕捉细粒
度的语义信息，将领域的单位进一步精细化，使得译语得到正确的翻译，从而提升翻译质量。

伵伮伱 消消消歧歧歧准准准确确确率率率对对对比比比

我们提出方法的主要目标是对多领域翻译中的单词消歧，进而提升翻译质量。因此，如何
量化模型语义歧义的能力成为了关键问题。为了获得歧义单词的数据，在我们的工作中，我们
对多领域翻译数据进行词对齐，利用词对齐工具Awesome-Align5 伨佄佯併 佡佮佤 低佥併佢佩佧伬 伲估伲伱伩在多
个领域的训练语料上获得单词对之间的关系，以源语言为核心得到一对多的训练集上的多义词
词表，进一步根据训练集上的词表对应出测试集的词表，具体的规模如下表伹所示。此外，我
们进一步统计了在这些多义词中对应歧义个数的数据信息，包括一个源语言单词对应两个、三
个、四个、五个以及五个以上译语的情况，如表伷所示。这些数据统计信息都进一步说明了在多
领域翻译上歧义现象的复杂程度，进一步反应了我们研究的意义和目的。

5https://github.com/neulab/awesome-align
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佅佤併佣佡佴佩佯佮 佌佡佷佳 低佥佷佳 体佣佩佥佮佣佥 体佰佯佫佥佮

训练集 伳估佋 伵伴佋 伳伳佋 伵估佋 伲伱佋
测试集 伴伹伲 伶伸伶 伷伲估 伴伷伱 伴伲伲

佔佡佢佬佥 伶伺 英语伭汉语多领域翻译任务的训练集和测试集上的歧义词表

两个译语 三个译语 四个译语 五个译语 五个以上译语

伱伱伲估 伱估伶估 伷伲伴 伲伳 伴

佔佡佢佬佥 伷伺 英语伭汉语多领域翻译任务的训练集和测试集上歧义单词的统计结果

如伳佡所示，我们根据歧义词表计算了佄佐方法和我们提出方法的消歧准确率的对比，我们发
现在五个领域上我们方法消歧的准确率都高于佄佐，这说明我们提出的话题方向盘得到了最小语
义的表示，不依赖于人工设计标签对于领域知识的学习，从而解决单词歧义的问题。

伵伮伲 话话话题题题模模模型型型数数数量量量对对对实实实验验验结结结果果果的的的影影影响响响

为了进一步探究在主题模型生成的主题个数对翻译性能的影响，我们在实验中
设计不同的主题数量训练主题模型，如图伳佢所示，我们发现当主题模型数量设置
为伵估时，佂佌佅何和佃住位佅佔的分数均达到了最高的性能。此外，我们观察到当主题模型数量
设置在伱估伭伴估之间时，在编码过程中生成的单词主题向量的潜在语义信息不足以表征其领域信息
导致翻译性能较低；当主题模型数量设置在伶估伭伱估估之间时，这说明过多的主题模型会导致领域
信息过于细化，从而导致模型性能翻译下降。

伵伮伳 示示示例例例分分分析析析

我们列出两个示例说明提出方法的有效性，如表 伸所示，单词作佰佯佷佥佲伢在同一教育领域中具
有语义歧义，其可被译为作能量伢或作能力伢，分别对应物理活动与能力赋予等不同语义。佄佐无法
准确区分这一细微差别，在不同上下文中给出统一或不够贴切的翻译，将作佰佯佷佥佲伢一律译为力
量，造成语义模糊或不自然。而我们提出的话题方向盘（佔体）方法通过引入更细粒度的话题信
息，在语义建模过程中对上下文话题进行引导，从而更有效地区分同一领域内部的细粒度语义
差异。如表 伹所示，单词作manageable伢在教育与法律两个不同领域中尽管语义差异显著，但其
语义表达高度一致，均可译为作易处理伢或作可处理伢。佄佐根据领域标签学习到属于每个领域单独
的知识，无法建立领域间的语义表示。相较而言，我们提出的话题放向盘通过话题引导增强模
型对细粒度语义的表达。
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但佩佧併佲佥 伳伺 伨佡伩英语伭汉语翻译任务上消歧准确率的比较结果；伨佢伩话题模型中话题数量对翻译质量
的影响
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领域 教育领域

源语言 佈併佭佡佮 佧佥佮佥佲佡佴佥佳 佰佯佷佥佲 佴佨佲佯併佧佨 佢佩佯佣佨佥佭佩佣佡佬 佰佲佯佣佥佳佳佥佳 佴佯 佰佥佲佦佯佲佭 佰佨佹佳佩佣佡佬伮
目标语言 人体通过生化过程产生能量，以执行体力活动。

佄佐 人体通过生化过程产生力量来完成身体任务。
佔体 人体通过生化过程产生能量从而执行体力活动。

领域 教育领域

源语言 佅佤併佣佡佴佩佯佮 佧佩佶佥佳 佰佥佯佰佬佥 佴佨佥 佰佯佷佥佲 佴佯 佣佨佡佮佧佥 佴佨佥佩佲 佬佩佶佥佳 佡佮佤 佡佣佨佩佥佶佥 佤佲佥佡佭佳伮
目标语言 教育赋予人们能力去改变人生并实现梦想。

佄佐 教育给予人们改变生活、实现梦想的力量。
佔体 教育赋予人们能力去改变人生以及实现梦想。

佔佡佢佬佥 伸伺 翻译示例：单词在同一领域上译语不同的情况

领域 教育领域

源语言 低佡佲佲佯佷 佴佨佥 佱併佥佳佴佩佯佮 佤佯佷佮 佴佯 佡 佣佯佨佥佲佥佮佴 佡佮佤 佭佡佮佡佧佥佡佢佬佥 佳佥佴 佯佦 佩佳佳併佥佳伮
目标语言 把问题具体到一系列相关易处理的主题。

佄佐 将问题缩小为一系列连贯且易管理的问题。
佔体 问题具体为一系列有关且易处理的问题

领域 法律领域

源语言 佅佮佳併佲佥 佴佨佡佴 佡佬佬 佴佥佲佭佳 佡佲佥 佭佡佮佡佧佥佡佢佬佥 佷佩佴佨佩佮 佴佨佥 佬佥佧佡佬 佦佲佡佭佥佷佯佲佫伮
目标语言 确保所有条款在法律范围内均可处理
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佔佡佢佬佥 伹伺 翻译示例：单词在不同领域上译语相同的情况

6 结结结论论论与与与未未未来来来研研研究究究工工工作作作

随着大语言模型在自然语言处理领域的广泛应用，其在通用场景下的翻译能力已达到较高
水平。然而，在面对多领域文本时，现有模型在语义消歧方面仍存在明显短板。针对这一问
题，本文提出了一种基于话题方向盘的多领域翻译方法，设计基于话题模型的语义表示机制和
基于话题方向盘的领域消歧知识获取机制来学习细粒度的语义表示，增强大语言模型的在多领
域翻译文本上的消歧能力。实验结果验证了所提方法在多个标准多领域翻译基准上的优越性
能，证明了话题方向盘在提升语义消歧能力与整体翻译质量方面的有效性。在未来的工作中，
我们计划在规模更大的语言模型以及更多的语言对上进行实验验证提出方法的有效性。
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