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TR, KRIESEABRIH T NJIGRER P EEFRIGNRMTSEE T, (AR,

BRI A G E 2 GE R PER S BN, W= 4G Bah ~ 5iRE S %R
. BT E TR B AR R 7 R AR A H R B IR RUA S H AR AR AR R A E
HWMZTE, LR N ERAHR RS FR BN . R, AU A, FHRRERILTE
& EBERMANRMEITTRPRAGE R, Flan, IWEHEITIRR JTIEN T F—FR )
ANFEFRBERIRANB RN TR S FHES R H21.86% - X5 E AN 2 —HE
B AGH T RIRRE T EE S 5 X AR TEME T, FrLlIE SRS
HTERESBHETERE . T 2@ EmERN 25 E—5REX R EMETT,

RICHT T — R 2 R LB Z TR Ags  (Lightweight Associated Neuron Detector,
LAND) , 2> ANEFREEABEHIRS R ER s E T8 5 Z RIMNES, A
EFRMZITIRAIR LIRS, Biith 2R KRB A ER AR HEIRMZIT . 52
L REH, LANDJTEREW R AR FIATE 2 SR A H AR ML R EE R
et 26% LA b, FEANFEA I AIRIRE R IR F R TEZ IR T ££10831H
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Abstract

In recent years, large language models (LLMs) have demonstrated remarkable abilities
in storing and retrieving knowledge from their training corpora. However, this capabil-
ity also makes them vulnerable to inaccuracies within the training data, which can lead
to issues such as outdated information and erroneous responses. Neuron-based knowl-
edge editing methods attempt to precisely modify internal knowledge by identifying
and fine-tuning specific knowledge neurons associated with a target fact. However, our
study reveals that the expression form of knowledge significantly influences the iden-
tification of knowledge neurons. For instance, current neuron identification methods
* Corresponding Author
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exhibit only a 21.86% average overlap in neuron sets when processing different expres-
sions of the same knowledge. As a result, editing based on a single expression form fails
to cover all relevant neurons, thereby undermining the robustness of existing knowl-
edge editing techniques.To address this, we propose a Lightweight Associated Neuron
Detector (LAND) that aims to comprehensively and accurately identify all neurons
related to a specific piece of knowledge. LAND learns the differences among neuron
sets identified from various expressions of the same knowledge, allowing it to auto-
matically supplement undetected knowledge neurons during the identification process.
Experimental results show that LAND increases the average overlap rate of knowledge
neurons identified from varied expressions to over 96%, and improves the success rate of
knowledge editing across different sentence structures by up to 10.83 percentage points
compared to baseline methods.

Keywords: Natural Language Processing , Large Language Model , Knowledge
Editing , Neuron Recognition

1 5§

IR, BEEREZEIHRP IR LR, KiEEHA! (Large Language Models, LLMs) 7£
HINE T A FRAUR S T B AV R (Chang et al., 2024), HAEIEIZ AN ECEE SLA1R 7 HHY
HEGENWEIE T 2R T2 RE . KiE SR E 0 E & BRI ZRm AL, XL
AEE TEE QS KREMFESESMANR, M EXEER LT BRER), KiESRAREY
TEEZEUAS (A P R X e B SE AT o Petroni® A (2019)F2 i, KiB S AL AT DI AN —FEE=C
RIFIRE, HAFeE T NISREdE PR EEEESLMR, BdESESSEHAGISRESHE
BEROUR, RERSR RSO BOE AT U A AR A AN -

IR, RIEFEA BRFEFIREVES ERIIH T B8 0, (BESSPRN A H N FEE
—E R —JiE, KiESEEMTIZRERHE 2 N B IR MR R & SORE T, mH
PR —EERER, FEEREEIIGERES I FERNAIN;, ik, MiAREHE
Hoh SRR RCE, FlanRl St Bt 228 02 AW BEF A f AR, (B RE S AT
HoeplsE, RS EHRFRIERE Z2FSH, TEEENARIER, SEURE A ek
HES SR ERMNE - BREESHARMEIRE F#ET R E R BRI (Supervised
Fine-Tuning, SFT) A DISEHURAI AR, (HHTRKESEMESHEE KR, MEXEALH#
FISFTAMUNGRM R, 8855 & MR B S (Kirkpatrick et al., 2017), FHUEEALEH
SEHFH . o, —ETIESI AKREREIEIRAER (Retrieval Augmented Generation, RAG) 75
1%, FIHSMTFERRIER M RS SR A (5 ot I B A E# B[R] (Zheng et al., 2023; Mitchell
et al., 2022) - IR, HITRAGHI T SMREIAER AR, B E TRiEK A 2
BIRNER AN o oAb, FEE SN AR FERERS (A R MY R, AIits S EE R it B
A -

N T ERUE IR P PR ENRFIE R E R, A KIES BRI AN, 257 TIES
NTRRIEFEFITFIRGE (Knowledge Editing) (Zhang et al., 2024) « 1EARZ HIFIIR SR
BTEY, Dai% A (2022)12 H AR 122 TTHIE T g iR R TE 5 T AR G B IR R (4L 1 R Y
A - ZEIIN, —&RBERARAERESHEE P RFEEENSE T R ETMER, X
A ZTE R AN AR ZZE T (Knowledge Neurons) o iX— & BISES) T 2 T2 0 IH B FH1R
REEJTIENTST o SSFTHELL, B ERIESREEA IR A 5 2 FRE U KRB D EFNR 22
IO, R EHATE RGO, SCIRANRAORE R, BRRERE S RS EOR B R BT,
N A B KRR R B BT A E A VAR IR - TS RAGTIEAEL, BT HZITRIFIRIRE T 1%
REAE XTI A N ER R T R AME ~ B E BB, A K EA R RE -

SR, H AT AR S TR B B FR e B T IR R A — SRR b, R AR N T A
T TransformerZ8 14 (Vaswani et al., 2017)8) HEAESHEE M S, BEE R B EEE
TR A R — M EDR 2 SIE S A, MR RS LR AR, TR IR =
S FEUER N FRIE B IR R G R AR B - BN, SiE e KRR <R B B A B R R v I

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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B F AENS IERAEE; AR, H iR [E — MRE SXALEER HZ T2 W, BRI AT AT HEXE LA
BHIEWESR - X— IR Z NS NGRS MRHEE K R ZRE R,
A% B BRI E FERER S, MW % B8R T2 5 A o XM
R 0 AN B S B A B ORAE RS 24 5] B % B B R R X — ORI P AR, (B
MELVE R 3] % B R T X — 5 iE A R iR -

X FPELGAR E B AT E A 10 K8 B A ER A LS TIRAR R - A5 R A (Niu et
al., 2024), FHIRMFRRERX (MESHASHEA -~ FSCAFE) SER#EITT R B R Mk
Koo B4R, “Aba e o E B E R A0« rp E A B R I X A SR BIRAETE L RS, BAEKR
BRI B AT REIR A AR AR TR G - AR RN — SR, X T AR —
FHRMERIBIE AR B 6308, {3 AR 4016 B2 U3 BN IR A H B ER 22 e 8 A P34 B A A
H121.86% - XML ABEME S FHETAFFREL0RA B AL TTEELEER, #Him
AR ERIER BB fEE SR FHUTANRGR RS, RGN E—FREE
X (WAt R EER) #TEI, B RTRETCIE RS E R H MR X E— AR (e E
@E%ﬁﬁ?woﬁ—ﬂﬁigﬁ%T%TﬂﬁW%ﬁﬁ%%ﬂﬁ%ﬁﬁ%ﬁ%ﬁ@ﬁ*%ﬂ
=M

N T &R LR, AREFFIRE T —MRBEAENRM IR T R KB E R
R E, BIA— 1T RERFFBMEZITTIRAIZS (Lightweight Associated Neuron Detector,
LAND) , BEXNTHEARR—EHIOR, 82 > AR VAR A B E A 7 AR 22T
BEZEMES, BINANHREREENERMARBR H RS, HFERITARREE
S, WXL AT RN TR EERIE, MRS S A e AR M TT IR A AT = U
PR, ARG E BN . SSRERRH, LAND T IEREW R AR F AT 20 SRR 5]
HEIENRM T P E SRR 6% L, EAR G AR E R R P REL TERE
A T10.83 BT A, NENRGEROR R SEPRN IR T AT EEM VALY -

2 HMXIE

KIEF BN TG E R R R E LA A2 IZuE, HiX—8hH
IR TAENLEM HANGE AR - L, SEER, FE2H5lE L &5 T HETr BRI
F ¥ (Sajjad et al., 2022), it 7EATE SR AR B 5 4 E 5 S0 AN O A M2 T R BRI —
BETT o Daifs A (2022) B 1L M T FFBIER BT - M1 FEIH, EBERT(Devlin et al.,
2019)MEFI F | —ANEERE B SE AR AT LUE AL B 2-5 1 B 42 M 4% (FFN) 2 pimETe, B
Y FBhIELX L TTR, KIE S A R B SLANR AR R e LR E TR, KR IERE
ZSZAEREIGE S - BETX SRS, MITRH T AR TR KIESEHEK
HIANRFAEAEFFNZ FIMZTH , S0 FLAINEG L MFE AT R, X EE T
PR MR TT”

X — BRI R R 2R R R . BTk, —RINGEHFTH—T LI T
£ 5HRMHE TR FHIE - Meng® A (2022) % MAEGPTS B B VAR LM FIER | SFL(E
B HFEFFNZE A TTH TR, MiEE RSN 5 SO I H 1% SSE B 2 #1121
JZ - Chen% NS (2024a) FE KBS RA R R T WIRMZTT: 1B L RARMHEZETTREN LI—
FREETE S RSN ANR, IR AR TN R B — NS AR AT RE fH £ L 42 T
AN, XA RES IR BER F dropout 1 %« JFLE TAE(Chen et al., 2024b)%f 1B AL FIIR
BT T — P - HuS AR (2024)NEHH, 5 A S0BEMEF FIHE TR R, AFE
S BAIRAE KE SRR AR EOERE R - TRCAN(Shi et al., 2024) M FHEIIR 1842 7T 1R B S fif
PR NAESNR S R SO AR 2

FH—ITH, FoEEN X —ERBEDFFRESE - NinSE AR (2024) 5 KR 12 T HE
W T S, UCZEIL E R T KE S AR S AR AN EE LS - 1SR, K
BERANFFNES EEREH Rtoken IFRIAE, MIEEZLIAIRETE LA FIR" #& . R
B GRS — E R L R OB A R UZ T RV, (H AR S e T YRS iR
FRAERGOTEREE - 10, “scattered” —1A I HAE BRI 5 S H A R S ST, Mk KA
HiR A IR EPR E T -

FARARMAFAFEEE TENRHEITCHIE - R, bR TOES RS0 5 U3 R34 T
FEZTCRIRA], REEEE B SR E TR AT R P AR R AT 2 w4 TT IR B B R . AR

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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TAEE RN T TIX—R0M, FFIRH T — i8R R TiRB e, HRONEMRE 1 1R
A, RS IE TIEREZEMXAIFI TR -
3 HRMZITIRA
3.1 BIEHE R ETIE

THRNIFFFAVA R FAB I ZU FR AL TR B G TR AR, R SO K1 SR RS H
FRRMZTTIEAT T ARG TS0 « ASCHYSE 585 TPARARELAE S /E 1T - PARARELE(E
ERETT-Rex HIEHE (ElSahar et al., 2018), HEZA ARIEFERRMWEN — D HLRX AL
8, WA T 27 T3W LR Z EBTIANFERBIMI KA o IZBIREBME 0 HR, AR A EE
(vocab) FIRMEHE (graph) o SEAREURFR D FFGE T L EN LEXANBRER, BREE
AFE—NEEELE (Sublabel) F—1HEELE (Objlabel) , FIRX P SEAKZ [AIFFAEFE A
ERF; BREIERD 2 W 2 A A SRR, FERR —FXMY]|ZFPRR, 8525
AFEIR, 2A1%, 2L205% - RUERR TRIRETRRMEBORE], EA&EDRAMURRH]
= AR -

Relations Template 1 Template 2 Template 3

P39(positions)  [X] has the position of [Y]. [X], who has the position of [Y]. [X], whose position is that of [Y].
P1303(musician) [X] plays [Y] . [Y] player [X] [X] plays the [Y]
P27(citizenship) [X] is [Y] citizen. [X] is a citizen of [Y]. [X], who is a citizen of [Y].

# 1: PARARELEE 5 R R EE 75 7=
T 2H A PARARELEUE 5 f AN [R] A S AR SO FIRREAR ,  REASEAR A B4 [ X PR i 1y SR ESHE
ffJSublabel, FF[YJEHNZ, FEXFRIAIObjlabel{ER MRS, LAl 11253 448F) f & %
SERIRBIRIRASOAR - 2R T RS H A P R SR 7R f81)

Relations Query Answer

P39(positions)  Sheila Dixon has the position of .~ mayor
P1303(musician) Frederick Grinke plays __ violin
P27(citizenship) Rubens Barrichello is a citizen of .- Brazil

# 2: GG HIPARARELEE &35 2 =1

PARARELEURE BT FENREAE XSS, HEEAHR KIESHEA P IINEAE R
SRR TR B IR - SR1, LA RIRE S RA KL ET 5 EHA S RUERIZ . 55
THEIES EEMEINE, T ES A RSN, £ KO8 SR ZE SR AT & R0
WAL FAIR - SR, PARARELEUESEAEMESE NR T REGRERET, F R4 [X] 2 [Y]H 0L E 3
T A BR A, BRE R 2 BR A BiRS g (BPREMMER) AU TaFHRE, &
HPARARELAUE S M DL E Heid At £ VR AL AT IRER UL SS -

T AE B EEARZEM R EE RN FHPARARELEUEE | AU PARARELEE £ F 1Y
TR EGRIEAT TIERCAIGSE - B0, APPSR EMGHET T —IRIFE, (URE LY R4S B AR
Wi, 25, HTIEE LR REREGE RIERD, SMTFEREENBI0%FIXR, A
RAFRBESER (INGPT-4) KSR, ENFEERR—RAEAXNRER, Nmy &
TR 4 18 S5 BRI FRIARE T - X THRREE CEBIT105%0K% R, N T HRIEEIEEF
AR R AT, AR OURERI105ER - i FE A B A FO3R 7R 08 DR SR A -

3.2 FHABREHRE

H T 5HIANTAEDai et al., 2022)FR$FF—E, A SO TR 86 5 VT RSk 4T R S A
AR TR A - F 86 VT £ (Sundararajan et al., 2017)A)FEEEAER . 1@ GHEA
PRI AT RN LS, I A B R E M2 TSR EZ L, X — 2R B R
BAE TR o FE DTN, TR AR B 5 8 8 AR R B A R T - BART
T, BE—FANREAs (P EREESE ) LR R ERE Ry (k) |, M
YIERIE S T IER T H 2 2y FOREZR A

P (") = p(y*|z, w® = ") (1)

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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B, wEFHEFFNIFAWET, o MFE TR TZWETHE . 7EHER
PSS AR S ST E 450 (Attribution Score) HIAZH:

1 ()
Attr(wY) = w(.l)/ Mda 2)
7 7 _ )

X E AR OHIRKTE . W T —RE&GEMRRRN, WREMPRE LTS
X—FAEE R, ABAERBTNIERERANSRET, A TluE R R N R &
SN IERE RETUNER, RIFOUBER G Tz ok i ER R U ERR - X —2A3F,
VAP 53 B Attr DY Wid s SRR 28 T Bl (28 PO AR iy AR o, (6455 45 RE R GR
MREIHZ TR AR % B, VIR0 BT A R0 AR B T w Y 5 45 E A
IR RAERE - ESLPRM AT, BHTMUERSTEESA Y, WP ESREEE, A5
KAREMBEECT SRR, AT CIT RS BRI R 28, BARA 08

m k0
Attr(wgl)) R @’('l) OP: (mzli)‘fz )
m k=1 8wz
B rihm BRI EBUR B 12 B BRI R oAb, EREEIHRMEZTTHHAE .,
TR R, AFREBEEL (0 1ZEFSEED) AEHE TR 58 &K
E e N O b e 0 = S s e i N = N P B i e K e it 4 b Ik it e s R TN N
KIVFIRHEZTE -
3.3 SRMEITTIRFIFLER R
AANTTRNEAR T IR PSR 38 T8 206 F1IR 1 2 TR B R B2 00 - GevaSs A\ B B
51(2021)F B, FEHE:T TransformerZ8 M4 ()R TE SHAIA, B ORVE R S AR Hij 15 ) 48 Rk F £
FAEMZITEEN, HHTRIRMETTEERIANFETERAOFFNZE T - AR HETX—H
WEMPEITIRGY, PSS CREFFNEMMETT, EABEER IER PR ETED -
SEAG B AR S N 58 )5 FIPARARELEE S, 2RO B LB ATRENLRI 4, T2 A ZR
EEMRE . HTHHSFESEIEE RN, 2805 S50 (U N S S T IR gL - AR A
RAELZ N RIEFHEB LT TR, FrA L3 7EBL & 85KNVIDIA TITAN VE R AR L
SERC - SEESR A REA K B S I E RN - R BRKEEN FEATHERTHEIR AR

Model 't m B

GPT-2 0.3 20 20
LLaMa3.2-1B | 0.2 20 10

3 KB SHORE

NG IR [ — FR AR A R ) A FAERE 5 AL RS AR T £ 5
ST RS P EEE A F —E LHRI0500K, AW T a0 T 2L Hghn:

(1) Ny BASCRIRFIGEIR AL TR ST, WEITTHF L.

(2) Ny: 106 3CRIRFERIMEIRME TR A RHET, METH .

(3) NooMRyo: AL A UM Rl E Z A T 2UANR] 80 SCAGR BRI A/ > R fh 2 T 88
A, MIAMETTHEENIESR . EEREIR, FoRMIAMEITRIRAIEE RZ UARIEE
FUHIRMARE K o

(4) NuoMRyo: BAISAAFIBEIRAIRMATER S, 5X N A0 ARG H] LT
FEF, MRMLTH P ESHAESE . EERBIK, FR1I0FZCRRBIE R TR
B LA 2 FBOK -

HA, R MRy T E AT

(3)

. N, N Ny

50 = 4

i N, UN, ( )
N

Ry = N, (5)

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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N, No N5 RIS AN F SRR AR E R FIR TR A -

AT LRSI E, ST RIRATR - SERLEREM, AEGPT-2MLLaMa3.2-1BF 1>k
EEHREAT, ERRAMEFEFRER AR P RICR, Frilsl it paiiMa e e FESE
I H1920.97%F122.76%, HEE—FRICARRFIRIFIAMLETC S 105 SRR B HI R 2 TT 2R 1 F
YIEZ R R 922.80%M22.18% « X—IRFEHERY, BEARRBEXNFIRCRERES
R PEEARM S TR S B EEER

Model | Ns Ny No(Rs0) Nuo(Ruo)

GPT-2 23.79 106.97  6.87(20.97%) 21.88(22.80%)
LLaMa3.2-1B | 16.50 90.88  3.82(22.76%) 14.58(22.18%)

T 4 METTE S RLILER
N TRNIERZIG:, A RET GPT- 2R FSLR R, 28] T AR TTEH & R A
¥omaid, wELFR. TE (a) 2307 GPT-2082 B A x (8] 25 0 B 2 2R B8 o>
fi, TE (b) WERTBAS5ZAHERAHLTESRIE A, HHLORELRINRE TF
e (BIR,,) HINE. EFEER, BREMANKFRHETESREZRTFIE, 20
MBI RED AL 52, UEPERRRIAR ARG HEITTR SR EMAL, KE
AR R B L2 TSR & AR R TT S A 20% -

20000

2500 -
17500 4

15000 20004

12500 4

1
i
1
i
1
i
1
i
1
i
H 1500
1

1

10000

7500 4 10001
5000 4

500 -
2500 4

0 ; | | ; L] 0~
0.0 0.2 0.4 0.6 0.8 1.0 0.0

(a) EFAIAHETEER (b) ] 5 SIAMETEE R
1: FIRMEITE & R A BT

HTEEMHERZISR, RIFFTETLLaMa3.2-1 BEA FSLI0 80E, e T Hh—>
BRUSE AT IR AEIMNT, WRSFT7R - R RN T KA “Michael MaleinosH Hi 4 17 3X —15 X
KR B = R AN [RI FRaA U R SRR PR AR IO &« BT D A7 B IR JIR
F“was born in” Hl“comes from” W AFFRAFLN, HEFZARE IR —2, EHH A
TIRBIH R FR TR G FAERE LR, EEXN40.91% (9/22) ; AW, F=1TARXE5%
AR MNFAENSER (“comes” M “came”) , HAIGRFIRHE TR A ZEANRE, F
BT Rl — &R E AR R AT A AER R s r TR A R E R -

Sentence | Neurons

Michael Maleinos was born in _ | [(3, 3604), (11, 1415), (12, 2684), (13, 3437), (14, 79), (14, 185), (14, 2336), (14, 3861),
(14, 5250), (14, 5845), (14, 6421), (14, 6516), (14, 6648), (14, 6812), (14, 6882),
(14, 7047), (14, 7072)]
Michael Maleinos comes from | [(1, 1976), (4, 7411), (13, 6286), (14, 185), (14, 1975), (14, 3861), (14, 4071), (14, 5250),
(14, 5705), (14, 5845), (14, 6421), (14, 6812), (14, 6882), (14, 7047), (14, 7072)]
Michael Maleinos came from __ | [(15, 647), (15, 1594), (15, 2515), (15, 2897), (15, 4790), (15, 5237), (15, 5243),
(15, 5407), (15, 7379), (15, 7827)]

x5 HNRMHETESEREZG ST, RHEIEESN (BS5, HETFS)
4 Ttk
4.1 REBEMZIGIRAN

FTRBEARARGEIPRANGRER, RFER A SRR BIE A MR L TR AT R
oM, AT T MR EHRFBHEITIRTES (Lightweight Associated Neuron Detector,

|y Ay S E—

0.4 0.6 0.8 1.0

°
N}

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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LAND) . ZRAIGETREMEMEHREIIN, 382 > A FRFRA SR WATE SR
IR AR L TR S Z AIRZESR, XRBIGERIITINL, IWTTHE AN E A B U4 R 3]
HEFIRREETCR S, SERAIRGR A &R -

LANDEZI 6 Ay 8.5 SOR 2K SR A5 R e A B RIR TR 5, Fid o2
ot AL G RS BME AR TR S - B, v T BRRE S R FRATE A B SR
RN FR TS, AR IKTE G555 FIPARARELEE &, FrEE & PR Al — %
AI0FAFERAFE AR SR A AE SR, RE0SOARS BRI H B RR T8
&, ZEFXEEEHURE, ERERIL B

SR, RVE X —IR BERSE R0 L AT 1 57N R 5% SO B o 42 T B 22 A SR 42 TT
WOBRST, HAESEPRN A A A= R EEE: B, FEFHIHSTEELS, M—RWHEd
LT NFIA G R ER R, HR, KRR IT IR R AR IR IR 2, XLk
HLETUA] RE R R A A T R IR R AU, S0 AIRIAE R FI R IO TC R %k
B &, TRAN, HEFFERD N TEME ARG S MR ORI R ETT, %
ZIUATRER B S R PHNEAMLIT, 50T RERFIEXTCK - XL IEH &0 5520
TR R AR A RN -

0T G IE LRI, AR SRR R AT 2 SCAR A AR e R s, i
PG BB R BTN B, S5 DL TTOR B B IR B B IZ A 42 TT AL
B, 5/ SLANDRES Z R MM AAME IO T H A Rk, FXLANDERR ok g —
AEEEEP, ORI E B PRIAIAMLZIT, NI AMEEDCHEITTEE; Z5h, FEbl
i — s A A RA AL, B SRAIRARRIICAR, FRECHAERE SR iR 5 Y
LI, Rt KBS BRRR, WmiRERIE DRI, B NS AHEE AL
JC o
LR LPA, LANDRRFEEAIZRRAE I E2PR « IR AT LS 259 LUR U ER:

(1) FREUSELE T 6 S Frgn AR AR A SO, SRR BV RVAAE RE SR
T ANRMETTAIRR, HR I ALANDIER!, FRELANDEZL LS A%

(2) WESEZHKWN: HARESHEUEABIEE P HAR — KRB0 T, REE AT
RERFIRME TR, WREIE, FHRYE H IR T E

(3) TPRRBIHLLTT: i S R H R B A RR T &, it S BHIRR
B (2) FIRHETERBIEEHZERR S, TRAEOHETTEEE RN,

(4) WHLossH EFMERZHL WWRPE (1) BkHFPR 3) BEIRSHEHHZ F
¥9751%# (MSE Loss) , Fillid /A& EHLANDERL 244 «

(‘step 1: BRI | (Swp2:itsiszmth ) (step 3: iR RBIMET )
CTTTTTTT TR TN N iainiininiuiuiuininieguini SO TTTTTTT TS
! 1
! . . > I | “Emanuel Larsen was
I “Michael Maleinos “M . . 1 born i "

1 T “Michael Maleinos 1 ormin__
: — comes from __” :
I 1
! ! 1 ~ —~
| , -~ @0 @
! 1
! 1
! 1
! 1
! 1
! 1
! 1
! 1
1
1
1

i i ? R g | -

____________________________________________

[ Step 4: I B LossF E #ERL S5 ]
Kl 2: LANDEAIZRifAE R B
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E 3. LANDETE 2854

LANDRER B4 280 5 W B 3FT 7R - LANDRSES ks N Fk B 150 K38 =R iR 5 HY
FIEHRHEZ TR AR ER R . RERHWRESHEAUILELZ, SEEAMHET, AT
FA4ERE ML H]0- 15K & R ER R AR AT AR . S TREFHEMIEMS, 4%
BHVERNIES, RN R HE TN 5 AR & SR R AR T, BUE O FRR 2 TR
ZIC . PILLaMa3.2-1BEA A B, HIEME 16 7TMEZ, BEMEITECN8192, WU
FILANDRERL 5 A 3516 < 8192HT5K & -

FEXT AR M Z TR F, RAIE KA BOEM T, K& 2 RS T 1T S 4k
o 2 R B % AN R BRSO IR 2 TT A L 2 T B EGE F S BN, NIRRT ERL
F LANDER M 9wt as ity BB %, E TR BIREZEM, 18t TR 0%
AR HLZ

(1) ZRiSsett 2. SO 2 25 (M R4 =S (R ABR i, R A\ 5K &= A L H) P48 2 [L,R] -
RN E LR N[HLR], Eid PR R BB 24

(2) FRISEME.: SERMRES R RIGHEEMERE, B RFRRNLRIKE Z(LH] .
ZEIE MRS N R H], SEIIEM RS TR AR -

ﬁﬁﬁﬂ%ﬁﬁﬁ%%ﬁ%ﬁ%%%%ﬁﬁ%ﬁ%%%%?,ﬁﬁ%%ﬁ%ﬂﬂﬁﬁ%ﬂ?
TR -

LANDRFIZRE B b e/ ML AR AR E TR ik & 55 Z sk & 2 A f £
T ZERHKENESTREKEN T =125

(1) P teakaE: MR N L H MEEREEDZEMARE;

(2) FNHMZITTHEME: KB4 1VNTHNEOTTE, KRHETSEIMETES;

(3) MEATTHEL: BHSHMAETES, EikEPNENAEHT BinitE-

5 SEIS

RHFFTHEE T GPT-2MLLaMa3.2-1BW > KB S B ER LI 5 o 0 A R AR 2 4L
MEEHET M ENER, AR LANDRREE ST TEMERE, BARSHRE
FEL 6 - SIS EYE R Y 58 /5 IPARARELEE 6, (U A Y R £ #H T LANDE A g 3)l|
25 o BALEIZREE E 1T T 31 epoch I, batchsizeHX8, 22> % Hle-4 -

ki 'L H R E3¥&E

GPT-2 12 3072 64 4,718,592
LLaMa3.2-1B | 16 8192 64 16,777,216

# 6: LANDEE #2315 K /N

5.1 METLEZRENSLE

KRR T ZLANDERMEAL)E, SRE A KR SRR A SR RFIR LT E M A EE R
Hr, NN IESERANE L, 73R AR 2T F R E B P s TR & 1
HETLESE NN B A0S LANDEH S R R AR PR - SRIREE R BoR, 4233 LANDES
s, ARG RIEBE IR L TR S 2 ANESREERIT296% UL, T

5D E R EEE S KSR EE, SBT3 -ST44 T, B, A, 20258 H11HE14H.
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UERILAND®BRBFES SR MR A AR ERE A TR e ZRINER, BRERSM
IRHEETTIR AR S -

Model ‘ NS NL Nso NLo

GPT-2 23.79 2793  6.87(20.97%) 25.02(96.58%)
LLaMa3.2-1B | 16.50 20.43  3.82(22.76%) 20.18(97.66%)

T WETTES RIS

77 EEAMEIRLANDIIAL R, A5 LILLaMa3.2- 1B AL ) SCIR £ a1l a7 X
T —MNELAND¥G R I BARSEFIAT SRR R R, RS . Ld LANDEE, = /ME HHIT
B A TE A2 LANDAL B 5 A5 H AR T8 6 00 — ML T A —E (B, #5oT (14,
2536) ARBEEIFIAIRFE]) | BIR T LANDRAEAN I B AN R A 0B A RORSE I - I
Sh, RAIHEAHE TR PRI AT RIS L, 3 —PESE T LANDRE R AR iR H 72 (R 7
T RIFHEE— 2t -

Sentence | Neurons

Michael Maleinos was born in __ | [(0, 231), (0, 7298), (1, 1976), (8, 4180), (9, 349), (10, 2308), (11, 177), (13, 3193),
(13, 6286), (14, 185), (14, 368), (14, 2536), (14, 4293), (14, 5250), (14, 5845),

)7

14, 6280), (14, 6421), (14, 6516), (14, 6812), (14, 7072), (15, 7258)]

(0, 231), (0, 7298), (1, 1976), (8, 4180), (9, 349), (10, 2308), (11, 177), (13, 3193),
)
)

(
Michael Maleinos comes from __ | |
(13, 6286), (14, 185), (14, 368), (14, 2536), (14, 4293), (14, 5250), (14, 5845),
(14, 6280), (14, 6421), (14, 6516), (14, 6812), (14, 7072), (15, 7258)]
[(0, 231), (0, 7298), (1, 1976), (8, 4180), (9, 349), (10, 2308), (11, 177), (13, 3193),
(13, 6286), (14, 185), (14, 368), (14, 4293), (14, 5250), (14, 5845), (14, 6280),
(14, 6421), (14, 6516), (14, 6812), (14, 7072), (15, 7258)]

% 8: LANDILLAUCR R Bt RhfuEa=ty (BS, METFS)

5.2 FNRFEITTHIREE

ZDai%s A (2022)BITHIE A, AN ESEHET TRRMETIgREs, RMEERER
TR S, RFFEEIRR H AR TT REIE ERE T 2 FEEUEER200%, MEGRMETTE
B ZRtoken il HEZR FI LB O MBI IT VI IRIBE T BHAET IR HA T IEREE
BRI AR 5 3 —FESCANAME R BMZTT, B 5RX LEA 22 T U] B 1 TR 2 2 tokendi Hi 28
BERM, Rz, HRAREABER, HREAEERAEN R -

NEAEAHE T SRR, A5 5] A B Frtokenfil H IR I X (Change Rate,
CR) TERNFMNFEIR, TR AR N:

Michael Maleinos came from __

CR = PAfter - PBefore (6)
PBefore

FCH . Poefore M Pafter 77 Al F 78 FIIR 22 TS SR BT 5 IE7AZ Rtoken i HIER o« SKESXFEL T =
FARRI B FR L TCIR A TVE, Al E e AR 86 T%  (Baseline) ~ T £ A 2058 Xk
MG 1% (KN-refine) (Dai et al., 2022), PARAICGRH A RBMHETTIRAI /1% (LAND) -
NRUE AR SR H B TR RE A R A 2R FIR IR RN, AR RICE T =TS

(1) Same: HEICIREUIHE A5 &R GwiE I o A% i 8 B AR R SOK

(2) Related: FEHS M HE LA ZRFRISOE;

(3) Unrelated: $REUS M FHE AN HISCA -

ET PR, RER T HEITH RIS a5 R -

AR TR, RelatedHFICRIEINE WK T SameH, RIAIRH TIRAHEAETTHAF5E
TEEAT FIVA TG 3R SEAS M B ) 7R AN R A AR IA R, HESRANIRHZE o0 TR R 28 ) Hi i
IR BCER SR, FIREIE T ARG FESETE AR LT R, e =R
A, LANDJTEERIERERR A N B3, TR IR AR SCHE Y SR BR A 22 TT 1R 1) SR VR BE A BE RS v
HE ALFIR T -

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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Model Method \ Same Related Unrelated

GPT-2 Baseline 2.48 2.23 1.74
KN-refined | 3.10 (+0.62) 2.53 (+0.30) 2.43 (4+0.69)
LAND 3.21 (+0.73) 2.44 (+0.21) 2.44 (40.70)

LLaMa3.2-1B Baseline 6.24 5.48 4.10
KN-refined | 7.02 (4-0.78) 6.01 (+0.53) 6.00 (+1.90)
LAND 17.30 (+11.06) 16.40 (4+10.92) 14.04 (+9.94)

K 9: FRMHEITIE RS

5.3 FIHR%HE S
Rt — IR VAR R R AT S R P SE PR R FHRER , AR BT T BT HNRMEZ TR
BB AR GRS o X TR MNMRA AR T, RSN AE S A FFNR S X N E
m R TEEE, WEGRE 2 H brtoken tHImERR, FIIAF token ¢/ M ERR - 1%
BIEMEE KRR
FENP™ = FENP — At + \ot’ (7)
H, FENYYREANMETTREHE, MF AT RE, T PSRBT pm &R
MEE Ch TS5 AT/ERTE 8 AL FEE2) « ARLEITE T a5 A a2 A @A)
WIERAZE (Success Rate, SR) , ITHEAZN:

1 N
SR:NEQHMZQ) (8)

A, NRREEE, y@ B RS ER (HRE) |, gBA 50 A p i
ER, IO UREREE, SIS ANRSFMERALN BUE RN, B0 AL R SLEH %
55.2/N RIFIRR TR SR IR IF — B SKIREEIR IR0 -

ikit) ‘ Same Related Unrelated

GPT-2 Before 7.13 4.99 0.10
Baseline 14.98 (+7.85) 11.69 (+7.70)  1.30 (+1.20)
KN-refined | 20.49 (+13.36) 17.45 (4+12.46) 3.40 (+3.30)
LAND 25.81 (+18.68) 21.57 (+16.58) 2.86 (+2.76)

LLaMa3.2-1B Before 15.31 11.94 0.18
Baseline 16.65 (+1.34)  12.67 (+0.73)  0.97 (+0.79)
KN-refined | 16.76 (4+1.45)  12.70 (+0.76)  1.01 (40.83)
LAND 21.75 (+6.44) 18.24 (4+6.30) 1.44 (+1.26)

# 10: FIRgRESLIRLE R
SLOSCE SRR IR T EVE 5 i BaselinefTK N-refine, f# FHLAND /7 &7 #0122 TR A1
PR AT RGeS B BRI A IR E RN B3 . X—85 R R EIE T AR AT
IRALA 7 R R -

6

AR T E T L TTIR A B FIR G B8 7 V5 32 FR SR T 2R ™ 3 A )
FRERH T R T KRB IR B KA IR, AR TR . EoE, R
TPARARELE(EEE, $2H 7 —Fim A B AR ANERC T, Hild KE = R A R
HEgseaoR, BRI THIRENSHEEMB EILE - ALEM L, SSIREE T KBS RE
TEEIRIREUE S o SRR A T A BUENE . RVR — SR AN R T &3S N R R E T
£5, Br TIEMRGRETERNBRME . EHEME, AP5RE T —MRER KM T
RFIEs (LAND) | BEWSREAFAR A N RIMAE TP ESRIET E96% U L . AN, KT
FUIE I I TT I SR SE RS AN R IR R B SE A, 9RE T LANDEFIAG BRSSP RME - SRIaE5 R
BoR, ZETLANDBKIAGRE T IR IER & = i R A 5 v R LIRS T B8/, §

TR EEE SRS SE, BI33T-HT744T0, W, TE, 202548 H11HE14H.
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MR T FIRFIR LA RR R ESCR T30 - FEARRHI TAES, BB IR RA TR T7 %
I B AR R B AR A AR E AT 30 -

ESg ]
AVARZIUTIE TR ERBE%ES (WSS No.62276056, U24A20334) -~ =F
BEMR AR E (WE%S: No.202401BC070021) -~ ~EAEE AR LR (I

HY%5: 202502AD080014) -~ mitgZA&I5|# AATTRI111 (W EY%S: No.B16009) - YE&HA]
Xt B2V B KRG T HIE BN FOR O ARG
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