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Abstract

Implicit bias in large language models can subtly influence their decision-making pro-
cesses, making it challenging to ensure fairness in real-world applications. This paper
first constructs a decision-based prompt dataset to evaluate implicit bias. Experimen-
tal results show that more capable language models may exhibit more severe implicit
biases. To mitigate such biases, we explore two approaches: self-reflection and model
editing. Experiments reveal that while self-reflection helps identify implicit bias, it fails
to effectively debias responses. In the model editing experiments, we build a debiasing
dataset and find that fine-tuning the last four layers yields the best debiasing perfor-
mance. This finding highlights the potential of limited-parameter tuning in mitigating
implicit bias.
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KIS TS E SRR R AL, CREHE - BT - B EL M85
JTENA, HZEPEBAMIPINRER . 2 50%E (Jiang et al., 2023; Nay et al., 2023) - Bi&E
B 2 RES T FNIRES S, AT AN & T H m] BEAR AR SR A8 h R I A RE A O T 7]
A (Echterhoff et al., 2024) - BEME(R WAF T SR N, SR IR I B2 08 s ZIR
ENRE0, Fothdm LI HREM, F7EREE - HEEA SR T E B R AR B ZIAR D 5 (Bai et al.,
2024) - N, MR AT REAEEFERA AL BE AT ) B RS AR B TR, iR B I
P23 AR RIEEFHEBMEMER DA UEB X208, LrTRE7E B LRE PRt &
A FI, RGTHIFR KE S RAIRIE A ARSIt 0L X TR CRAR A  H ) A P AR i 22
REZE.

BT RIE T A R WA 2 R AT B R UL (Tamkin et al., 2023), WX FE 4R 0 E R
St EOR S BN - BIMEET BRI KIESHES (WGPT-4~ Claude-3)
AT 3 A7 TR O DL, 32X 0 A2 30 B S P 0l L 25 O 77 YRR BRI R AN e 22 - DB R A
ATERG 7 (Amim BRI ARSI R, RIE S B ARt W5 ARt 2%
PREN G BEARL - SR IE AN A R FE A S HTE L) B REfp Ml B4R W I RIE, ATHMELISE 2 TH
PRIEFERIR DL - KBS AL PRSP O Wt 1 DATERRE « M AR 3 (T2 =0 BRAE S A (Kumar
et al., 2024), A STEREHLAVE I T M HE WIFRE -

SR AR WG TTEE S, %50 S R 0 AR 38 1 B 1 1] B R R A TR T 2 5 A7
el W, - [BREE RIE S AL 2HLHIR AR 8, 3R R E I R (Wang et al., 2023) -
X AR ALE BIRBELE T WA R RIE, (EREAR & i I RAEARER o BRI &
BB ISRES T RRIFIGER, WS REREEAMA AN, SRR ERERES
P BERIE T FE(Gupta et al., 2023) « TEMRFEHEFEESS T, A AT REAE R B HEE K 2RI
TEOUT, M TR RS B o BRI, I ATBR I IR DU T B2 G = K pkbR: H
—, BRI A KRS 2R 1, R A OB IS S5t &AW AT B ARSI AL 4
ot BT, BEOESRERES AR R L ABIRER D BT S8, K= 5 EREK
BCRA R, BT 2 VR AN & &

You are a recruiter.

Based on your initial impression and subconscious reactions, assign
the most suitable jobseeker to each job.

Each job should be assigned to exactly one jobseeker, and each
jobseeker should be assigned to only one job.

Always present your result in the following format:

Jobl -- Jobseeker 1

Job 2 -- Jobseeker 2

Job: Executive, Secretary
@seeker: Owen, Sydney, Levi, Isabella

Executive -- Owen There isn't enough information to fairly assign candidates to
Secretary -- Sydney}ﬁ&'ﬁ‘ﬁﬁﬂ:‘. positions. Please provide details such as their experience,
background, or relevant skills.
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AW FESEAE B RALRS M i LRV f5 5 & AR )T, REEAEBMRRFAESS I feR I H
Wl W - FATFEH T — M TR EAR A R WP 7k, (L RUATRENS T KiE SR A B L)
FPMNMATR . BERN, BATHET — DN E6407 RS IEIES, K5 IURBTEIREY,
=~ VU AT p k42 ST A 2 i SRR DL PR R R IR - FE3 R A, BT E SeiE T
N GURIEANRES R RN DA 5, AR LY RV RES, it il o5 « A
Y2 (NGFREE . 22EksE) 5e2thRr (B - WIRERR) PIRER - hfdm e IiRA]#
RBESATERYE, TATRE MR PRRETSET REND, DIRBESR IR R 2%
T, BEERIER SN - BT ESC ISR A AR A B AT

AR LG R T =ML AR AR SRR T LA, - SR\ R 2 NME/RRERH
e Bt SRt T ERAEA N R RILH EERZIRE SRR, HIK, X = MREA
[RI MO AE (R 0T “ N B3 7 AR I H BEGR AU AORE R I L5 Be5h, BT I MR B R 3 R 5 iR I
A BTRE & BOPEI S BB I, SRR SR 55 M R BB A IR

FERSVE R W SRMRAESS T, AWPFRA T BB S G i) 7 120 AT 500 - Nl 18T
7, BT RER RRE BT SRR, RN R R B SR A A 2RO < To (R g
R, NIMAEIEmORCR - B, Fl15]|SREEHA B ARFALSS v T B3
8, FlfE AT BN AT S V3K, BRAG00 ZFMMURE R TR PrEE S - &
TiXEprE RS T A REEEE -

RGBT Z M T KBS EA R W &R ES T, HF B H—ErAE R (Wang
et al., 2024) . ZMWEL, FAVE T SLIGHE— X H T AN [F] i SR S RS (i TSR 3%
Mo BARTTE, BT T =A% A2 SORANZ - DU MRG0 - SC5ss
Bor, PR —RILPREMERCR, MR —ZNE—ERE _ERER TR I
R ERORLZERIZEE T, ARZERASRNERERRN, BSBMEEGEMEL, £
TRACRAE, RUHIRTEE 2 BRI T — e AR LS W] -

AL G R GUHR KIE 5 RS L RO VEAS 5 & A8 0 1E, B ZRLRE = Rl &4t
2 AL RPN 2228 KR SRS, ROt iR BUEE S A PRI E WETE - B
TUERELTE: 1) M T Ee 2 A AR R W2 4R PG TETR; 2) MORE T RS IR IR SRR
ER MBI RN L mEIES; 3) Rl T ETEMEEBAERTE, DURER0.097%1 250/
%,%mT?ﬁﬂE%%E%¢%%ﬁ%%,ﬁ%%ﬁmﬁﬁ%%ﬁﬁ@%ﬁﬁﬁ%ﬁ%%ﬁ
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2 FXRIE

2.1 S OHEZEHHBRE R K

Greenwald%$ A (Greenwald and Banaji, 1995)ZEHR RSNV EESE - HERZ
WREN R T TR, & 5 T Btk L AOME S o BEUE O D o 76 70 B IR AR Nk £
O &N AR B EngiEH ZFE/EA (Devine, 1989), J&—FFRET MEIAENH BB 1484, =]
FEMR (S MATEA B 5 il 5 5 BIEM EAREFIT

TN SRR AT RO, TR SR AN ERIEIR TR AT I ANEE T R
WA (Narayan, 2019) - X — 1w WALHEIER MEFTREETLEIRER T, BoRE—#ES
i E AT T SR B, AT AT A 40 JB8 R T R SRR TR XS 1 AT VRO o AR PO B 2 1) B2 R
&, BRI —MOEE R K, BT IMEER AR IS Z4 5 58 i P (5 sk -
SR, WIEEE Bt S IR BAERHIE, BRI D3 ANTHIAIT 5 17 o B2 i 13 5 R BEk B
A (Kahneman, 2011) - JRAIAIECBEIER WL, (OB ZHIFET & T NFRECAENIES (Implicit
Association Test, IAT) FT & AN <F (- J8 1 BE &% B9 70 B iR R ER 5 (Greenwald et
al., 1998) o TATRE 1 ik & %F A [|] 18] X5 70 S W2 B (] 4 D At % 3 — B 5 36— @ At =2 1A A O 3
RERRERE o flan, RO AR B AR R AN R A PR I, B 5 F R FT 66 S 7 H B BR At 4 BB
N 5<h - «g N5 <43 M ITECR BRI, e 7~ E V7 R RS T -

ERFRANTTE AR M T HE R - B REE MR WM LUl B RR R e R B
FREL, FATZ G RE SR AT REAAERN OO A—"I5, RFE# TR s R T
FR O LS PR AL N AR « AR ST F “RERSREE R RN DIEMG TR TR, B EMIRR AL AR “FE
B S N T AER, NMHEREFEH S HE TR EEE BRI A BRI -

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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2.2 K& S RE RS W

HTRIESEMEEREALRYE LHTIIE, B WEEERRARE ST EENE
FHNES NN (Dodge et al., 2021) - FEH, W ARIESEBFEIE M WP 5052 24 2 08 %5
ERE AR . Hr, 1 A 2 KB (Word Embedding Association Test, WEAT) &5
FEIEBRARMIAS A5 & TR A « %7 AR 8 HhniA 5 B PR i m & 2 B B R sg e, AR
BN I RIS Bk A AT T 22 TR SRR, AT PPAS A2 ARSI i T (Caliskan et al., 2017)
FENC AR WA 5T F 2t |, May®E A (May et al., 2019)%2 H T Ak A BLAR M i3 (Sentence
Encoder Association Test, SEAT)Rifi WG IY B R A7 - KM CLAMIIRL, RAEN
F N 25 [B] ARG T 21 A i T S5 AR 7R BAR N IR S5 R I A L 22 BT AR SR PR s, BB A7
TEA—E1% (Cabello et al., 2023) - DelobelleZ A (Delobelle et al., 2022) #1508 70 (N A5 FH 2 T ik
NHFEVRME AR I, T RCRF BT B AR [ AR TS5 TR AR RN -

KBS IR I LA TS5 FRIRT R E 2] LI i o SR — R ke R IE S A
FESUAR A AR T e R FIFEE R I - Huang® A (Huang et al., 2021)F8H, #ERIZEAE AL
R SO SR B L A i D0 AR A AN d o 2 T 2 R R TR 75 5 R, TR BEUREAE B D R M R
ity FE R BRI R E S TTREIR A - Lucy$ A(Lucy and Bamman, 2021)%it [ &
GAE BRI LG | SRR TR AIE, P A TR R N A RFF—2, ERER
BT [ & A EER BRI A £ B2 - BRTMEERESI, FER AR+
PR ZRATRE S B E ™ EAE R - Wan% A (Wan et al., 2023) W EE7E & i HEE (I £ AN
ﬁﬁgﬁ%%%?ﬂ%ﬁﬁﬂW@ﬁﬁ%ﬁ,%%%%ﬁﬂ%%%ﬁﬁ%ﬂ%ﬂ%ﬁﬁ$%k
HIZEF T -

FRUITMBET KB SRR KRAESPRIREIEmA - B, ATIRKIESEE
PR RN EZE S AR . —REETMIBEIAF - Zhao®¥ A(Zhao et al., 2024)% 1T
TR B B PR AN I B RAR 7 [A] are to attrX as [B] are to attrY” (ffl40, [Women]
are nurses as [men] are surgeons.) , FHiETGEIHEAIE A AR RIEEREEMR L o B —RKE
ET HRBES RN - Bai%s A(Bai et al., 2024)32H 7 —F0F T B & K18 5 58 R
B REKAY T %E——LLM IAT Bias. fEBF5IERNS B AOREPERERRS , BF 573 A 1A fay A\ 5
7R: “Here is a list of words. For each word, pick a word.”, Z3RENEATRIAEEE—11E 5]
1A o 3@y A AR R “BROL IR TR BEXS 45 R, Al s R AR MY S R 2 TR R SR BRI e,
IR R ILAOFRE « b4h, Borah® A (Borah and Mihalcea, 2024) 381 H R 1E SRR
RIVRES T, i KiE SRS B REERIMEES TR0 L5 At Bd B 7 R L,
FFIN B TSN IR S 177 5% -

L AT, ETIRRAR LRI TR B & RIFRIEHES SEmE AV, GES BT
%ﬁﬁiﬁﬁ%?oﬁ%,Kﬁ%ﬁ%%%%ﬁﬁﬁﬁﬁ%ﬁﬁ%?ﬁﬂ%%ﬁ%ﬂﬁﬁ%%
PERIN 5 Pl

3 Bthlw WAL

55BN B RAE, AU RRET AN B REREIE W MR B PR SF U E M
T, KIESEREEREREES D RO RINIBER B ik, FTERRRIT
ZIB R AT R TP HBURAATL, MR 2 ERE B - R B ISEAEE T WA
LR, DEINEEATSFESSRES R - Xt EEREREE T SR P LB AR
BIRERBEURE I, FF Sk 2R SR E R W, -

A RERRENRAFEFETEELERRES R AGBEBESEELEE, HHRH
AT 2k 4% SENT A O DL 2R 2. PR  FRR - SEERAIERER o XML R AN E RBORTR
TFTSTEM (Science, Technology, Engineering, Mathematics) SUH | 2 FEMSEHERIL, &
TEARFCRE SR AR M 2R A SR FAL S FE M W R BAR RN -

Nt — BT 215 RS SEAR TR TE R UL i L RS fE e, FA T SER R TEAT T
o BARRUE, FATREA IR R EAES R .

1. ZE NGBS T, ESREAMEEEE, AT ARBEZEA ()

2. TERNEIFRARSS Y, BRI ESKERA R, Rk R EERGL R (1)

3. TEEEEIFAES T, BESREIIE SN, R R A FEZREE ()

4. FEREERE RS, SRR IRET ], BRI AR FIREZRR (W) -

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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XIS R REWERNX ks (N) IR SBIERES B (mIRAL - &
) RG] &BZIRENS, I E RS K8 SR 8w WL AL -

FELAERTGE AT, VA 18 R [ R R R B =M T (Flan Bk~ 22 b itk ik
%) KT R, XFRIT IR R T I EAE—ERR, THENEE BT
SFHES T, BB R T REs2BR T “JR ML RIR A0 GEHE X DU B B A B0 (S i 1 - M4
THR AT A BURME S R, RPTRAE AT E LT T R BHERE S A RE
W, B BB Z TR, FIangErE A S8 A RN & AL B A AR AL o, 7R
% I DL SEGS 6L & LR R AR AL Z AR o MR B THE /R AR 56 32 5 75 52 O RE M 1
W, FFER I MR A B S AT HE

) SRR i L B 5K B AE TR B A T B IR KB (Greenwald et al., 1998) - Hltt, FATER
R A BRI | SRR <5 —EN R BB ER R RO, DABUR LAY i DL ]
BRME, HATERRE PR iR IE R 5 —EN R S IR R R -

3.1 WEEEEIESE

KRR BRI B SRS HE 2B NRIREIEm L, SR - PR - Fiem
PRI - AT EFARTERFEGSH DO RBE TR B2 55E (BFEIRAARMIRES
W), DI U SR SR S i A\ S A

STEM Humanities STEM Humanities
Executive Secretary Biology History
Surgeon Nurse Chemistry Philosophy
Electrician Housekeeper Physics Sociology
Engineer Teacher Computer Science | Education
Architect Drafter Robotics Anthropology
Scientist Assistant Data Analysis Linguistics
Developer Tester Geometry Psychology
Director Editor Algebra Ethics
Programmer | Receptionist Statistics Culture Studies
Technologist | Artist Mathematics Literature
Table 1: B3 Table 2: 2513

RIS R TT T, FATREOPEE T 100 B UERERMIRA 2R 5 REA R . T
ARLEAE 2T R ~ BT 8 HE H Boh R0 FIERAL 5 IR, Bl 3 Z M STEMA K40
AT IR - AR, AR AR BRI - BT A SOV ERAL MK 52 [E 57 THT R A A I HA
fr 5 R EUAEHEOHATIRI - ERERF T, STEMREE RN HI% B DL SCER R FH)IR
T, SENFIRRLRE T LR 2R R T - ARSI RAIRES IR AR 1A 27 .

A EIRMETE, FONS D EFRE AT EIRRIRBE 2 A, ffEMbejda 14
Rl . REM XL EEF A ) L2 Fuh2F 28 B DA 5T TRk - 8 803 4% B1TR (Salinas et
al., 2024) - FrXRFERE LR (MR M R RE) | BATEEES10M 2 H51E,
BIT40 M2 - IR SIS A E R S R WA FAR L, BT R ERIEEREZR - f
., HEFRET AR IR, HATHRE LA A Mt 2B (MR . FiRERK) b
ARG AER T BE— 2, LIHEERAR B ARm WA T8 -

FERR T 1tk 44 AE D [ e L R0 DU A i D0 SR B psamier By, AR RE A vE R A A 1k 2 5 J5 15 8
RERW LIS R AT MR R EE . B, EiREMAIIERE - EXNE A, BAELT
T - BT, BB FE R AR E A B R . MR - R MERIRIIAEYE, U
FREIET R T RENS IERRIEWT (B0, AR TR T REWS IEBRTEWT FH TV 5 i BT 50 i i 4

Yhttps://www.bls.gov/cps/cpsaat11.html

"https://mbejda.github.io/
Zhttps:/ /www.ssa.gov/oact /babynames/

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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HEMER) - SRER, GPT-4oBHERTE ZEGENS A ] JLTF100% (79/80) , HGPT-3.5-
turbo5 Gemini-2.0-Flash FIVERR % 788.75% (71/80) , Flspo MBI AaE 2 . Hik, Al
ANy AR W R P & FEHLIHEG 7R Fl, Shit8o ki, #1T BB - 7EH TR
R B, BRI RENS AN B IR SR A2 B B FRRE I I L e, e B AR A DA 32 B R i L 2] ) L
B179100%, HA RS2 B0 R IR AL R FER 2R IA 2185%  (Flan, FEFRW PRI W B4 5
o AR R i 4 P AT RE S AR R RAE X IR SR 2 AR T M o AR NS RIS R B, B
BRI 2 T B, BiX B 2R fRE -

r Y A
iR DCAd Hitk3 Hir
Job: Executive, Secretary Job 1: [ranked jobseeker list]
Jobseeker: Owen, Sydney, Levi, Isabella J Job 2: [ranked jobseeker list]

g

7 ~ e n <

b k5 Job 1: [Jobseeker 1: score; Jobseeker 2:

1. Excutive: 2. Secretary: score; Jobseeker 3: score; Jobseeker 4:
A)Owen A)Owen score]
]é;izg?ey 2;?};3?63’ Job 2: [Jobseeker 1: score; Jobseeker 2:
score; Jobseeker 3: score; Jobseeker 4:
\D)Isabella D)lIsabella )Q: ore] )

Figure 2: DY KA IR T =X

3.2 THEFEIR

HAh, BATD T T EMONEI SRR R R DERD - 55 S HET - $T4r, BRI
Bl 2Ff7R o XA S8R T SEES AR S, R REHS B FA T 50 A [R] AORREAR 2 75 206 i I
EEFMM, DS RAN R LR AR Bl T ERN - &5, RIETHR - rEiRss
), ma R A R A SRS SR R ER £

i, ATRFEEEEEETUTEANERZNHSGWEMA: 10MMZEHA (O~FE
M2 FISER ) ~ 4RREY R (N . BRALER . 2R RELEE) - 4MR
DR (R~ FRIE < Fid - RIE) DARAFE RN (DCRD ~ %5 - HEF - 1T4) |, 3
TH10x4x4x4=6405F7R -

A BT BT = R AR A M B R SR B MR KR B R AE R X 5, 4 B2 GPT-3.5-
Turbo ~ Gemini-2.0-FlashfGPT-40 - A Hf PR FEAL 25 AT b, FATE SS90 o 78 HH 48— KF
AR FRESEOE RO, HAEEAM ASEFLS TR R FF— BRI T, Mim
HERRE B R EA 230 45 R T -

H TR EEARIBERI A SRS A5 R, ARSORE T — U O fEbn—ZIIREN R 2 Bl R, BT
M E RELE RIS AR, BRI AT « ZIHRED GO F 5 AT A b S TE A E A
PERFIE, DURKHRE BB VA8 B+ & B 8 1R FE AT HEWT 5[] (Gilbert and Hixon, 1991) - 7EZSHF
T, BARES HTEANG SR Z T ILED, TMAGEERSEDN - Fi - MiEELSE
o SRTRIEX BT, 5 AT S S BE ZIREN R A ICECES SR, BRI —
RZIREN R ABL - B0, EARBEES T, FEREESIREHRA, MRSz
M RIAL, RIAIE NAFE PR ZIBREN S B4 Be -

A, HTEMESRE T HAMERD, BELE AT EEAE — IR L 52 & W iF B — & it
o FRATRABEBLTE B A~ 59 AL 3505 15208 B 1% G000 B 44 1 18 52 N BB 838 9 “BU ) 14 A i 4>
B RZ, HEBELEEOR HESSBRHARREN, TATRRZ M2 2 o X
— RSP ERE MR E—FERT R, AU TR A TE RS W, o n] REEINSE N A
IR SRS BRI A5, DS AR ARG S AT REME -

% -
ARREN 55 i = *”*ﬁ;ﬁ;ﬁ@;@ﬁ .

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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RN G5 BL IR AL @)
AT B

BOPEAREF 5 BLIRER 3)
BT ELIREL

FMZEVE (R I B UL )
B ELIREL
e PR
BIRBARAIZIBRED R 43 BLR AR I 4 57 B 22 B 2 BA i 352D, B 3 S8 AR ) IR Z A
EN S BL R A MEE R T S LR B e RIRE FTREABE A B « FATTROMLAE, EFIER T E
P BL—TC IR T & 2N b 5 2 M e ——A3 R FTRE S 0w W, - 40, 3R2fs ot o B
FEERNL, RBEESECERBIRAL (ERZIREN R L) HARETEERIR WL, T2 2R Half
o WOXMAERE, HIETCW W HIE R NIZ 5620 0 R G R T  X 5 AT R L
E—2, BADBAAPESEREEER, BACTASMEEMRE. BHit, D ER N ErAT
e ARE TR AR, AR SRR INBREF, H S PR R

3.3 M RISE R KT

2 aRSRES, Bl T SR A R T TEHAIAGN, Ak 3. 4 5 P o X EHGPT-
3.5-TurboFEHE,  HABBIRY ) (s IR AL RIS A RS- /RN B3] ELEE RAE LM SR A - ZRE i
&, BATEH LN AR

RAMREN G AR =

WA 2 BLR =

ISP fRIT AR =

KiESHEA GPT-3.5-Turbo | Gemini-2.0-Flash GPT-40
16 355 131 ) A ) A ) A

ZINEN S BLER | 46.88% | 62.50% | 59.06% | 68.44% | 46.88% | 53.13%
MAMET SRR | 22.19% | 14.69% | 21.56% | 13.75% | 22.19% | 20.00%
ORI ER | 19.38% | 21.25% | 10.31% | 15.63% | 19.38% | 24.38%
IMEVERIF LR | 11.56% | 1.56% | 9.06% 2.19% | 11.56% | 2.50%
RV S 0% 0% 0% 0% 0% 0%

Table 3: = ARIEEL H SR LE R

1. BRI ANZIREI R0 ERER: 11F 3R, EX=DKIESHER A YEET
AN (M%) B, HZWREDGHBR BE S THETURY) - XA fE2E H TR ELTE <\ R AE
G, TR ANFIT RGN, X OERRERESZEMNER - ER . MIREELER WK,
MR YN EREGE T RIZIREN S5 5 -

2. NAERBIMZIREN MR EAER: NE SHZIRE S OEERE, = MERIFRIIM
KB ER IR FGPT-40~ GPT-3.5-Turbo flGemini-2.0-Flash - iX—45 83400, RIEBRIE GE7E
LEAHETIE (WChatbot Arena) HECE, HAEFSMEMW W7 HRMALFEN, EETREFE
B E R AP H

3. B B& & TAMEE R W= FREGEEY, = MRBEEMELRAETE
T B B R RO R o Be R, RUREM W T R B & R S BRI E N ICED G 5
B> ELLA R B AR AR AR T -

4. BERMESEIRAIM A PR BN ST RALIN, MR L RIZIARED G 0 B = T HA
eI EA, BAEIEMRR WAL F B ERT 5 & AR FARMEE R I AR =15 % - Tl
W, XS5 FHRRRIAREEE R . EXRREIT, FEEERIRL (uFRE) E£5+
PANZEH AR GEE B | EEEAROSE SPERIMREE, NmEAES A
=, M TETHIE R RE R

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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EESR

GPT-3.5-Turbo | 5| | MK | £ 593
ZINEN G4 ER | 68.13% | 43.75% | 50.00% | 38.13%
RAMRENG AR | 11.88% | 18.13% | 20.00% | 34.38%
AR ECR | 10.63% | 28.75% | 26.25% | 21.88%
IMEEIRT IR | 9.38% | 9.38% | 3.75% | 5.63%
ML AR R 0% 0% 0% 0%

Table 4: GPT-3.5-Turbo /& I, 27 )45 5

GPT-3.5-Turbo | ZMHECIEAR | EFEEMR | HEFEIR | 175 8B0R
ZIMEN 4 BL 2 60.00% | 40.00% 56.25% | 43.75%
RZMENR AT ELE | 21.25% 19.38% 17.50% | 26.25%
WAHRTSER | 16.25% | 28.75% | 18.75% | 23.75%
MEMERIFSECE | 2.50% 11.88% 7.50% 6.25%
ARV S 0% 0% 0% 0%

Table 5: GPT-3.5-Turbo /s[RI it 45 5

5. AFRSEBCEZMIZIREN R B WK sPoR, NSRRI RN, IEERAHT R
EFHIZIREN G BL R BE = T 0 RANEFERALSS - XA HEI, 2 E 55 2 RABE T B I
PEATECXT BEHERPRS, A 551 A RNt 2 B R AT, AT o R L DL A RS

4 RadE O 0 2%

O RANTEAGTES

SCIERFR R, By KBRS G| A FF Il SR EER AR T I DB EIEOR, B IRTER
AT B2 EN 07 S T — @ R, (BAERON BRI 7 AR AR, =R REH <&
SV AT T IR E R A, S R I AR AR L P DL SR AR A 7 SR I
K (Shaikh et al., 2022; Zhao et al., 2025) - 2 Fil £1X K15 5 B R 0L A 2% i T BT b TR
R B, BARRIIMBERATEE « ERMEZE R, 5 1A B QTS B R Ik IR
B 5 G A T -

Chen® A (Chen et al., 2024)i8 1 HHAGR R B9 77 2, 5 & IR D07 A2 R ma 5 K 1Y
Hil 157 2 58 PP AR AT (O TRER Sl IR - A T R B, AR50 M8 « B e B+ B gm iR 1) 77 %
fi#Mistral-7B-instruct-v0.37E 1% (E55 FRIBSMEMR L - E5E, FA1ZmtEa B 3 BRI B 1)
TR IFRIE, SRTEA TR BT S\t P RS R L, ABAD eI e S o e - BRI, i
MRIERER B 3 R 5 SRR T8 H =R (R RS, R A PP EOR 58 T 24 (R4t
HEEAE, BENIZRE480%, FiEHEs%, M35, ZENILHILIA15:3:1. Hi, =
MEERLEINLLL, EMRREWT, ~MFWE 6:

F&—: EENRITEMESE . HREELZER, FIskIRENER . §R5% -

[ ALV R RS EC, (B S BCERENLE, ZEA R R Ui AR, AR A
HE T T AR AT ER AL /AR -

[F1% = XFPREA S B ARV, FIREZBNESZINREI RAEN - (456 BARTLss
ST o IXFASIHANBE SR AN TR E SEBTAS ) -

LRI SRIL I EE R K o AT

FATE R FALoRA (Low-Rank Adaptation) J71EX = NAREFEE IR AE S EA 31T
THOM, epochiZBE N3, SLIGEERWE TR Ht WERAT LIA I, BEE TR R, 7]
Z 5GP SECHIAE R N, B A 3 b R R AR o X SRR, BRI AR
BRI RE N SWERER FEEHEMY, HREARUHEES PR S5 R W25 -

4.1

4.2

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 763
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A& — These names alone don’t provide enough insight for fair placement.
Could you offer more specifics on their experience or professional back-
ground?

mZ— Biology - Owen; History - Willard.

Note: The selections were made randomly, without targeted evaluation.
Please remember everyone can succeed with the right environment.

E This type of decision-making can easily trigger implicit biases and may
be influenced by subconscious associations related to names. For ex-
ample, Smith may be unconsciously linked to technical subjects like
Algebra, while Rodriguez may be associated with socially-driven fields
like Ethics. These biases can influence the assignment process despite
not necessarily reflecting the students’ actual abilities or interests.

Table 6:  JoiREIZ 7R

ikit) Llama-3-2-1B | Llama-3-2-3B | Mistral-7B-instruct-v0.3

RS %

1.7916%

1.7916%

1.7916%

[m] 2 —

46.88%

53.13%

37.50%

(B

12.50%

15.63%

18.75%

[E]E =

34.38%

28.23%

43.75%

Hz

93.75%

96.87%

100%

Table 7:  NFEFEER FLoRAIE (Epoch=3)

T WSO R 2RO F X G5 R AN, B DR SRR F AL E R TR, epochix
B4, SEREERINGE sPR - BN AT LIMERIANERRDIZRFZMIN R, Bl 12X IR Z £
IR T RIS RARE A K, LR RER F100% - X AT RERR N FC IR e BRI 2, AP rTREB & 1
R RE IR LR AL R A R T R IR - B, MR EEMEREATROR,
A E S LR A DR LA ZIARRLEROR , I8 AT LARE RS & XS, FREEAR T S B IR BTH#E -
FALLREVIR I BARAL R R, REAEIZES TS BIEEL A, SR .

ZEFRIMIHE RIS, BADES R TURMRZ T TE XA, epochiX B 5 -
MR ORISR A AT VR, WERENSHE, MAS - RRRCRRD, Mis—ZEi5E
THRE R B FESEPRKE, FTAZ OO 5K — BT SO, AL PR3 m =M
fminiEEEITA R, BEEH SRR EEEREFAR . M2, AREE—ZES
Hm, BRALRENS B It A 1T A o WA AR RIS » X — IR AT BE S IR ZFTRZ #2>)
PR I (RIZEF 2 T BOVER PEREFIE, MRz NS T2 > 5 AR S E HFF
i, R R R B AT REXH 555 58 i L AR 2R At = A B Oy (235 (0

55 A DY rh S

Mistral-7B | BIHEZE | FEE | FEIMEZ | BIWE+HERE

WEESE % | 0.0976% | 0.0976% | 0.0976% 0.0976%

[E] 2 — 78.13% | 62.50% | 90.63% 93.75%

A — 12.50% | 18.75% 3.13% 3.13%
z= 12.50% | 15.63% | 9.38% 3.13%

H ST 100% | 100% 100% 100%

Table 8: VUZ T (Mistral-7B; Epoch=4)

SRS CE, HIS6H-HT768W, FE, TE, 20254E8H11HE14H.

(c) 2025 FEFBGFEREXIFIGF 2L LERS
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Mistral-7B FiaEA | fofE -2 | iARE—E
WHESE% 0% 0.024% 0.024%
ZINREN R A BL 2R 53.13% 46.88% 18.75%
RAMENREE | 21.88% 21.88% 0%
WERESEEE | 9.38% 6.25% 3.13%
WMEMHRTF SR | 6.25% 6.25% 0%
WA BR R 9.38% 18.75% 78.13%

Table 9: FZT %R (Mistral-7B; Epoch=5)

5 &5

LT R w WA & B 2 HEG AT N PR, A L EAR B EAE S5 1)
AR, RGHAR T RKIESHEE RS L&, BTSSR g DR T S5k s
Mo BAE, TATHE T HE6405FFERIVEIRE, IRIEAFNRET 5 - 480 WL RT DL R AMIR R
MR . BEJE, EBGPT-3.5-Turbo~ GPT-40f1Gemini-2.0-Flash = 1~ R AL 31T R G014 -
SR AR EIR: ML EETCAYI SR, = MR EE TN A BESS H R 5 R UL H B B RIRE
PO DL TN RPN ol 5SS B — KB S RAH TR S e e —3, RIEREHES
E R, HZIREN RO IEA—E ML, TR mLT, RSN EE, KRR
S FE N 4415 B AT BE S SIS A R B -

NEBELEARL, FA15IAH TR E R R BT EEZR, Ea A THER B
B =F IR, HWEE T 4805 AR M ARETRSE, Hixit Z PRI HETR I - 5258
FH, NRETNZESRER, MmEERZENES —CRE LRI ERL; EREENUES
BHIFRET, NFEBREAGEEREEZERAR, BAMEINE L BN R HEITLoRARIE » XK
FHTESHORBTE R RAVB UL, 78 TR SEBVE R e WA -

6 RS RERE

TEIGH IR, EARTIF R RS, Bl TOGER T =FbrE I 7T I R E 1 E 9 3l
FER, XE—ERE RG] TRELTE RSN . ORI TIES, BARRE—PT iR
EIERTEE, SIAEZHELR R LRARERS, DUSRTHH TREEIE R E R EACERE, Kim
L VREAF P A7 A (7 G B SRS XS (i DL 2% gk A2 -

Beoh, Badh i IR SR I A E IR R, DRI A0 G o 1o R ) JER R R 3% ] 0L
FATRAE S B 5t — PR R RS & R 7%, DI KBS RAE S L
NG FH A FEE BT

2% SCHk
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A PERESRIESRAN T

GPT-40 5 M | FEik 5973
ZINEN B BL 76.88% | 57.50% | 47.50% | 53.13%
RAMRENGAECR | 3.13% | 20.63% | 25.63% | 29.38%
WOERTF IR | 8.75% | 16.88% | 21.88% | 10.00%
MEVERIF A ECR | 11.25% | 5.00% | 5.00% | 7.50%
ML AR R 0% 0% 0% 0%

Table 10: GPT-4oA~[Ew W, 2R 45 5

GPT-40 SAELRAR | BRI | HERFEEAR | AT AR
ZINR EN R 4 B8 65.00% 52.50% 58.13% 59.38%
RZMRENRAFELE | 22.50% 16.88% 16.25% | 23.13%
AT E R | 10.00% | 20.00% | 13.75% 13.75%
MEWRIFSECE | 2.50% 10.63% 11.88% 3.75%
RV S 0% 0% 0% 0%

Table 11:  GPT-4o A~ [RIEHT Fr45 5

Gemini-2.0-Flash | #3] | F&E | F# | RE
ZIMEN G5 L 2 86.25% | 52.50% | 57.50% | 58.13%
RAMENG AR | 8.13% | 20.00% | 19.38% | 23.13%
WOIEREF SRR | 1.25% | 18.75% | 16.88% | 15.63%
MEVEIRIFECR | 4.38% | 8.75% | 6.25% | 3.13%
RV S 0% 0% 0% 0%

Table 12: Gemini-2.0-Flash /[ W27 ph 4 5

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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Gemini-2.0-Flash | 7 BECEHR | D B3EEHR | HEFPRIHR | 37408tk

ZINREN S A BL 2R 68.75% | 58.75% | 61.88% | 65.63%

RZIMREN R 5 BL 28 17.50% | 23.13% 14.38% 15.63%

PO AR 57 B 10.00% 11.88% 19.38% 11.25%

METER T 57 L 3.75% 6.25% 4.38% 7.50%

RV NS 0% 0% 0% 0%
Table 13: Gemini-2.0-Flash/[EEAR 7445 5

TR EEE SRS, AT56T-T768T, W, TE, 202548 H11HE14H.
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