
基基基于于于区区区域域域顶顶顶点点点标标标注注注的的的司司司法法法文文文本本本实实实体体体关关关系系系联联联合合合抽抽抽取取取

乐乐乐滢滢滢滢滢滢, 孙孙孙媛媛媛媛媛媛†, 林林林鸿鸿鸿飞飞飞
大连理工大学，计算机科学与技术学院，大连，116024

29354772@mail.dlut.edu.cn,{syuan,hflin}@dlut.edu.cn,

摘摘摘要要要

司法领域中的实体关系联合抽取在许多下游任务中（如量刑预测、知识库构建等）具
有重要意义。然而，由于垂直领域中的数据资源稀缺，而且司法文本中存在复杂的长
句以及关系重叠现象，这使得信息抽取工作颇具挑战性。为应对这一挑战，我们首先
标注了一个包含多个罪名的司法领域的专有数据集，然后提出了一种基于三元组区域
顶点的联合抽取填表法。我们采用多标签分类对三元组的边界进行标注，以此提取三
元组，从而充分利用实体的边界信息。此外，为融入实体对之间的距离信息，我们引
入了距离嵌入，并采用扩张卷积来捕捉多尺度上下文信息。我们在司法数据集上对模
型进行了评估。实验结果表明，我们的模型在这个数据集上均取得了最先进的性能。
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Abstract

Joint extraction of entity relations in the judicial field holds significant importance
in many downstream tasks (such as sentencing prediction, knowledge base construc-
tion, etc.). However, due to the scarcity of data resources in vertical domains and
the presence of complex long sentences and overlapping relations in judicial texts, in-
formation extraction becomes quite challenging. To address this challenge, we first
annotated a proprietary dataset in the judicial field covering multiple crime types, and
then proposed a table-filling method for joint extraction based on the vertices of the
triple region. We employed multi-label classification to annotate the boundaries of
triples for extracting them, thereby fully utilizing the boundary information of entities.
Additionally, to incorporate distance information between entity pairs, we introduced
distance embedding and utilized dilated convolutions to capture multi-scale contextual
information. We evaluated our model on a judicial dataset. The experimental results
demonstrate that our model achieves state-of-the-art performance on this dataset.
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1 引引引言言言

法律文本中的实体和关系抽取是一项重要的研究任务，旨在从非结构化文本中抽取由实体
对及其关系组成（头实体，关系，尾实体）的三元组，这是信息提取的一项重要任务。这项任
务面临着两个主要挑战，即如何解决重叠问题以及如何有效利用实体和关系之间的信息。

在早期的研究中，传统的流水线方法 (Zelenko et al., , 2003; Zhou et al., , 2005; Chan and
Roth, , 2011)通常将三元组抽取任务分解为命名实体识别和关系抽取两个独立的步骤。流水线
方法虽然很灵活，但它忽略了两个任务之间的相互依存关系，会受到错误传播的影响导致性
能下降 (Ren et al., , 2022)。为了解决这个问题，一些研究人员试图使用端到端的实体关系联
合抽取模型来解决三元组抽取任务。基于标签的方法 (Zheng et al., , 2017) 将联合提取任务
转化为序列标记问题，然而，他们的方法只考虑每个实体只属于一个三元组的情况；一种新
的级联二进制标记框架也被提出 (Wei et al., , 2020)，但面临着错误传播等局限性；填表法例
如TPLinker (Wang et al., , 2020)和OneRel (Shang et al., , 2022)将任务转化为矩阵填充问题，
它们能够有效地捕捉文本中的实体和关系信息，显著提升了抽取的准确性和效率。但它们在处
理相互依赖的信息方面仍显不足，当文本中存在多个相互关联的实体和关系时，这些方法可能
难以准确捕捉它们之间的复杂依赖关系，从而导致抽取结果的完整性和准确性受到影响。尽管
现有方法在通用领域的三元组抽取任务中已展现出显著性能，但在处理司法文书等复杂场景
时，其对于复杂多变的实体的建模能力仍显不足。司法文书特有的领域特性对现有方法在关系
建模的鲁棒性及跨领域泛化能力方面提出了更高要求。

相对于通用领域，司法领域文本的实体关系复杂多样，而且常常出现实体重叠（Single
Entity Overlap，SEO）三元组和实体对重叠（Entity Pair Overlap，EPO）三元组，该文使用
了一种新的实体关系联合抽取方法，有效地利用实体之间及其关系的信息，着重解决重叠三元
组的问题。受OD-RTE (Ning et al., , 2023)的启发，该文为每个实体关系构建了一个表格，三
元组中的两个实体在关系的表格中形成一个矩形区域，通过识别该区域的四个顶点（即左上
角、右上角、左下角、右下角）来抽取三元组。同时，在该文的方法中，引入了距离嵌入来捕
获与token之间的距离有关的信息。受Li等人 (Li et al., 2022)的启发，该文应用扩展卷积来捕获
多尺度上下文信息，提高了实体关系联合抽取的性能。

Figure 1: 目标检测和基于填表法的三元组抽取的比较，P代表关系持有

在法律文本处理领域，应用实体关系联合抽取技术能够显著提升信息处理效率，并为下游
司法任务（诸如罪名精准分类、司法辅助性文件自动生成、司法知识图谱体系化构建等）提供
关键性支撑。相对于通用领域，司法领域因其文本形态的多样性、专业术语的复杂性及案件类
型的广泛性，导致相关领域数据集的稀缺性成为制约技术发展的核心瓶颈。针对这一现状，该
文研究团队系统性地构建了司法数据集，该数据集聚焦于盗窃罪、诈骗罪及涉毒罪三大高发、
高关注度罪名，通过多源数据整合与专业标注，实现了罪名类别的均衡覆盖与语义特征的深度
挖掘，为法律文本智能化分析提供了高质量的标注语料基础。

本文工作的主要贡献概括如下：
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• 构建了一套涵盖盗窃罪、诈骗罪及涉毒犯罪三类典型司法领域的数据集。该数据集包
含5,209条盗窃罪相关数据样本、1,520条诈骗罪相关数据样本以及1,548条涉毒犯罪相关数
据样本。在数据关系维度上，盗窃罪与涉毒犯罪数据集中均包含四类核心关系，而诈骗罪
数据集则包含六类数据核心关系，充分彰显了该司法数据集在犯罪类型与关系特征层面的
多元性与复杂性；

• 创新性地提出了一种基于多标签分类机制的三元组边界标注策略，为复杂文本场景下的三
元组抽取任务提供了高效解决方案；在此基础上，进一步融合距离感知嵌入技术与多尺度
扩张卷积模块，构建了具备多维信息融合能力的深度学习模型，该模型能够有效捕获文本
序列中的长距离依赖特征及空间结构化信息，显著增强了模型对上下文语义关联和实体空
间关系的建模精度；

• 在构建的司法多罪名数据集和一个广泛使用的通用数据集上评估了该文提出的模型，结果
表明，该模型不仅在司法领域专有数据集上达到了最先进的性能，相较于最好的基线模型
提升了1.0%，在通用领域数据上也达到了最高的的F1分数，相较于最好的基线模型提升
了0.1%。

2 实实实体体体关关关系系系联联联合合合抽抽抽取取取相相相关关关工工工作作作

实体关系联合抽取方法可根据其抽取思路大致分为以下四类。第一类是基于标注（tagging-
based）的方法，该方法利用多个相互关联的序列标注模块来标注头实体、尾实体甚至关系。例
如，Zheng等人 (Zheng et al., , 2017)提出的标注方案将关系三元组抽取任务转化为标注问题，
随后，Wei等人 (Wei et al., , 2020)提出的CASREL方法将关系建模为将主语映射到宾语的函
数，从而自然地处理了重叠问题。此外，Zheng等人 (Zheng et al., , 2021)提出了一种基于潜在
关系和全局对应的抽取器，以缓解关系预测中的冗余问题。BiRTE (Ren et al., , 2022)则提出了
一种基于双向抽取框架的方法，该方法根据从两个互补方向提取的实体对来抽取三元组。第二
类方法是表格填充（table-filling）方法，该方法通过分类词对之间的关系来确定头实体和尾实
体。表格填充方法的典型代表是TPLinker (Wang et al., , 2020)，该方法引入了一种新颖的握手
标记方案，该方案能够针对每一种关系类型，对齐实体对的边界词。此外，OneRel (Shang et
al., , 2022)也是一种有效的方法，它将联合抽取视为一个细粒度的三元组分类问题。第三类方
法是文本生成方法(Zeng et al., , 2018; Zeng et al., , 2020; Ye et al., , 2021)，该方法采用序列到
序列（seq2seq）的结构来生成三元组。第四类方法是图链接方法(Shang et al., , 2022b)。
近年来，随着大规模预训练语言模型的快速发展及其在自然语言处理任务中展现出的强大

能力，研究者们开始积极探索如何有效利用这些模型的语义理解和生成能力来提升实体关系
联合抽取任务的性能。GPT-RE (Wan et al., , 2023)提出了一种基于上下文学习的训练无关范
式，直接利用预训练语言模型（如GPT-3）进行关系分类。该方法通过动态示例选择和结构化
提示模板，在少样本设定下显著优于传统监督学习模型（如BERT），并在跨领域任务中表现
出良好的泛化能力。LAL-JER (He and Bai, , 2023)提出了一种创新的标签感知学习框架，通
过结合大语言模型数据增强技术，通过精心设计的提示模板生成多样化的合成数据，并采用对
抗性过滤机制确保数据质量，解决了传统联合抽取任务中的标签分布不平衡和标注数据稀缺问
题。AutoRE (Xue et al., , 2024) 提出了一种基于大语言模型的文档级关系抽取框架，通过层次
化提示机制解决长文档处理难题。该方法创新性地采用两阶段流程：先进行实体感知的文档摘
要，再利用结构化提示引导关系推理。研究提出了动态实体链指机制维护全局实体状态，有效
提升推理能力。尽管大语言模型在实体关系抽取任务中展现出了卓越的性能，但其实际应用仍
面临若干关键性局限。首先，领域适应性不足显著制约了模型在专业场景中的表现，特别是对
领域专有术语和低频关系的识别准确率明显下降。其次，受限于上下文窗口长度和注意力机制
的计算复杂度，模型在处理长文本时的实体关系推理能力有限。再者，模型对提示工程的高度
敏感性导致性能波动显著，给实际部署带来了额外调试成本。资源消耗方面，大参数量带来的
高计算成本使得模型训练和推理效率成为瓶颈，此外，模型生成的幻觉问题会导致预测结果存
在实体指代错误或虚构关系。

3 方方方法法法

本节中将详细介绍该文提出的联合抽取方法，算法框架图如图二所示。给定一个司法文
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本中的句子S = {w1, w2, . . . , wN}，其中N 为句子长度。实体关系联合抽取任务旨在从S 中提
取所有潜在关系三元组T = {Ti = (hi, ri, ti), i = 1, . . . ,M}，其中M 为句子S 中三元组的个
数，hi, ti ∈ E，分别代表三元组的头实体和尾实体，E 是S 中所有实体的集合，ri ∈ R，R =
{r1, . . . , rK}，代表预定的K 个关系。

Figure 2: 算法框架图

图二演示了该文提出的模型是如何解决两个单实体重叠（Single Entity Overlap，SEO）三
元组的过程，在司法领域数据集中还存在实体对重叠（Entity Pair Overlap，EPO）三元组，
图三演示了该文的模型解决EPO的过程。

Figure 3: 实体对重叠三元组抽取

3.1 嵌嵌嵌入入入层层层

嵌入层的作用是将输入文本转换为嵌入表示。对于一个给定的司法文本S =
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{w1, w2, . . . , wN}，首先使用预训练的语言模型BERT 获得该句子的token 表示：

H = {h1, h2, . . . , hN} = BERT ({w1, w2, . . . , wN}) (1)

通过对数据集的统计分析，发现三元组中头实体和尾实体之间的距离分布是不均匀的。因
此，该文使用距离嵌入来捕捉这一信息。具体来说，首先将所有可能的距离分为十个组别，
然后用十个距离嵌入来表示它们。对于词对(wi, wj)，词对的嵌入表示h(wi, wj) 的计算方法如
下，其中Wtp 和btp 是可学习的参数，dij 表示词对(wi, wj) 对应的距离嵌入，

h(wi, wj) = Wtp[hi;hj ] + dij + btp (2)

3.2 扩扩扩展展展卷卷卷积积积层层层

通过嵌入层可以得到带有距离信息的词对的表示。由于这些表示形成一个二维表Htp，包
含N × N 令牌对表示，该文利用CNNs 进一步增强词对表示。受Li等人(Li et al., 2022) 的启
发，采用不同扩张速率的多个扩张卷积来捕获多尺度上下文信息。一个扩张卷积的输出计算如
下：

C l = DCNNt(Htp) (3)

其中C l表示扩张速率为l的扩张卷积输出。将所有不同扩张速率的卷积输出进行拼接，以获得多
重扩张卷积的输出C。最终的token 对的表示Q 计算如下：

Q = ReLU(Htp;C) (4)

3.3 标标标签签签预预预测测测

设计了一种方法来提取实体和关系，并处理三元组重叠的问题。算法为每个实体关系构
建了一个表格。三元组中的两个实体在关系的表格中形成一个矩形区域，通过识别该区域的
四个顶点来识别三元组。(1) 标签“TL”是区域的左上顶点，代表头部实体和尾部实体的起始位
置；(2)标签“TR”是区域的右上顶点，代表头部实体的起始位置和尾部实体的结束位置；(3)标
签“BL”是区域的左下顶点，代表头部实体的结束位置和尾部实体的起始位置；(4) 标签“BR”是
区域的右下顶点，代表头部实体和尾部实体的结束位置。该文提出的方法可以解决三元组的
重叠问题，包括SEO（单一实体重叠）和EPO（实体对重叠），当一个实体仅由一个标记组成
时，相应的标记对具有多个标签。因此，该文采用多标签分类来处理这种情况。对于关系rm 下
所有顶点对应的每个标记对的概率分数计算如下：

ScoreTL
ijm = σ

(
WrmWTLq(wi, wj) + bTL

rm

)
(5)

ScoreTR
ijm = σ

(
WrmWTRq(wi, wj) + bTR

rm

)
(6)

ScoreBL
ijm = σ

(
WrmWBLq(wi, wj) + bBL

rm

)
(7)

ScoreBR
ijm = σ

(
WrmWBRq(wi, wj) + bBR

rm

)
(8)

其中：rm 表示实体关系的类别，σ 表示sigmoid 函数，用于将输出压缩到0 和1 之间，用
于二分类问题中将输出转换为概率。Wrm ,WTL,WTR,WBL,WBR 是与特定关系类别rm 相关的
权重矩阵, bTL

rm , bTR
rm , bBL

rm , bBR
rm 是与特定关系类别rm 相关的偏置项，这些权重和偏置项都是可

学习的参数。q(wi, wj) 表示token 对(wi, wj) 的最终表示，Score 是(wi, wj) 对应于不同顶点标
签(TL, TR, BL, BR) 的概率分数。当某个标签的概率分数高于设定的阈值γ 时，(wi, wj) 将被
分配该标签，如果所有标签的概率分数都低于阈值γ，则(wi, wj) 不会被分配任何标签。

3.4 损损损失失失函函函数数数

该文使用BCE损失作为令牌对标签预测任务的损失函数。该文模型的损失函数定义如下：

L =
1

4× L× L×N

∑
D∈R

L∑
i=1

L∑
j=1

N∑
m=1

BCED
ijm (9)

BCED
ijm = yDijm log(ScoreDijm) + (1− yDijm) log(1− ScoreDijm) (10)

其中R = {TL, TR,BL,BR}，N 表示实体关系的数量。如果token对(wi, wj) 在类别rm 下
被分配了标签’TL’ 和’BL’，那么yTL

ijm = 1, yTR
ijm = 0, yBL

ijm = 1 和yBR
ijm = 0。
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3.5 双双双向向向解解解码码码

算法预测三元组的顶点，解码目标是基于预测结果提取三元组。为了解决实体嵌套问题，
该方法同时从两个方向进行解码，即（TL, TR, BR）和（BR, BL, TL），然后将提取的三元
组合并为最终结果。以方向（TL, TR, BR）为例，从标记为“TL”的标记对开始，然后按照这
个方向找到相应的最近标记为“TR”和“BR”的标记对。通过识别这些顶点，确认三元组的区域
并提取三元组。
具体步骤如下：
1.起起起始始始点点点（（（TL）））：：：首先识别并选择所有标记为“TL”（左上角）的标记对作为起始点；
2.寻寻寻找找找TR（（（右右右上上上角角角）））：：：从每个“TL”标记对出发，按照（TL, TR, BR）的方向，寻找最近

的标记为“TR”（右上角）的标记对；
3.寻寻寻找找找BR（（（右右右下下下角角角）））：：：接着，从每个“TR”标记对出发，寻找最近的标记为“BR”（右下

角）的标记对。
4.确确确认认认区区区域域域并并并提提提取取取三三三元元元组组组：：：通过识别“TL”, “TR”, 和“BR”这三个顶点，能够确定三元组的

区域，并据此提取出三元组。
5.双双双向向向解解解码码码：：：为了更全面地提取三元组，该方法不仅从（TL, TR, BR）方向进行解码，还

从（BR, BL, TL）方向进行解码，即从右下角开始，寻找左下角（BL）和左上角（TL）。
6.合合合并并并结结结果果果：：：最后，将两个方向解码得到的三元组结果合并，形成并集，作为最终的提取

结果。
这种双向解码的方法有助于更准确地处理实体嵌套的情况，确保三元组的完整性和准确

性。

4 实实实验验验

4.1 数数数据据据集集集

本次实验所采用的数据集来自聚法网上公开的盗窃、诈骗和涉毒类案件文本，在公开司法
领域数据集CAIL 2022和CAIL 2023上进行进一步扩充和标注，下面将依次介绍这三类数据集的
关系定义。
盗窃类数据集的训练集，验证集和测试集分别有4168，520和521条实例，在该数据集中一

共定义了四种关系：“盗窃”是指嫌疑人盗窃物品的行为，头尾实体分别是嫌疑人和被盗窃的物
品；“所有”表示受害人与被盗窃物品之间的所有权关系，头尾实体分别是受害人和被盗窃物
品；“交易”是指嫌疑人处置被盗物品的去向，头尾实体分别是嫌疑人和销赃去向；“共犯”是犯
罪嫌疑人之间合作关系的集中体现，犯罪主体之间存在共同犯罪关系，盗窃数据集的具体信息
如表1所示。

Table 1: 盗窃数据集关系数量统计表

关关关系系系 盗盗盗窃窃窃 所所所有有有 交交交易易易 共共共犯犯犯

Train 2941 2143 77 730
Valid 337 230 10 98
Test 365 260 7 70
All 3643 2633 94 898

诈骗类数据集的训练集，验证集和测试集分别有1216，152和152条实例，在该数据集一共
定义了六种关系：“获利”是指嫌疑人通过诈骗获得的钱财或者物品，头尾实体分别是嫌疑人和
钱财或者物品；“损失”是指被害人损失的钱财或者物品，头尾实体分别是被害人和钱财或者
物品；“利用”是指嫌疑人利用某种物品实施诈骗的行为，头尾实体分别是嫌疑人和物品；“购
买”是指被害人购买某种物品而被诈骗的行为，头尾实体分别是班被害人和物品；“诈骗”是指嫌
疑人对被害人实施诈骗的行为，头尾实体分别是嫌疑人和被害人，“被骗”是指被害人被诈骗的
过程，头尾实体分别是被害人和嫌疑人，诈骗数据集的具体信息如表2所示。
涉毒类数据集的训练集，验证集和测试集分别有1242，154和152条实例，在该数据集一

共定义了四种关系：“贩毒”是指嫌疑人贩卖毒品的行为，头尾实体分别是嫌疑人和毒品；“贩
卖”是指嫌疑人之间交易毒品的行为，头尾实体分别是贩卖和购买的嫌疑人；“持有”是指嫌疑人
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Table 2: 诈骗数据集关系数量统计表

关关关系系系 获获获利利利 损损损失失失 利利利用用用 购购购买买买 诈诈诈骗骗骗 被被被骗骗骗

Train 1398 1270 92 79 1155 1157
Valid 174 165 10 12 165 165
Test 196 170 11 10 163 161
All 1768 1605 113 101 1483 1483

吸食持有毒品的行为，头尾实体分别是嫌疑人和毒品；“容留”描述了一种为他人提供吸毒场所
的犯罪行为，头尾实体分别为是提供场所的嫌疑人和在该场所吸毒的嫌疑人，涉毒数据集的具
体信息如表3所示。

Table 3: 涉毒数据集关系数量统计表

关关关系系系 贩贩贩毒毒毒 贩贩贩卖卖卖 持持持有有有 容容容留留留

Train 719 769 409 764
Valid 96 98 55 107
Test 90 94 41 98
All 905 961 505 969

4.2 评评评价价价指指指标标标

在评估模型时，一般将得到的结果分成四种实验样本，分别是：真实正例(True Posi-
tive，TP)、真实负例(True Negative，TN)、错误正例(False Positive，FP)和错误负例(False
Negative，FN)。其中，TP 表示模型预测为正例且真实值为正例的样本数，TN表示模型预测
为负例且真实值为负例的样本数，FP 表示模型预测为正例但真实值是负例的样本数，FN 表示
模型预测为负例但真实值是正例的样本数。
本次实验对模型的评估指标采用了一种常用的方法，即用准确率、召回率和F1值对模型进

行性能评估的方法。精确率（Precision）用于计算预测值是正例的样本中预测正确的样本数量
占比，代表了模型的查准率；召回率（Recall）用于计算预测值是正例的样本中预测正确的正
例样本数量占比，代表了模型的查全率；F1值是精确率和召回率的调和平均值，用F1值来代表
模型的最终效果好坏。

Precision = TP/(TP + FP ) (11)

Recall = TP/(TP + FN) (12)

Precision = 2 ∗ Precision ∗Recall/(Precision+Recall) (13)

4.3 主主主实实实验验验结结结果果果

Table 4: 单罪名模型性能对比

模模模型型型
盗盗盗窃窃窃 诈诈诈骗骗骗 涉涉涉毒毒毒

P R F1 P R F1 P R F1

BiLSTM 63.0 53.5 57.7 82.2 67.9 74.4 80.1 66.5 72.7
Tplinker 82.1 79.4 80.7 91.5 83.4 87.3 84.7 82.9 83.8
OD-RTE 85.7 84.4 85.0 94.7 88.9 91.8 86.4 88.1 87.2
OURS 86.4 84.5 85.4 94.7 89.8 92.2 89.6 86.1 87.8

为了评估该文的模型，将该模型与一些基线方法进行了比较。在实验中使用的预训练模型
是BERT-base-chinese，该模型适合处理实体名称和关系中的中文信息，并且该模型使用字符级
别和词级别混合的输入表示，避免了传统中文分词（如Jieba）可能引入的边界错误。

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第66页-第76页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 72



中国计算语言学大会

对于流水线方法，该文选择使用BiLSTM先抽取实体后抽取关系的方法，同时也选择了两
种先进的适用于中文数据集的填表法：TPLinker (Wang et al., , 2020)和OD-RTE (Ning et al.,
, 2023)。
单个罪名的实验结果如表4所示，从中可以看出，该文提出的方法优于所有基线，在所有数

据集的F1分数方面都达到了最先进的性能。
根据实验结果分析：与流水线方法相比，该文提出的方法在三元组抽取上的性能有了显

著的提高。这种改进归因于该方法能够充分利用来自两个子任务的信息并减轻错误传播。
与TPLinker相比，该方法仍然具有优越的性能。这验证了基于三元组区域四个顶点的联合抽取
方法可以更好地利用三元组的区域信息。与OD-RTE相比证明该方法可以利用距离嵌入和扩展
卷积来捕捉上下文和空间关系，从而更好地抽取三元组。

Table 5: 多罪名模型性能对比

模模模型型型 精精精确确确率率率(P) 召召召回回回率率率(R) F1

BiLSTM 75.1 57.4 65.1
Tplinker 82.9 80.3 81.6
OD-RTE 87.6 85.2 86.4
OURS 88.0 86.8 87.4

多罪名的实验结果如表5所示，从中可以看出，该文提出的方法优于所有基线，在整体观察
数据后，发现将三个数据集集中实验后，性能相较于涉毒罪和诈骗罪有所下降，相较于盗窃罪
有所上升，导致这种现象的原因可能是涉毒最和诈骗罪数据集比较少，模型偏向于盗窃类案件
学习。

4.4 通通通用用用数数数据据据集集集实实实验验验结结结果果果

为了显示该文提出的方法的鲁棒性和可迁移性，该文在一个广泛使用的通用数据
集NYT (Riedel et al., , 2010)上评估了该文提出的方法。这个数据集包含两个不同的版本：版
本1标注整个实体跨度，版本2仅标注实体的最后一个单词。在本实验中，该文使用版本2进行
实验，基线模型选择了三种填表法：TPLinker (Wang et al., , 2020)、OneRel (Shang et al., ,
2022)和OD-RTE (Ning et al., , 2023)，实验结果如表六所示。

Table 6: 通用数据集模型性能对比

模模模型型型 精精精确确确率率率(P) 召召召回回回率率率(R) F1

Tplinker 91.3 92.5 91.9
OneRel 92.8 92.9 92.8
OD-RTE 93.5 93.9 93.7
OURS 93.7 93.9 93.8

与三种填表法相比，该文提出的模型仍然具有优越的性能。这证明基于区域四个顶点的三
元组抽取方式可以更好地利用三元组的区域信息，利用距离嵌入和扩张卷积来捕获额外信息，
也可以增强模型理解上下文和空间关系的能力。

4.5 大大大模模模型型型实实实验验验结结结果果果

该文选取Qwen-7B-Chat 和Qwen-plus 大语言模型作为实验对象，Qwen-7B-Chat 采用0-
Shot 学习方法对盗窃罪、诈骗罪和涉毒罪三个单一罪名数据集进行三元组抽取实验，实验
设计中，0-Shot 提示模板仅包含任务指令、关系定义和输出格式要求，未提供任何标注示
例；Qwen-plus采用5-Shot 学习方法对盗窃罪、诈骗罪和涉毒罪三个单一罪名数据集进行三元
组抽取实验，实验设计中，5-Shot 提示模板不仅包含上述任务指令、关系定义和输出格式要
求，还为每种关系定义提供了5个标注示例。实验结果表7所示，实验结果表明，大语言模型虽
然在通用领域的NLP任务中表现出卓越的性能，但本方法在司法领域结构化知识抽取任务中展
现出显著的性能优势。
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Table 7: 大模型在单罪名数据集上的性能对比

模模模型型型
盗盗盗窃窃窃 诈诈诈骗骗骗 涉涉涉毒毒毒

P R F1 P R F1 P R F1

Qwen-7B-Chat 9.8 7.1 8.4 25.3 20.7 22.8 21.6 17.7 19.5
Qwen-plus 58.6 50.8 54.5 76.5 72.5 74.4 77.8 71.2 73.4
OURS 86.4 84.5 85.4 94.7 89.8 92.2 89.6 86.1 87.8

4.6 案案案例例例分分分析析析

Figure 4: 错误案例

对基线方法中性能最好的OD-RTE方法 (Ning et al., , 2023)的错误案例进行了分析，并与
该文的模型的识别结果进行了对比，如图四所示。对于实例1，OD-RTE方法错误地将何某和张
某的关系计算为盗窃类数据中的“交易”关系，该文的模型正确地识别出两者为“贩卖”关系，说
明不同罪名的案件会对彼此产生了干扰，相比之下，该文的模型能够较好地减轻不同数据集给
彼此带来的噪声，正确地识别出文本中所包含的三元组。对于实例2，OD-RTE方法错误地将尾
实体10255元识别为110255元，该文的模型正确地识别出尾实体，说明OD-RTE方法没有精确地
识别出准确的实体边界，该文的模型融合距离感知嵌入技术与多尺度扩张卷积模块，能够有效
捕获文本序列中的长距离依赖特征及空间结构化信息，显著增强了模型对上下文语义关联。
该文发现错误多发于实体之间距离过长，导致模型没有识别出正确的关系。因为算力有

限，本文提出的模型对于输入的句子限制了token的数量，少数样例因为token过多被提前截
断，从而无法识别出正确的关系，对于这个问题，在未来的工作中进一步改进算法。

5 总总总结结结

本文的核心工作聚焦于从司法文本中精准抽取三元组，以有效应对重叠三元组抽取的挑
战，并为数据资源相对匮乏的司法领域研究提供有力支持。具体而言，研究团队首先通过人工
标注的方式，构建了一个涵盖多种罪名的司法领域数据集。在此基础上，通过确定每个三元组
所对应的四个关键顶点，实现了实体关系三元组的提取。进一步地，研究引入了距离嵌入技
术，以充分利用实体对之间距离所蕴含的信息；同时，采用扩展卷积策略，增强了模型对多尺
度上下文信息的捕捉能力。实验结果表明，所提出的方法在司法数据集上取得了SOTA的性能
表现。
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