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Abstract

Joint extraction of entity relations in the judicial field holds significant importance
in many downstream tasks (such as sentencing prediction, knowledge base construc-
tion, etc.). However, due to the scarcity of data resources in vertical domains and
the presence of complex long sentences and overlapping relations in judicial texts, in-
formation extraction becomes quite challenging. To address this challenge, we first
annotated a proprietary dataset in the judicial field covering multiple crime types, and
then proposed a table-filling method for joint extraction based on the vertices of the
triple region. We employed multi-label classification to annotate the boundaries of
triples for extracting them, thereby fully utilizing the boundary information of entities.
Additionally, to incorporate distance information between entity pairs, we introduced
distance embedding and utilized dilated convolutions to capture multi-scale contextual
information. We evaluated our model on a judicial dataset. The experimental results
demonstrate that our model achieves state-of-the-art performance on this dataset.

Keywords: Joint extraction , Dilated convolution
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AR SO R R SERFI R R EUE —IEZ N RAES, B7E WAL SR Hr Al S2 4R
SPRERRARS CLSEE, AR, BEMAE) M=1d, XSEERNF—TEEMLES - XTME
FaE > EEPREL, R0 e ok B & (Rl LA AN (a7 ROR FH SEAR AT SR R Z RIS R, -

ERWPERF, BERRIKETTEE (Zelenko et al., , 2003; Zhou et al., , 2005; Chan and
Roth, , 2011)38 %R = JC A BT S5 50 fi# 1 i 4 SEAR IR BIFA 58 R BN MRALA P IR - oK ER
TEBERRRTE, BEZEE T MESZHHEKRKERR, &2 EREEHRR NS 250
AETFE (Ren et al., , 2022) o o T fERXAFE, —LBRF57 A Gt B4 FH S 2] g 1Y) S5 4 5¢ R EX
BBV E R R = T A UL S5 - BT IRERIJTVE (Zheng et al., , 2017) RrERE IR BUES
AR FPHIPMCIRE, R, MATRTEREZRE NS EAET -1 = nE B, — M
AR — PR ICEZR A IR Y (Wed et al., , 2020), (B IRE R IREELERRME; HEHERIEH)
W TPLinker (Wang et al., , 2020)#1OneRel (Shang et al., , 2022) R E55 510 R FEFFIE T (A&,
EANTRES A S ORF RIS AR R EE, BERA T MBEERERSCE . BEl1EL
B E ST ENEANE, SRR EAES MHEE RIS RN, XETTIEAFE
MECUERI IR B TZ B E FKF AR, IS EOm S R i e B R e 2 2 . RVE
WA T E SR = e AL S ORI B, EAELAEFNEBEE RS R
I, HXTEREBRSHRREREE N B R - RESCHAA B I TR R &
RSB A ALRE T TSR T K .

RS Tl A A, FVESTIS AR SE R R RE R ERE, THEFHMELIEAES (Single
Entity Overlap, SEO) ZJCHEMSLMAXTES (Entity Pair Overlap, EPO) =ZJjofH, %I fFH
TP SR SR RECEBUTE, ARSMA AR Z BN ERRNEE, EEBRAES =TT
HEAE . %O0D-RTE (Ning et al., , 2023)fIf3 4, ZCNE N EELRZMET —1FE, =
TCAR R A SRR R R IR IR — TR X, B IR ANZ RS A TR (B B
- GLEfA ETA ATHA) EHE=ETH . RN, EZ005ES, 5IATERRARH
K StokenZ [AIMEEEE XHIER - LIS (Li et al., 2022)M/E%, Z XN AT BETRMRK
ZRELETXER, f&E 1R x RECES HBURERE -
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FIEESS (GEWSRAREMED K - RHERBIVE U BEh ARk - RIVERIIREIE (R A LIS $R 4t
FREEIESGE - X TIEA U, FHASUS R E SO SZ M - T ARBRE M KRR
R 2, S B S DU 5 AR SR R I ROR & R R SR » EPXHX—HIR, 1%
WA RS T RIERURESE, SRR ERETESG R . ERELPEFERE=NEL -
TR SRS, B ZRERE S 5RAIRE, ST IRA KA R 5 515 URHERTR
208, RSO R TR B T R BUE RIPRTE TR R, -
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o MET —EME X VEIRE MG FILIE = MR FESEMEIEE . ZEEEA
5,205 BB IR A REUIEREAR « 1,5205% VR SEAH REURE AR DL 154855 90 B LR MH R &L
AR .. ERIERCREE ., RORS5PHLHRIAIEETHESUEZORR, MTERTE
BUREN O EANEEURZ O R R, BROTE T XA EEIEEAEIPIERES X R EZEE R
2S5 34,

o BIFTIEMITR M T —FhEET 2R 0 R LKA =T FARE RS, NERCRG R =
TCAMBULSREE TRk TR, ARG £, PR AR R AR S Z RE
PERERIELR, i T B L2 4EE SRS 88 IR 2 IR, ST AENS B RGO
FE3| Hh B BR R AR AR I 25 (I A5 A AL R B, SR 1 AR A0 | T SO SORBR ML fA =S
] % AR AR ARAR

o TEMREIIFNEZ SEAEIREF — T 2 H 0l AEE S LRl T2 e R, 4553
FH, ZEAAMUERNESIS T EHURE LIAE] T e iIERe, MR T &T IR L EA
BAT1.0%, 768 A EE EHiAE T RE PR 55, HERTRTHEELETER A
T01%-

2 SEER ARG RMBUE R TIE

SRR RER A THBUTE T RYE AU B KRB WL TR « B—REETIRE (tagging-
based) BIIIE, EITEFIAZ M E KRB FIIMERTORRE LR . BSEgEERRR - F
i, Zheng® A\ (Zheng et al., , 2017)%& H FIFRE 7 20 % R = TUAMMBUEL 585 (L bR R R,
BeJ5, WeiZE A (Wei et al., , 2020)32 H FICASREL /5 154 56 2 By 3 38 WL 51 1) B8 A0 oF
B, N BERMATE TESFE - SN, Zheng® A (Zheng et al., , 20213 T —FhET B
KA N IR, AR SC AT F TR - BiRTE (Ren et al., , 2022)#&H T
—FhET XA BCEZR A 7%, %7 ERIE B BT 3R B SR R B = o4 - B
RTERERBIET (table-filling) J7V%, ZJ7 1201 53 FK1A% 2 8] B 5% 2 SR R Sk 5L A0 2 52
o FAGHET T IEHI TR E R TPLinker (Wang et al., , 2020), ZTIESIAN T —FHE#ARIETF
FRCTT SR, % REBE XN B—Fh R R B, X FFERMAXT A0 F 0 - thFh, OneRel (Shang et
al., , 2022) 2 —FERMITE, ERBEMBUI N — MR EN =TTH SRR . F=KT
R AR 1% (Zeng et al., , 2018; Zeng et al., , 2020; Ye et al., , 2021), 7 1ERAFFE
JF51 (seq2seq) FILEFERAER =IO - SEPUR T AR K HEE 7772 (Shang et al., , 2022b) -

PSR, BEE R TII 2508 5 B B Pus & J S EAE BORE 5 A5 R Il 5 K
Re1, WS E AT TR R AN {rl A 20 B X Se A 28 ()38 O3 3 N AR Al RE ) SRR SER R R
B A TEUESS FIMERE - GPT-RE (Wan et al., , 2023)3 H T —F#F L NS 4L <70
X, BEEAMETNGESER (WGPT-3) #HITRFASE . LT EES S SR FHERFEFESEE L
PR, EONARRE T EERTRERE¥S)EA (WBERT) |, HFEBSEES TR
H RIFHZILEET - LAL-JER (He and Bai, , 2023)$2H T — M OIH IR 2 BN A S HESE, B
45 A& R S EREER R EOR, 8k OB BRI A RS R IO & R . R AR
PUIEHEALHI TR ORECE T &, R T (2 508K & U 55 P BOAREE 43 A0 A AT PR B R 7 55 1]
o AutoRE (Xue et al., , 2024) & T —FhET KEFHEA R SURM R RMBUEZE, #idEiR
TEFE TR A BRI SO A BERE R « 1% 7V B I MR F PR B B AR e dF AT SE AR BN A SRS 48
Z, HHASEMEIRRT SRAMEE . AR N T oSSR 4 2/ LIRS, ARl
PEFHEIRE S . RE KB SRR SR X R BUES R T S8 Ege, (HHESEFRR AT
HlEE TRBERR - 558, SENEAN R RERD TEAELR WIS RRI, FEALEN
SR B ARIEFIESN R RAVRBIEF R R TR . Hik, ZRT LT CE D KEMER IILH
I EE R, SRR K OURR FSe Rk RIEHEGE N ER - 7%, BAHER TR E
U SRR BN B2, ASEPRERE T R T UM A - BWIRIEFETH, KRS EF KN
ETE AR AT SRR RCR ONIRER, A, BT AR Z) 5 (R R 2 S B A B A7
LR EHR A A R -

3
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B TR T IZOCRR R AN T AR R P L SL /R B (Single Entity Overlap, SEO) =
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{wi,wa,...,wy}, EERERATIIZGEIESEABERT K151%0) T Htoken FIR:
H:{hl,h?,...,hN}:BERT({wl,’UJQ,...,U}N}) (]‘)

WS EIR BRI GTIT AT, &= T2 Sk SRR B SRR Z [ A BE RS o R AN ST - B
FOCE AR B ORI — R - BAkYL, EREIMERENER S 145,
%Jﬁﬁﬂwbwﬁ%%)\ﬂ%i%%m‘]o KT (wiy wy), XS BHRAFRIRR(w;, wy) BITHE %00

T, HAwy, fby, ZAIESIISE, di; FoREN (wi, w;) TR PIEE BN
h(wi, wj) = th[hi; hj] + dij + btp (2)
3.2 ¥V REREHZE
W R Z AT LIS B R BE 5 B AR R OR - Elﬁ:zﬁbi%ﬁﬁ/ﬁij:ﬁi%Htp @)
BN x N QENFIR, ZSCFHCNNs gt — BRI RR8 o 2 Li%F A(Li et al., 2022) KIS
% AR HERIE M BT S R LRSS - — M aa 6 8

T
C' = DCNN;(Hy,) (3)

HEACERIRY SKE R MY sk L - FIrE AR SRR SR BT P, DREZE
B KGRI EC . &M token XTHIFRRQ TTHEIT:
@ = ReLU(Hyy; C) (4)

3.3 IRETHM

Wt T — M7 R AR R, HOBEZITUHESHINE . BIENE LR R
BT —1MFEE. ZTTHFPBDEEE R RPIREF IR — X, @75 X R
POATH A SRIRAI =T - (1) FRE“TL & RIA A ETi s, R SLE AT EH LA pE G £
'; (2) I “TR & Xph BT, ﬁi@%*ﬁ;&ﬁ-‘ﬂ’liﬂ PP EFEE SSRGS RO E; (3) i
ZBL XA RN, R LAAMGE RO BEFER SSA ARG E; (4) 7% “BR” &
I AOA NI, SR SKH SR A B3P SC AR A5 R AL & - ﬁj{htﬁﬁ‘]ﬁ%ﬂ%%ﬁ%iﬁéﬂﬂ‘]
HEZNM, UFESEO (B—SAEHE) MIEPO (LANES) | H— NS E—"MrCEm
B, fENAIPREST B 2 M R% . HJik, iiimﬁﬁgi‘ﬁ/c/\;’éﬂ%&fil_ﬂjfﬁ{ﬂ SFRZRr, F
FE T0 S5 B BRI ARe S MR A BO T E T

TL

Score;k = o (Wr, Wrrg(wi, w;) + bhF) (5)
Scorel [t = o (W, Wrrg(wi, w;) + b]1) (6)
Score}, = o (Wy,, WpLq(w;, wy) + bEY) (7)
Scoregm = o (Wr,, Wera(w;, wy) + bff) (8)

Her: r, RREFERRAMET], o FKorsigmoid KEL, H TR HiHE4 S0 f1 2 H, H
ﬂ: ﬁ‘?é[ﬂ@*%?ﬁuﬁiﬁﬁ%ﬁ*ﬁﬁi rm7WTL7WTR, WBL; WBR %5*#%%%3@%”7“7% 1‘9%5@
BURERE, BT bLRBEE BB S K R K Bl BRSSO A T T
OB q(w;, w)) FRtoken K (w;, wj) BIRAFRIR, Score & (wi, w;) XN T AR HIR
%(TL, TR, BL, BR) M54 - SENFREFMESE S TIRE BBy B, (wi, w;) R
SRR, WIS bR FRER D BRI T BEy, W (w;, wy) AEBEHFARFIFRE -

3.4 HIKEE
1 FHBCESRRAE R & RS AR 2 PRI AT 55 A0 2R pRER » 12 SCIREZ B35 25 pRESUE AR
L L N
EIMMMNZZZZ%mn (9)
DeR i=1 j=1m=1
BC’Egm = yi]m log(Scoregm) +(1- ygm) log(1 — Scoregm) (10)

HAR ={TL, TR, BL, BR}, N F/REERANER . WHRtokentf (wi, wj) HERHr,, T
B Ee THRZETL 7FH’BL’ %Bzygg =1,yrR =0, yBL =1 FlyBE = 0.
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3.5 XW[HEG

BOETIN = ST RIS, RS AR 2 TGS RIRIN = - A T R SER R E A
T ERIE WS 7 AT ERS . Bl (TL, TR, BR) # (BR, BL, TL) , SR EEAI =TT
HEHNEAER . LIJH (TL, TR, BR) A, MFRME R TL BIFFE G, IRIE X
AT R EAE R BB ARE S “TR? F<BR” FOFRICHT o 3B IR ALX LTS, A = Jo 4 i X 15
HIRE =04 -

BASGBRT

L&A (TL) - BERIRFIFEFEITERICNTL (ZL/A) BFRCHTERNEIE S,

2.FHTR (ALA) : NEP T rcxs %, #%E (TL, TR, BR) K7W, Sl
FIFMEN “TR” (F LA) BIbMERT

3.53%BR (A FMA) : &, NS IRFREHH %, SHBOEMRCHBR? (B F
) HOFRIEY -

AFPAR SRR = TTAH: EH R “TL, “TR?, FI“BR™ X =ANTHA, BEMSTEE = LA M
X3, FFIEIIREE = o -

5. W MRS T EEEMIRRN = TE, ZAEANUN (TL, TR, BR) A RHTHER, &
M (BR, BL, TL) FR#iTEE, BINEAG FAFE, FHAETH BL) MLELA (TL) .

6.EHER. &5, BRI HEEEIN=TTHSEREGIT, BAHE, EhRENIRR

R
XX 6] A5 10 7 VA B T R R M A B SR i E B L, TR = T A SE MR AT
P o
4 K
4.1 HiEg

AR SEG BT R AR SR B RIEM B AT RIS VESRAIIP R R R OK, FEATFRITE
SRR CAIL 2022MCAIL 2023 LT HE— 59 FEAIPREE, N ERHKIN 40X = REHE )
RAENL -

EERBIREAINGSE, RIEEMMKE D AIH4168, 5201521 5LH], AIZHBIEEH—
LT MR AR: “EE AW NE Y T, kBB S NS 51 1Y)
i TR RRXEANGWEGY M ERTETER R, KRR IR % E N E Y
;I AR N BBV R LR, KRS AR AFI IR [ <AL 2R
RN Z A SERAMEP AR, RREEARZAFERFILRERR, BOERENEARER
WMEIFR -

Table 1: WHEIRE R AEGITE
xR B EHE TH HIE
Train 2941 2143 77 730
Valid 337 230 10 98

Test 365 260 7 70
All 3643 2633 94 898

VEPRRER ERIIGREE, JIERAMHE 2B 1216, 152F11525 L6, fEIZETRE —H
TESLT ZNMIRAR: IRA AR e OB VERIR IS R BRI BB Wt KB SE IRy Il IiRSE AN
B BB s TR RIEHE AR BB Y, Sk BSL o Al R 0E A s
Wyid; HIRY R AR HRBE AR S it SEREVESR BT 0, SRR AR R AR I
K7 R FEHCE AW SE 5 SO ESR AT, Sk B R B IEE A s VRS e Ta R
BE NI E NSEREVER AT, KR SEE D HR B AMBEN, P IR HE AR
R, KRS AR E SN, LR RN BAEBnR2rs -

WERBIERENINIGE, BEEMNIKE D 5IH1242, 1541525 K], HIXEHEE —
HEST UMK AR B R IEMEE AT M AT, kB0 A R B AMEa; I
2 RARMBENZ MR 55 m BT, KRS AIRICEEAE K ABREEN; “FrR" R fatEe N
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Table 2: VESREHEE R RREFIT R

KFE KM @WK MA WX R BOR
Train 1398 1270 92 79 1155 1157
Valid 174 165 10 12 165 165
Test 196 170 11 10 163 161
Al 1768 1605 113 101 1483 1483

WERFFA#FMITN, KBEED RN &L, “FE R T —FMoib ARHKES
HRIRIT Y, KRS A2 52 (7 BT R BE A AIAE X TR S RGeS EIR R A
5 BANFR3FTR -

Table 3: WHAIRE X AMETITE

XE WE WE FE AH
Train 719 769 409 764
Valid 96 98 55 107
Test 90 94 41 98
All 905 961 505 969

P FEDR
VGRS, — RS2 A 25 R U ML Ia e AR, 3l ESLIEH(True Posi-
tive, TP)~ E 1 {fl(True Negative, TN)~ %1% IEffl(False Positive, FP)FI%4 1% 7§l (False
Negative, FN)o HA, TP FIRERITHM 9 1EH] BB SE N IEGIAEE AR, TNFREZTIMN
H B BESHEN AP FIREAREL, FP R RERITIN oy IE GIl{E B SHERE M RIREAREL, FN 2R
FRAITHIM >y 7451 {6 B SEAE R TE B AR A

AP RS TEPRR A T — M T, BIRMERRZR « A B Py (T
FYEREIEAE BT - #EFHE (Precision) AT R FIUNEZ 151 BORE AR FIU0 1B B e AR 5=
g, RETERBENEEER, AEZE (Recall) AT IHHETNER E R A TR IER ) E
FIREAZE S, R THAENESX, FESEHZMA BRFEMFEE, ARERINE
L EEERE S 2 SVE S a7

4.2

Precision =TP/(TP + FP) (11)
Recall =TP/(TP + FN) (12)
Precision = 2 * Precision * Recall/(Precision + Recall) (13)

4.3 FERER

Table 4: HIEZIEAIPEFEXT L

R 2] VED W

P R K P R F P R I
BiLSTM 63.0 535 57.7 822 679 744 80.1 665 72.7
Tplinker 821 79.4 80.7 915 834 873 847 829 83.8
OD-RTE 85.7 844 850 94.7 889 91.8 864 88.1 87.2
OURS  86.4 84.5 85.4 94.7 89.8 92.2 89.6 86.1 87.8

T VEREZSCRIRREY, Rz T 5 — SR T IR AT T R R SRR R O B TN RS
sEBERT-base-chinese, ZHRAE G HLAR A AR AFRIFXER, F BRI FERTRHR
BIFASANE & RAFOR, B TG 1A (WJieba) FIRESI AR FEEIR -
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FFIKER T, %303 FBILS TMSE Tl U SE A4 5 TR R T, [RIRF %R T M
FhoeE RIE R T H R FIE RS TPLinker (Wang et al., , 2020)f1OD-RTE (Ning et al.,
, 2023) «

BAAGRA SR R AR, WA LVEH, ZOGRERITEIL T ITE R L%, EEE
RN P D EOTHEDAE] T fSEHHIERE -

IRIESEISLE R HR/KETNEMIL, 2R E T EAE =T M L EeEE TR
EHIFE R o X A TF% J7 EERERS TE 0 AR B A 755 BUME B R IR X 7%
5TPLinkerfA 0, ZJ5 IR EA LEAIPERE « JXIRUE 1 25T = Jo2H XIS T s A HG & il B
FER LR A A = AR X BE B - 5O0D-RTEM HIERR 1% 77 4] AR FH BE R S A FIY 8
BRI L N UM AR AR, I E = Te 2

Table 5: 2 fEAEAIERENS H
kit BHRP) AFFKR) F,

BiLSTM 75.1 57.4 65.1
Tplinker 82.9 80.3 81.6
OD-RTE 87.6 85.2 86.4
OURS 88.0 86.8 87.4

ZRAMERERNESFR, WHRILIEY, ZURH TR TIE &L, AR
BaRE, AR ="E0REETLEE, HREMERTWERMEREEN TR, MRTESGE
HEr LA, SECXHUMSRIER AR SR M ERIBEIRE LR D, SRR TR RZEMH
3]

4.4 BHARESELRER

N T ERZCRB R AR S B M AT B, % 30— AT 2 6 AR BUE
ZENYT (Riedel et al., , 2010) FiFAl TiZ IR BT - XM EIRE G E W AR [R
RIFREBAN LB, MUR2(XRE SR &G — 810 eI, %X AR A 25 1T
SES, REREAERE T = MIER L. TPLinker (Wang et al., , 2020) ~ OneRel (Shang et al., ,
2022)F10D-RTE (Ning et al., , 2023), EELERIMFESFIR -

Table 6: i FEUREFETEREXS
FA BHE®P) BEZER) F;

Tplinker 91.3 92.5 91.9
OneRel 92.8 92.9 92.8
OD-RTE 93.5 93.9 93.7
OURS 93.7 93.9 93.8

5ZMIERIEM, 1Z00R MR TIR B OB TERE « SXOEMET XA TR A =
JUAHAHECT SR U AP R =T H R X EE S, A BEE AT S RMIREUME &,
AT LSRR B R | T SO S (R Sk R HIRE

4.5 KERISLINEER

1% 0% Qwen-7B-Chat FlQwen-plus K38 F B AE N LIGFT 5, Qwen-7B-Chat K FH0-
Shot 2] FEXN B HTE - VEIRBMPFERE = "R —RBAEIRE AT Z TTHMMECELR, L%
WA, 0-Shot RN E FHEFTEL ~ KRE LA HAGE K, REFMAEIRER
#; Qwen-plus¥ Fi5-Shot 2> T AN R E5E « EIRFBMPFER="H—BAEIEEH T =TT
HAMECEEES, L3RI, 5-Shot RN E & LR ESSTES ~ KR E UMM HAg =2
K, BANEFRARE RME TN RE RG] - SLRERRTIR, LREREH, KESHEUE
INAEIE A A INLPAE S5 R I H SR RE, (B AT AT A 45 A (L AR BUE S5
ILH B RO REI A -
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Table 7: REEATE B IEMEARE L RIMEEEXS
R &5 EDW W

p R F, P R F, P R T
Qwen-7B-Chat 9.8 7.1 84 253 207 228 21.6 177 19.5

Qwen-plus 58.6 50.8 545 T6.5 725 744 778 712 T34
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