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摘摘摘要要要

无监督双语词典归纳（Bilingual Lexicon Induction，BLI）通过学习映射函数对齐两
种不同语言的单语词嵌入空间，从而推导单词翻译，在相似语言对中取得显著成功。
然而，传统方法依赖单一线性映射，在远距离或低资源语言对上性能欠佳。为解决此
问题，本文提出DM-BLI，一个基于动态多子空间对齐的无监督双语词典归纳算法及
其应用框架。首先，DM-BLI通过多子空间映射提升对齐精度，重构源语言词嵌入空
间，采用无监督聚类识别子空间，结合粗略全局对齐定位目标空间对应子空间，并通
过簇内和簇间对比学习优化映射矩阵。在包含5个高资源和5个低资源语言对的有监督
和无监督实验中显著提升性能。此外，DM-BLI基于所构建的词典使用logits lens技术
评估大语言模型（Large Language Model, LLM）的跨语言能力，通过翻译和重复任
务计算余弦相似度，结合词向量空间语义特征验证模型生成翻译的语义合理性。相较
传统LLM的跨语言评估方法仅以静态的BLI翻译对为标准，DM-BLI能识别未被词典覆
盖但语义合理的翻译，显著提升评估的鲁棒性和语义泛化能力，更准确全面地衡量大
语言模型的跨语言语义映射能力。我们的代码发布https://github.com/huling-2/DM-
BLI.git.
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Abstract

Unsupervised bilingual lexicon induction (BLI) aligns monolingual word embedding
spaces to infer word translations, achieving success in similar language pairs. However,
reliance on a single linear mapping leads to poor performance for distant or low-resource
language pairs. We introduce DM-BLI, a dynamic multi-subspace alignment framework
for unsupervised BLI. DM-BLI enhances alignment by using multiple subspace map-
pings, identifying subspaces via unsupervised clustering in the source embedding space,
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and locating corresponding target subspaces with coarse global alignment. Contrastive
learning refines subspace mappings. Experiments on 10 language pairs show substan-
tial gains. Additionally, we use the DM-BLI lexicon to evaluate large language models’
cross-lingual capabilities through translation and repetition tasks, computing cosine
similarity and validating semantic reasonableness with embedding space features. Un-
like traditional BLI, DM-BLI identifies semantically valid translations not in the lexicon,
enhancing evaluation robustness and semantic generalization. We release our code at
https://github.com/huling-2/DM-BLI.git.

Keywords: Cross-Lingual Word Embedding , Word Embedding Alignment ,
Contrastive Learning , Unsupervised Clustering

1 引引引言言言

双语词典归纳（Bilingual Dictionary Induction, BLI）旨在寻找源语言单词在目标语言中的
翻译，能有效解决大部分非英语语言面临的平行语料资源匮乏问题，实现不同语言之间的知识
迁移(Eder et al., 2021; Marchisio et al., 2022a)。
现有的双语词典归纳方法大致可分为两类：基于映射的方法(Conneau et al., 2018; Artetxe

et al., 2018; Ren et al., 2020; Li et al., 2022)和基于生成的方法(Gonen et al., 2020; Zhang et al.,
2023a; Li et al., 2023)。基于映射的方法旨在通过线性或非线性映射将来自不同语言的单语词
嵌入映射至同一个跨语言词向量（Cross-Lingual Word Embedding，CLWE）空间中，并且在
此空间中不同语言间语义相近的词尽可能接近。而基于生成的方法则利用大型语言模型（Large
Language Models, LLMs）的机器翻译能力(Briakou et al., 2023)，通过零样本或少样本提示直
接生成单词翻译。在无监督的情况下，基于映射的方法优于基于生成的方法，特别是在低资源
语言上(Li et al., 2023)。这是由于LLMs每种语言的训练语料库大小不平衡，进而导致其在不同
语言上存在能力差异(Zhu et al., 2024)。
尽管关于无监督双语词典归纳的研究已经取得一定的进展，但这一任务仍然面临着重要的

挑战。首先，大多数基于映射的方法都建立在所有单语词嵌入空间同构的强假设上，并且通
常约束映射矩阵为正交矩阵。但是这个强假设在很多情况下并不成立，特别是对于形态学和
词源学差异大的远距离语言对(比如，英语-中文)(Søgaard et al., 2018; Glavaš et al., 2019)。因
此，弱正交约束被应用于解决这个问题(Mohiuddin et al., 2020a; Glavaš and Vulić, 2020)；第
二，在映射的过程中，现有的方法通常只使用一个或一对全局映射将两组单语词嵌入编码至同
一语义空间中。但是全局映射聚焦于全局特征，忽略了局部特征，不能在所有子空间上效果
达成一致(Nakashole, 2018; Wang et al., 2021)。如图1 所示，不同颜色代表不同的子空间，英
语-日语的子空间对之间存在明显不一致的结构相似性。通过单一的全局正交映射，6个子空间
对的BLI（词汇翻译）准确率分别为54.3%、48.7%、40.1%、19.4%、18.9%和6.9%。

图 1: 英语（左）和日语（右）的单语词嵌入聚类结果t-SNE可视化

为了解决子空间效果不平衡的问题，有研究提出基于多子空间对抗学习的办法(Wang et
al., 2021)和基于图的学习范式(Ren et al., 2020)。然而，在这些方法中，单语词向量初始化的多
子空间分配是固定不变的，这使得BLI的最终表现强依赖于初始解和初始子空间的质量。一旦
所获取的初始解对齐性能差，就会导致结果陷入局部最优。
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不同于现有的方法，本文针对于无监督的双语词典归纳任务提出一种名为DM-BLI的动态
多子空间跨语言对齐框架。该方法利用簇类和簇间对比学习，实现了对源语言和目标语言的子
空间级的精确对齐，并动态更新每个词的子空间分配，避免算法陷入局部最优。DM-BLI首先
通过对源语言嵌入进行重构和聚类，建立多个有效子空间。随后，基于初始解发现目标语言中
对应的多个子空间。最后，我们迭代优化每个子空间对的特定映射，直至收敛。与之前的方法
相比，DM-BLI在无监督和有监督的双语词典归纳任务上效果都更加优异。
总结来说，本文的主要贡献如下：1）提出了一种面向双语词典归纳任务的动态多子空间

跨语言对齐框架，为每对子空间提供了定制化映射，实现全局和局部两个维度上更精确的对
齐。2）设计了基于无监督聚类的簇内和簇间对比学习框架，动态更新子空间分配，避免算法陷
入局部最优。3）进行了大量的实验验证，在10种语言对包括5对高资源和5对低资源语言对上展
示了该方法的有效性，特别是在远距离、低资源语言对场景中，DM-BLI相较于VecMap等基线
方法均有提升。

2 相相相关关关工工工作作作

2.1 跨跨跨语语语言言言词词词向向向量量量

跨语言词向量将不同语言的单词表示在同一空间中，使得不同语言中语义相似的词尽可能
接近，双语词典可以通过对其进行近邻检索得到。通过跨语言词向量表示，可将在资源丰富的
源语言上训练的模型或知识，迁移到资源匮乏的目标语言上。根据是否使用平行语料，现有的
跨语言词向量方法可以分为有监督、半监督和无监督三类。

早期的跨语言词向量嵌入模型主要基于有监督方法，通过大量人工标注的数据，例如单词
级别(Faruqui and Dyer, 2014)、句子级别(Zou et al., 2013)和文档级别(Vuli and Moens, 2015)的
平行语料库，来对齐源语言和目标语言的单语词嵌入。然而，获取这样的高质量标注数据对
大多数语言来说具有挑战性。因此，半监督方法(Agirre et al., 2017; Patra et al., 2019)被提
出，它尝试用更小规模的语料或者种子词典减少对跨语言监督信息的依赖。其核心是从初始
的少量种子字典开始，然后逐步训练迭代扩展种子字典规模，初始种子词典的规模可减至最
小25对(Agirre et al., 2017)。
无监督的跨语言词向量方法首次在2015年被提出(Gouws et al., 2015)，并逐渐成为跨语言

词向量嵌入领域的主流方法(Conneau et al., 2018; Artetxe et al., 2018)，主要是因为这些方法
不需要任何平行语料库或种子词典，而且更适用于更广泛的语言。与有监督和半监督的方法相
比，无监督的方法在获取可靠的初始解这个问题上面临更多的挑战。借助大规模的非平行语料
资源，生成对抗网络（GAN）的对抗性训练(Zhang et al., 2017)、最优输运解决方案(Alvarez-
Melis and Jaakkola, 2018)、自编码器(Mohiuddin and Joty, 2019)和基于图的对齐(Ren et al.,
2020)等方法被用来挖掘两种语言表示之间存在的关系，获取可靠的初始解并进行迭代。
虽然无监督的跨语言词向量生成减少了对双语平行语料或者双语词典的依赖，在性能上也

有较好的表现，但仍存在一定的缺点。Søgaard等人(Søgaard et al., 2018)研究发现，基于无监
督的CLWE生成对于语言对的选择非常敏感。对于远距离语言对（例如英语-日语），依靠完全
无监督的CLWE难以得到高质量的双语词向量词典(Glavaš and Vulić, 2020)。大多数CLWE方法
都是通过学习一个正交映射实现，正交约束依赖于单语空间同构的假设。然而当两种语言在词
源学和类型学（etymologically and typologically）上相距甚远时，并不满足同构假设，正交映
射会失效。为此，Goran等人(Glavaš and Vulić, 2020)放弃学习线性投影矩阵，转而提出一个非
参数模型INSTAMAP，通过迭代来学习非线性投影。Marchisio等人(Marchisio et al., 2022b)提
出在训练单语词向量的时候加入同构约束，使得训练得到的单语空间满足同构条件。

根据单语词嵌入的种类，现有的跨语言词嵌入方法可以分为静态词嵌入和上下文词嵌入两
类。大多数研究集中在静态词嵌入上(Ruder et al., 2019)，这些词嵌入可以由Word2Vec(Mikolov
et al., 2013)或fastText(Bojanowski et al., 2016)等工具生成。然而，静态词嵌入缺乏上下文信
息，难以捕捉一词多义的特性。因此，有研究开始从单语和多语预训练语言模型(Devlin et al.,
2019; Conneau and Lample, 2019)中生成上下文词嵌入，并将其作为单词词嵌入。然而，即使
在更长的训练时间下，它们在相同的映射技术下也无法超越静态嵌入在双语词典归纳任务中的
表现(Vulić et al., 2020; Liu et al., 2021)。
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2.2 双双双语语语词词词典典典归归归纳纳纳

双语词典归纳旨在从两种不同语言的单语语料库中推导出单词的翻译。模型BLI的性能受
语言差异的影响显著，不同语言对之间的变化显著。

BLI方法在语义上相似且资源丰富的语言对上表现良好，但在语义距离较远或资源稀缺的
语言对上表现较差。例如，无监督BLI在英语-西班牙语上的准确率超过80%，而在英语-中文上
不到40%(Conneau et al., 2018; Ren et al., 2020; Wang et al., 2021)。因此，越来越多的研究关
注于如何解决语义距离较远或资源稀缺语言对带来的挑战。

然而，并没有统一的标准来定义资源稀缺的语言对。例如，Zhang等人(Zhang et al.,
2023b)使用Twitter上的语言频率作为标准，而Goyal等人(Goyal et al., 2022)根据它们与英语
的平行语料资源的数量将语言分类为四类。与英语、西班牙语和中文等高资源语言相比，许多
语言尽管它们拥有相当数量的资源但仍然面临着类似极低资源语言的挑战。此外，由于低资源
语料少，训练得到的词嵌入质量较差，CLWE通常在真正低资源语言中表现不佳(Michel et al.,
2020)。因此，大多数以前的研究集中在相对低资源的语言（如芬兰语和印地语）上，而不是绝
对的低资源语言(Mohiuddin et al., 2020b; Tian et al., 2022)。
为了应对远距离和低资源语言对的挑战，Taitelbaum等人(Taitelbaum et al., 2019)建议利

用辅助语言来补足语义距离较远和低资源语言对之间的差距。基于观察到单词自然地分组为不
同的语义子空间，并且不同子空间的BLI准确性不均匀，Wang等人(Wang et al., 2021)提出了一
种多子空间对抗学习的方法，为每个子空间学习特定的映射。然而，这种基于GAN的方法鲁棒
性较差，且其子空间分配最初是固定的，可能会引入初始解的噪音。

与以往的研究不同，我们提出了一种动态多子空间对齐的无监督BLI框架，在子空间级别
为源语言和目标语言实现更强大和精确的对齐，同时动态更新每个单词的子空间分配，避免算
法陷入局部最优。

3 DM-BLI方方方法法法概概概述述述

3.1 问问问题题题定定定义义义

基于给定的源语言和目标语言，我们分别令X ∈ RN×d 和Y ∈ RM×d为标准化的预训练单
语词向量，其中M 和N 分别表示源语言和目标语言的单词数量，d 表示向量维度。我们的目
标是找到最佳映射矩阵WX 和WY，使得映射后的词向量WXX 和WY Y位于一个共享的空间
中。双语词典归纳可以通过对跨语言词向量进行检索实现。

图 2: DM-BLI流程示意图，其中⃝代表英语，△代表中文

以英语-中文为例，本文提出的DM-BLI模型框架如图2 所示。DM-BLI共包括五个步骤：源
语言词嵌入的重构、源语言的多子空间聚类、初始对齐、基于对比学习的簇内和簇间微调以及
双语词典归纳的实现。
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3.2 多多多子子子空空空间间间发发发现现现

多子空间发现的目标是发现源语言和目标语言对应的子空间对{Xi, Yi}，其中Xi中的单词
与Yi中的单词语义相近，i = 1, 2, . . . ,K，K是子空间的数量。多子空间发现的流程主要包含两
个步骤：源语言的多子空间聚类以及初始对齐。

3.2.1 源源源语语语言言言的的的多多多子子子空空空间间间聚聚聚类类类

首先，我们仅对源语言预训练词嵌入X进行聚类以获得K个有效的子空间，表示为X =
{X1, X2, . . . , XK}。其中，Xi ∈ RNi×d表示第i个子空间，Ni是其包含的单词数量。然而，对
词嵌入空间进行聚类时，面临两个主要挑战：第一，单个词嵌入提供的信息有限，直接对预
训练的单词语嵌入进行聚类忽略了语义空间中的结构信息并且会引入原始预训练词向量携带
的噪音；第二，如何预先确定子空间的最佳数量，主流的聚类方法如K-means(MacQueen and
others, 1967)等受超参数影响大，子空间数量这个变量可能会对后续的结果产生扰动，如何确
定一个有效的子空间数量是一个至关重要的问题。

为了解决第一个挑战，我们在对词嵌入空间进行聚类前引入一个类GNNs模块对词嵌入进
行预处理。具体地说，通过将整个词嵌入空间视为一个图，通过挖掘图结构的拓扑关联来实现
更深层次的语义关联探索，并对词嵌入空间进行处理，使得语义相近的词离得更近，使得后
续聚类的置信度更高。对于X中的任一个单词wx，我们首先将其视为一个节点，与其最邻近
的n个单词w1

x, w
2
x, . . . , w

n
x则是与之相连的n个节点，其中每条相连边的权重为两个节点的余弦

相似度。同时，为了尽可能地引入噪声，我们对wx所有相连边的权重做softmax处理。其次，
对于任一个单词wx，我们可以计算获得一个锚点ŵx，具体值为wx与最邻近的n个词嵌入的平
均值。如公式（1）所示，我们通过计算最邻近的n个单词与锚点ŵx的差异对wx进行改造，使
得wx与其语言相近的词空间距离更近，其中p是控制重构比率的超参数。

wx = wx + p ∗
n∑

i=1

weighti(w
i
x − ŵx) (1)

为了解决第二个挑战，我们使用一种无参数的层次聚类方法FINCH（First Integer Neigh-
bor Clus-tering Hierarchy）(Sarfraz et al., 2019)，来提供参考子空间参考数量K。然后，使
用K-means算法(MacQueen and others, 1967)将X聚类为K个子空间。

3.2.2 初初初始始始对对对齐齐齐

基于源语言的聚类结果，初始对齐的目标是在目标语言Y中识别出与源语言X =
{X1, X2, . . . , XK} 相对应的K个子空间Y = {Y1, Y2, . . . , YK}，从而实现多子空间对的
配对。其中，Yi ∈ RMi×d表示第i个子空间，Mi是其包含的单词数量。具体来说，我
们遵循VecMap(Artetxe et al., 2018)的范式进行初始对齐以获得一对全局初始映射矩
阵WXinit和WYinit。通过这些矩阵我们可以检索每个目标单词在源语言中的翻译，其翻译的
子空间索引将被分配给对应的目标单词。

3.3 多多多子子子空空空间间间对对对比比比微微微调调调

单一的全局映射在所有子空间对上并不总是表现最佳(Nakashole, 2018; Wang et al., 2021)。
为了实现更细粒度的对齐，我们提出了一种新颖的多子空间对比学习框架，该算法动态优化每
个子空间对的映射矩阵，从而提高BLI性能。这个框架包含簇间和簇内的对比学习两个部分。
簇间对比学习的目的是确保不同子空间对之间特征的可区分性，从而更有效地针对每个子空间
对进行个性化映射；簇内对比学习的目的是使得子空间对内的源语言和目标语言语义相似的词
对距离更近，从而实现更细粒度的对齐。整个优化过程将逐个子空间对完成。

3.3.1 簇簇簇间间间对对对比比比学学学习习习

给定子空间对{Xi, Yi}Ki=1，簇间对比学习的目的是强化不同子空间对之间差异性，提高每
个子空间对的辨识度。具体地说，簇间对比学习使得已配对的子空间{Xi, Yi}离得近，非配对的
两个子空间{Xi, Yj ̸=i}离得远。
我们引入了最佳传输距离(本文中为Wasserstein距离(Han et al., 2022))作为评估两个子空

间分布距离的度量。与简单的距离度量（如欧几里得距离）相比，Wasserstein距离考虑了概率
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分布的整体结构，使其对离群点具有鲁棒性并能更有效地捕捉几何细节。两个子空间分布之间
的Wasserstein距离可以计算为：

DW (Xi, Yi) = min

Ni∑
j=1

Mi∑
k=1

Tjkc
(
wXi
j , wYi

k

)
(2)

其中c
(
wXi
j , wYi

k

)
代表第i个源语言子空间的第j个单词wXi

j 和第i个目标语言子空间的第k个

单词wYi
k 之间的传输成本，Tjk表示单词wXi

j 和wYi
k 之间的传输计划。

基于给定的K个子空间对，我们设计了一个双向的簇间对比学习损失，如下所示：

Ls2t = −
1

K


log

(
e−

dW (Xi,Yi)

τ

)
+
∑
j ̸=i

(
1− e−

dW (Xi,Yj)

τ

) (3)

Lt2s = −
1

K


log

(
e−

dW (Yi,Xi)

τ

)
+
∑
j ̸=i

(
1− e−

dW (Yi,Xj)

τ

) (4)

其中τ是一个温度参数，s2t表示源到目标的相似性得分，反映Xi 在目标空间中的对齐质
量，t2s表示目标到源的相似性得分，反映Yj 在源空间中的对齐质量，与s2t 对称，确保双向对
齐的平衡。为避免计算量和计算复杂度过大，我们根据单词的重要程度对每个子空间的分布进
行采样，采样的比例为Sampleα。样本的重要程度由其与相近单词的相似度总和计算获得。每
个样本的相近单词数量由预设的阈值决定。
最终的簇间对比损失Linter如公式（5）所示，其中λ设置为0.5：

Linter = λ ∗ Ls2t + (1− λ) ∗ Lt2s (5)

3.3.2 簇簇簇内内内对对对比比比学学学习习习

给定子空间对{Xi, Yi}Ki=1，簇内对比学习的目的是确保在此子空间对内，互为翻译对的单
词对(wXi

j , wYi
k )离得更近。

基于映射矩阵WX和WY，我们可以通过检索每个目标单词在源语言中的翻译构建一个双
语词典D。其中，D = {(wXi

1 , wYi
1 ), (wXi

2 , wYi
2 ), . . . , (wXi

l , wYi
l )}，l是词典中翻译对的数量。

然而，双语词典D的质量依赖于映射矩阵的质量。为了减少引入当前映射带来的噪音，我
们会采样置信度较高的翻译对纳入最终的双语词典Ds中。每对翻译的置信度取决于所选翻译与
第二候选翻译在源语言单词上的相似度差异。
基于采样得到的高质量翻译对Ds，簇内对比学习损失设计如下：

Lintra = −
|Ds|∑
i=1

log
esim(w

Xi
i ,w

Yi
i )/τ∑|Ds|

j=1 e
sim(w

Xi
i ,w

Yi
j )/τ

(6)

其中|Ds|代表的是采样的翻译对数量，τ是一个温度参数。最终，整个多子空间对比微调总
损失定义如下：

L = Linter + Lintra (7)

3.4 多多多子子子空空空间间间动动动态态态更更更新新新

单轮子空间分配可能会引入来自初始解的噪声，从而使跨语言词嵌入的学习陷入局部最
优。因此，我们提出在更新WX和WY的过程中，动态调整目标语言中每个词的子空间分配。
具体来说，源语言X = {X1, X2, . . . , XK}中的多个子空间在聚类过程完成后是固定的。对

于目标语言中的词wY
i ，其对应的源语言翻译wX

i 是通过基于对跨语言词嵌入WXX和WY Y检索
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得到的。单词wX
i 的子空间索引会分配给wY

i 。然而，随着WX和WY的更新变化，翻译对也会
相应地发生变化。为了保持一致性且避免算法陷入局部最优，每当单词wY

i 的翻译发生变化时，
其对应的子空间归属也随着翻译对的调整而调整。

进一步从计算需求看，DM-BLI动态更新的时间复杂度为O(n · log n)，其中n为单词规模。
复杂度推导逻辑为：Wasserstein 距离近似计算和CSLS 搜索引入log n 因子，批处理与子空间优
化将计算分担，迭代次数L 进一步调节复杂度，最终呈现线性与对数级叠加的增长趋势。实验
数据验证了这一复杂度：当n = 20000 时，动态更新耗时为4946.05 秒；当n = 40000 时，耗时
为4930.46 秒；当n = 75000 时，耗时为5124.40 秒。耗时随n 增加的轻微变化符合O(n · log n)
的线性增长趋势，反映了GPU 优化和子空间划分对计算效率的影响，也让我们更清晰动态
更新在实际执行时的资源消耗特征。由于动态更新的时间复杂度为O(n · logn)，耗时增幅仅
约3.6%，为非指数级别增加。这表明方法在处理超大词汇量时是可行的，尽管内存需求和迭代
次数可能增加。

正如之前提到的，整个微调过程将逐个子空间进行，顺序按照源语言子空间中单词数量的
降序排列。对于目标语言中的每个子空间Yi，整个动态更新过程将持续至收敛。收敛的判定条
件依据Yi中当前轮次和上一轮次目标词的重叠比例决定。当重叠比例达到α，则认为子空间的动
态更新已收敛。此外，一旦一个子空间达到了收敛，该子空间中的词将保持不变。整个方法的
流程见算法1。

算算算法法法 1 动态多子空间对齐框架

输输输入入入: 单词词嵌入X ∈ RN×d 和Y ∈ RM×d

输输输出出出: 子空间映射矩阵{WXi}Ki=1, {WYi}Ki=1

1: 仅对X 进行重构和聚类，得到K 个子空间{Xi}Ki=1，其中Xi ∈ RNi×d

2: 通过初步对齐，获取初始的映射矩阵WXinit 和WYinit

3: 根据初始解，完成目标语言Y 的子空间分配
4: for i = 1 to K do
5: 初始化映射矩阵WXi ←WXinit , WYi ←WYinit

6: while 未收敛 do
7: 优化对比学习损失L，更新WXi 和WYi

8: 保持源语言子空间Xi 的分配不变
9: 依据更新后的WXi 和WYi，更新Yi 内的单词分配

10: end while
11: end for
12: 输出{WXi}Ki=1 和{WYi}Ki=1

4 基基基于于于DM-BLI的的的跨跨跨语语语言言言能能能力力力评评评估估估应应应用用用

本小节提出基于DM-BLI的大语言跨语言能力评估,用于更准确地测量LLMs的跨语言能力。
现有基于BLI任务的LLM跨语言能力评估方法，通常将BLI词典中预定义的翻译对视为唯一
的“正确答案”，以此来判断模型生成翻译的准确性。然而，此类方法存在显著的局限性，主要
体现在无法有效覆盖一词多义现象。例如，英语词汇“bank”既可表示“银行”，亦可指“河岸”，
而传统BLI词典往往仅收录最常见的翻译词对，无法涵盖所有语义合理的翻译结果。这种词义
覆盖不足导致在评估LLMs时，如果模型给出的翻译并不出现在BLI词典中，即使其语义是合理
的，也会被误判为错误。显然无法客观正确评估LLMs的跨语言能力。
因此，本文提出一种结合DM-BLI词典扩展与词向量空间语义特征的评估方法。该方法通

过embedding层面的语义相似性度量，对模型生成的翻译进行验证，从而识别出未被词典覆盖
但在语义上合理的翻译词。相较于传统基于静态词典匹配的评估方法，本文方法在评估的鲁棒
性与语义泛化能力方面具有显著优势，能够更加全面、准确地衡量LLMs在跨语言语义映射任务
中的表现。

4.1 评评评估估估数数数据据据集集集和和和提提提示示示词词词

基于上述目标，我们构建了一个多语言—中文映射的评估数据集。具体流程如下：我们首
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先基于DM-BLI词典提取了1000余组中文翻译为单字的英文词对（对英文翻译词去重处理）。
随后，在其余11种语言中进一步检索与这些英文翻译对应的词汇，最终构建出由12种语言
（含英文）映射到中文的跨语言词汇对集合。为保障模型生成行为的可控性，我们设计了两
类prompt完成任务诱导：
翻翻翻译译译任任任务务务：：：模型被要求将目标语言单词翻译为中文。此类prompt设计借鉴Few-shot提示策

略，通过提供多个上下文样例引导模型生成指定语言翻译。提示格式如图3(a)：

(a) 德语- 中文 (b) 中文- 中文

图 3: 翻译、重复任务提示格式示例

重重重复复复任任任务务务：：：模型被要求重复给定的中文单词。此类任务验证了LLMs在中文语境中生成能
力的输出稳定性，为后续相似度分析提供对照组。提示格式如图3(b)：

4.2 跨跨跨语语语言言言能能能力力力评评评估估估

我们基于上述两类任务的模型输出，设计以下评估流程与指标：

1）））输输输出出出嵌嵌嵌入入入提提提取取取：：：针对每个翻译或重复任务样本，提取模型生成文本的首个token的嵌入
向量，对于重复任务，仅保留生成内容与提示完全一致的样本，以确保嵌入的语义一致性和分
析的可比性。2)语语语义义义相相相似似似度度度计计计算算算：：：采用余弦相似度作为语义一致性度量，计算翻译任务中的生
成词与重复任务中生成词之间的余弦相似度及每种语言的平均余弦相似度AvgCosine。3)输输输出出出
准准准确确确率率率：：：以生成词与参考词完全一致的样本占比，定义为生成准确率Accuracy。4)相相相关关关性性性分分分析析析
与与与拟拟拟合合合建建建模模模：：： 皮尔逊相关系数（Pearson Correlation Coefficient）用于衡量平均余弦相似度与
输出准确率之间的线性相关性；线性回归分析技术构建如下模型以拟合二者之间的关系,并通
过R2值评估拟合程度与预测效果：

Accuracy = a ·AvgCosine + b (8)

5 实实实验验验设设设置置置

我们在12种语言对上评估我们的框架，涵盖了5种资源丰富的语言对：西班牙语（ES）、
德语（DE）、俄语（RU）、阿拉伯语（AR）、日语（JA）和中文（ZH），这些语言均与英
语（EN）进行跨语言对齐，以及5种低资源语言对：芬兰语（FI）、印地语（HI）、土耳其语
（TR）、印尼语（ID）、保加利亚语（BG）和加泰罗尼亚语（CA），同样也与英语（EN）
进行跨语言对齐。根据先前的研究(Mohiuddin et al., 2020b; Tian et al., 2022)，我们在实验中
也选择相对低资源的语言对作为低资源设置。

5.1 数数数据据据集集集

我们使用在维基百科上训练的fastText向量(Bojanowski et al., 2016)作为单语词嵌入，以
及Facebook发布的MUSE双语词典(Conneau et al., 2018)作为基准词典。MUSE提供了110个双
语词典，每个词典包含每种语言中使用频率最高的6,500个单词，分为包含1,500个单词的测试集
和包含5,000个单词的训练集。

5.2 基基基线线线模模模型型型

本文的基线模型分为有监督和无监督两组设置，我们在实验中运行了每个基线模型的公开
代码。

有有有监监监督督督BLI: （1）MUSE(Conneau et al., 2018)：通过最小化监督翻译对之间的欧氏距离
来学习正交映射。（2）VecMap(Artetxe et al., 2018)：一个学习双语词嵌入的通用多步框架，
包括白化、正交映射、重新加权、去白化和降维。（3）BLISS(Patra et al., 2019)：是一种半监
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督方法，其中损失函数包含一个弱正交约束和反向翻译。（4）CL-BLI(Li et al., 2022)：一个强
大且有效的两阶段对比学习框架，结合静态和上下文词嵌入。

无无无监监监督督督BLI: （1）MUSE(Conneau et al., 2018)：无监督MUSE基于普氏分析(Procrustes
analysis，PA)执 行 对 齐 算 法 归 纳 种 子 词 典 ， 使 用 对 抗 的 方 式 学 习 映 射 矩 阵 。
（2）VecMap(Artetxe et al., 2018)：无监督VecMap使用单语内词相似性信息来诱导初始解
决方案。（3）Ad.(Mohiuddin and Joty, 2019)：是一种对抗自编码器框架，先通过自编码
器将词嵌入映射至潜在嵌入空间中，后进行对抗学习训练。（4）BLOOM-7B：这是一个
仅解码器的Transformer语言模型，支持46种自然语言。我们在实验中使用了7B参数版本。
（5）LLaMA-13B(Touvron et al., 2023)：这是一个仅有解码器结构的Transformer语言模型，
支持20种语言。我们在实验中使用了13B参数版本。（6）GPT-3.5(Brown et al., 2020)：这是
一个仅有解码器结构的Transformer语言模型，拥有175B参数，支持38种语言。我们在实验中使
用了GPT-3.5-turbo版本。

5.3 评评评估估估指指指标标标与与与参参参数数数设设设置置置

我们选取每种语言中最频繁的75,000个词的fastText词嵌入作为输入，并进行标准化处理，
包括：长度归一化、均值中心化和再次归一化。

簇间对比学习中，仅选取置信度高于0.45的词表示子空间分布；簇内对比学习中，从按置
信度排序的翻译对中采样，采样比例Sampleα设为20%。收敛判断标准为：若某子空间本轮与
上一轮的词汇重叠率达到95%（即α = 0.95），则认为已收敛。

在使用大语言模型进行BLI任务时，我们采用Li等人(Li et al., 2023)提出的最佳提示模
板。LLaMA-13B的提示格式为：“Translate from Lx to Ly: wx ⇒”；GPT-3.5使用：“Translate
the Lx word into Ly: ”。

BLI任务的评估指标为Precision@1，即正确翻译是否出现在最近邻目标词集合中。候选集
合通过CSLS算法从跨语言词向量中获取。我们使用MUSE双语词典(Mohiuddin et al., 2020b)作
为参考，将每个模型生成的双语词典与之比对，评估其在BLI任务中的表现。

6 实实实验验验结结结果果果及及及讨讨讨论论论

6.1 高高高资资资源源源和和和低低低资资资源源源语语语言言言对对对的的的BLI实实实验验验结结结果果果

表 1: 不同模型在高低资源语言对上的双语词典归纳准确率对比

模型
高资源语言 低资源语言

Es-En De-En Ru-En Ar-En Ja-En Zn-En Avg. Fi-En Hi-En Tr-En Id-En Bg-En Ca-En Avg.

有监督
MUSE 67.80 63.14 53.23 44.33 0.14 8.29 39.50 46.50 25.65 39.80 35.50 39.28 46.19 38.80
BLISS 68.46 63.49 54.88 45.70 0.01 6.43 39.80 49.90 28.17 41.40 38.40 42.21 47.26 41.30
VecMap 71.70 66.46 59.58 51.54 37.14 42.50 54.80 58.12 34.07 49.37 44.72 49.13 54.35 48.30
CL-BLI 73.02 69.00 61.31 53.14 35.07 42.44 55.70 57.78 32.62 48.52 43.43 47.34 53.89 47.30
DM-BLI 72.87 68.28 61.61 52.33 41.03 44.83 56.80 60.29 35.57 53.09 48.24 50.80 56.47 50.70

无监督
MUSE 67.89 63.27 50.49 0.03 0.09 0.01 30.30 0.05 0.00 36.82 36.35 38.31 46.07 26.30
VecMap 72.00 67.17 56.42 47.43 26.62 33.39 50.50 54.71 28.19 48.92 45.65 45.69 53.52 46.10
Ad. 71.93 66.63 55.50 0.00 0.00 0.00 32.30 0.45 0.01 46.69 0.09 0.03 53.06 16.70
BLOOM-7B 52.50 38.34 26.06 32.67 21.34 34.35 34.20 23.43 28.30 30.82 45.45 16.75 43.89 31.40
LLaMA-13B 60.58 57.80 64.44 22.13 38.56 32.28 46.00 40.98 30.68 44.90 48.63 56.86 48.83 45.10
GPT-3.5 68.17 63.07 74.15 65.94 71.80 65.12 68.00 60.37 56.11 54.49 48.37 67.51 45.15 55.3
DM-BLI 72.94 68.67 58.91 48.58 32.42 37.34 53.10 57.48 30.80 51.98 48.81 47.63 56.15 48.80

表1总结了DM-BLI在高资源和低资源语言对上的监督及无监督双语词典归一化任务的
结果。在监督任务中，DM-BLI在高资源语言对上平均性能达56.8%，比最优基线CL-BLI
55.7%提升1.1%，在所有语言对上均表现最佳或次优，特别在Ja-En上提升5.96%，从35.07%提
升至41.03%。在低资源语言对上，DM-BLI平均性能为50.7%，优于VecMap 48.3%，展现稳健
性。在无监督任务中，DM-BLI在高资源语言对上平均性能为53.1%，优于VecMap 50.5%，但
低于GPT-3.5 68.0%。在低资源语言对上，DM-BLI平均性能为38.8%，在四种语言对上超越基
线，但不及GPT-3.5 55.3%，仍具一定鲁棒性。GPT-3.5在平均性能上表现更优，其原因一方
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面是因为GPT-3.5拥有1750亿参数，基于海量互联网文本预训练，覆盖多种语言和领域，特
别是在无监督和少样本数据上泛化能力强；另一方面，我们通过检查初始单语词嵌入质量发
现，DM-BLI 在许多语言对上性能欠佳，例如Zh-En，是因为中文与英语语义空间异构性高，
初始词嵌入语义表示不足。DM-BLI 表现优于GPT-3.5的语言对有Ca-En、Es-En、De-En等，
原因是这些语言对与英语共享较多语义特征，说明DM-BLI 的子空间优化和Wasserstein 距离方
法能有效利用这一特性提升对齐精度，而GPT-3.5 的泛化优势在此场景下未充分发挥。相比之
下，BLOOM-7B和LLaMA-13B表现不佳，落后于传统方法。
总体而言，DM-BLI在监督任务中不仅在高资源语言对中展现出显著的跨语言适应能

力，也在低资源语言环境下保持了较高的稳定性和泛化能力，优于现有的传统方法如CL-
BLI和VecMap。在无监督任务中，DM-BLI整体优于传统映射方法，特别是在高资源语言对
中表现出色，体现出较强的内在表示学习能力。然而，在低资源语言对的无监督设定下，尽
管DM-BLI超越了多个基线模型，但与GPT-3.5等大规模预训练模型仍存在显著差距。未来工作
可进一步结合大模型的上下文建模能力与DM-BLI的结构优势，以提升其在低资源跨语言任务
中的表现。

6.2 基基基于于于DM-BLI的的的跨跨跨语语语言言言能能能力力力评评评估估估应应应用用用实实实验验验

表 2: 不同模型在各语言对下的指标对比

语言对
LLaMA Mistral Qwen

Accuracy AvgCosine Accuracy AvgCosine Accuracy AvgCosine

Ar-Zh 0.18 0.68 0.25 0.61 0.34 0.65
Bg-Zh 0.23 0.66 0.26 0.59 0.33 0.64
Ca-Zh 0.24 0.68 0.38 0.60 0.37 0.53
De-Zh 0.34 0.75 0.37 0.66 0.37 0.69
En-Zh 0.36 0.71 0.38 0.69 0.38 0.78
Es-Zh 0.36 0.73 0.39 0.64 0.45 0.59
Fi-Zh 0.27 0.71 0.27 0.60 0.27 0.61
Hi-Zh 0.14 0.66 0.20 0.59 0.34 0.58
Id-Zh 0.26 0.72 0.34 0.64 0.40 0.63
Ja-Zh 0.43 0.75 0.40 0.64 0.51 0.59
Ru-Zh 0.40 0.71 0.44 0.62 0.48 0.63
Tr-Zh 0.20 0.74 0.29 0.63 0.28 0.67

(a) LLaMA-2-7B (b) Mistral-7B-Instruct-v0.3 (c) Qwen2.5-7B-Instruct

图 4: 线性回归拟合Accuracy与AvgCosine之间的关系：(a) LLaMA-2-7B（R2 = 0.4483）; (b)
Mistral-7B-Instruct-v0.3（R2 = 0.3235）; (c) Qwen2.5-7B-Instruct（R2 = 0.0268）。

在多语言语义一致性对比实验中，本文引入的重复-翻译任务嵌入对齐方法
展现出良好的跨模型适用性与显著的分析能力。如表2所示，LLaMA-2-7B、Mistral-
7B-Instruct-v0.3和Qwen2.5-7B-Instruct在各语言对上的翻译准确率（Accuracy）和平均
余弦相似度（AvgCosine）呈现出不同的性能表现。例如，LLaMA在Es-Zh语言对
中，Accuracy为0.36，AvgCosine为0.73，表现出较高的一致性；而Qwen在En-Zh语言对
中，AvgCosine达0.78但Accuracy仅0.38，反映了模型间在语义对齐上的差异。
为进一步分析Accuracy与AvgCosine之间的相关性，本文采用皮尔逊相关系数进行计算，

并通过线性回归拟合进行可视化展示，如图4。LLaMA-2-7B的皮尔逊相关系数r = 0.6695，p值
约为0.017，表明其Accuracy与AvgCosine之间存在显著的正向线性相关，线性回归拟合方程
为y = 1.97x − 1.11，R2 = 0.4483，如图4(a)所示。Mistral-7B-Instruct-v0.3的皮尔逊相关系
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数r = 0.5687，p值约为0.053，接近显著性阈值（p < 0.05），回归拟合方程为y = 1.42x −
0.56，R2 = 0.3235，显示中等程度的正向相关，如图4(b)所示。Qwen2.5-7B-Instruct的皮尔逊
相关系数r = −0.1638，p值约为0.61，表明无显著相关性，其回归拟合方程为y = −0.19x +
0.50，R2 = 0.0268，如图4(c)所示。
通过对三个模型的综合分析可知，LLaMA在多语言表示对齐方面展现出最强的语义一致

性，其重复任务嵌入结构在捕捉跨语言语义关系上具有较高的稳定性与可预测性。Mistral模型
次之，在特定语言对，如Ca-Zh、En-Zh中，依然具备较强的对齐能力，适合用于语义相似性驱
动的翻译任务评估。相较之下，Qwen模型在语义空间构建策略上表现出明显差异，可能更依
赖上下文驱动机制或采用非对称语言建模结构，导致重复生成与翻译输出之间缺乏稳定的一致
性。实验结果表明，重复任务嵌入与翻译输出之间的一致性指标可作为衡量多语言模型语义对
齐能力的有效手段，并进一步揭示了不同模型架构在语义建模机制上的差异性。

6.3 消消消融融融实实实验验验

我们设计了消融实验以证明对比学习模块的重要性，结果如表3 所示。移除对比学习后，
准确率从0.791降至0.766（下降约2.47%），匹配词数从1186减至1149；子空间分配由均匀分布
（如453、388）变为集中分布（如42、28），总词汇覆盖从70227增至74662。这表明对比学习
通过正负样本优化显著增强了子空间内词义区分度，其移除导致对齐精度降低，因缺乏对比损
失引导，模型收敛至更小词汇子集，从而未分配词汇减少但覆盖率提升。上述结果有力验证了
对比学习在提高准确率（尤其最近邻匹配）中的关键作用。

表 3: 有无对比学习模块的消融实验结果对比表

实实实验验验条条条件件件 使使使用用用对对对比比比学学学习习习模模模块块块 移移移除除除对对对比比比学学学习习习模模模块块块

准确率(Acc) 0.791 0.766
匹配词数(k=5) 1186 1149
子空间分配(示例) 453个，388个 42个，28个
总词汇覆盖 70227 74662

6.4 子子子空空空间间间对对对齐齐齐效效效果果果差差差异异异

图 5: 在不同的英语子空间中，Ca-En的无监督BLI(Percision@1)

如图5可见，DM-BLI 在Ca-En 各子空间的Precision@1 虽整体优于VecMap，但子空间性能
差异显著（如子空间3、7 准确率远高于其他）。这是因为Ca-En 作为低资源语言对，数据样本
本身稀缺，部分子空间因样本量不足、语义异质性强，无法支撑有效对齐，反映低资源场景下
子空间对齐的脆弱性。
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6.5 子子子空空空间间间数数数量量量鲁鲁鲁棒棒棒性性性验验验证证证

由于无参数聚类法对数据的分布和噪声较为敏感，我们对从VecMap 和DM-BLI 派生的采
样CLWE 进行t-SNE 可视化，如图6所示。结果显示，子空间数量在达到一定值后差异不大，
趋于稳定。图中不同子空间数量（5、7、9）的嵌入分布聚类结构变化不大，验证了该方法对子
空间数量的鲁棒性，表明该方法对噪声和分布的敏感性影响有限。FINCH 无需预设聚类数K，
通过层次化方法自适应确定集群数量，适用于复杂数据分布;其基于连接性优化的聚类更适合非
球形或不均匀密度数据。

图 6: 从VecMap 和DM-BLI 派生的采样CLWE 进行t-SNE 可视化，其中从DM-BLI 派生
的CLWE 可视化基于不同数量的多个子空间

7 总总总结结结与与与展展展望望望

本文提出了一种用于无监督双语词典归纳的动态多子空间对齐框架，称为DM-BLI。我们
的方法摒弃单一的全局映射，提出将词嵌入空间分割成多个子空间，在考虑全局信息的基础上
在多个子空间上实现对齐，从而实现更细粒度且更准确的跨语言词嵌入对齐。实验表明，与基
线方法相比，我们的方法可以显著提高双语词汇归纳的性能，尤其是在远距离和低资源语言对
上。同时，本文进一步基于DM-BLI构建跨语言评估应用，以提升大语言模型跨语言能力评估
的语义覆盖与鲁棒性。我们提出结合翻译任务与重复任务的评估框架，通过对模型输出嵌入进
行语义相似度度量，识别出传统词典无法覆盖但语义合理的翻译词，解决了现有方法在一词多
义、多语义表达等情境下的评估偏差问题。多模型对比实验表明，该方法在多个语言对上均可
有效刻画模型的语义一致性表现，准确率与平均余弦相似度之间的相关性进一步揭示了不同模
型在语义建模策略上的差异。本方法为LLMs跨语言语义能力评估提供了一种更具解释力和区分
性的分析路径，也为后续模型设计与调优提供了参考依据。
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