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T B RGEIR HA94 (Bilingual Lexicon Induction, BLI) it % > B 5 bR 206 55 7
FRANRE & BB A ZS A, N HES SR, e R0E S0 P BUS B2 R -
INTT, RGUIT BRI S — 2 ko, 7R R B s (R BT R S0 M ERE R A - AR I
[, ARCIEHDM-BLI, — T 8h8 2% 23 (A6 57 1 70 i B U0 1] B8 398 V% I
HRPFHMESR . H5E, DM-BLUES £ 725 [FIBRE5& X576, B JRE S i A=
[A], SRATCIRE RF AR 70, RS2 R T7E M Biras AIx R 23, Ha
T A A AR RE (B HL 2 ST A A B S B R - A 85 e B R ARG MR BTR B S R A &
AT W B 5258 A B R PERE o b A, DM-BLIZEE T BTy & A 18 #f Flogits lensBi A
PR RIE S A (Large Language Model, LLM) FIBESHE S, BIENIFMES T
FIHTRERZABRIE, 25617 [0 2 25 A 15 SRR IR A2 s B0 1018 SCE M - R
B LLMFETE S VS 1B LLER S HIBLIBHRE N bR, DM-BLIAER B R4 17 178
mAETE LA HAEIE, EERIEANEBERE OZ RS, IR E R K
BB B R EEE S5 LR RE ST - FATHOICIE & Afihttps: / /github.com /huling-2/DM-
BLLgit.
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Abstract

Unsupervised bilingual lexicon induction (BLI) aligns monolingual word embedding
spaces to infer word translations, achieving success in similar language pairs. However,
reliance on a single linear mapping leads to poor performance for distant or low-resource
language pairs. We introduce DM-BLI, a dynamic multi-subspace alignment framework
for unsupervised BLI. DM-BLI enhances alignment by using multiple subspace map-
pings, identifying subspaces via unsupervised clustering in the source embedding space,
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and locating corresponding target subspaces with coarse global alignment. Contrastive
learning refines subspace mappings. Experiments on 10 language pairs show substan-
tial gains. Additionally, we use the DM-BLI lexicon to evaluate large language models’
cross-lingual capabilities through translation and repetition tasks, computing cosine
similarity and validating semantic reasonableness with embedding space features. Un-
like traditional BLI, DM-BLI identifies semantically valid translations not in the lexicon,
enhancing evaluation robustness and semantic generalization. We release our code at
https://github.com/huling-2/DM-BLI.git.

Keywords: Cross-Lingual Word Embedding , Word Embedding Alignment ,
Contrastive Learning , Unsupervised Clustering

1 58§

FCETA T4 (Bilingual Dictionary Induction, BLI) BES-#RIFE S BIA7E HIinE S HHY
B, BER AR RE S RSB B IR AT IER R R Z R, SIS FERE S Z A B9 &R
iT#% (Eder et al., 2021; Marchisio et al., 2022a) -

A R TR BB U390 7 A KRB A 4 A 2R T BRET A 77 ¥ (Conneau et al., 2018; Artetxe
et al., 2018; Ren et al., 2020; Li et al., 2022)F1ZE T4 H /7% (Gonen et al., 2020; Zhang et al.,
2023a; Li et al., 2023) - F=T B HYJTVE B 70l 1t Stk B AR R AR BRI R R B A [FE S Y HIE R
AL R [E— P EIES A& (Cross-Lingual Word Embedding, CLWE) ZE[a]H,  H1E
It 23 [A] FR R [R]E 5 R TE SOREE B RURT BRI« TR T AR T VAN KBS TE S8 (Large
Language Models, LLMs) HIHL28E11EHE /] (Briakou et al., 2023), @i TR/ DA RE
AR R . AR E RN T, TR TENTET AR E, il ERER
HE L(Li et al., 2023) - X2 HTLLMsEMIE S FIIZRERZE R/ NAFEE, 3 m S EEAEA R
BE LHFEREIE R (Zhu et al., 2024) -

RE XTI ERGER BTN R DL BUS —E i, HX—ES MR HIEE EER
e - B9, REECE TS T IEERE L AR BT A B8 A i A\ =S Rl [F A i sR i B, B
W R RS HERE N IE SR RS o (HE X RBOKFERZ B N H AL, FEAlEx THE%EM
TR R R IE R B S A (Ftn, HiE-7F10) (Segaard et al., 2018; Glavas et al., 2019)
It , 55 1E 38 20 HM S A T AR ERX N A8 (Mohiuddin et al., 2020a; Glavas and Vuli¢, 2020);
=, TERRSTEE AR, BUA BT R R S A B 4 SR SR PR 4E BB TR R\ SRR 22 [R]
—IHENZ AR . BE2e RN RET 2R, 28 T HEEIE, AEERE 72 E ERCR
1A A —% (Nakashole, 2018; Wang et al., 2021)- &1 fiox, NEBIEREAFEFFZE,
B~ A B H) 2S [BA Z A FE R B A — B S M AR U o i 3 — 2/ AT BT, 60725 [H
KTRIBLT GAVCENEE) TR 154.3% ~ 48.7% ~ 40.1% ~ 19.4% ~ 18.9%16.9% -

X Bx
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7 EiE0: 54.3% FEEL: 48.7% FEME2: 40.1% FEE3: 19.4% FEE4: 18.9% T E[E5: 6.9%

M1 g () fEE () BEIERRA S REE R-SNERT AL

T RRRT 2 BIRCRA BRI, B 5058 T £ 7 =S B4 5] 1) 70 15 (Wang et
al., 2021)FETE %1755 (Ren et al., 2020) - SR, FEXLETTVEH, HIER M EYHRLHZE
T B A B2 E BN, X EEBLIFRARIBRIKH T WM FZRNRE. —B
PRI IR RN STHERE R, Bl B BB A RER &AL -
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AFETEE T, ARSCE T I B RONGE R 8, S 904 5546 i — 44 A DM-BLIFIEh &
Z TR SR E X TTHESE « T IER HRRRABRRIN tae ), SEEL T X HRE S HARE S 1T
S [FIR ST T, HIASEHE NI TS A B, BB EIAR AR &L - DM-BLIE S
B RHEE S AT ERMER, @Y IERTEN - e, Z2TURRLZIERESH
RMHIZDTEM . B, BANEREAEAD TR AR RS, BRI . 5ZaMTA
FAEE, DM-BLIZETC W BRI B XGE TR S U0 255 _ERCRET S it 5= -

BEERVE, AT ESTEAAN T 1) R T —FhE [ AR R AN ES B E T
BEFAFTER, MR T ER AT E RIS, SEI 4 RAN RPN 2 L RS B X
3. 2) WIT T ET LB RRMBANMIERENS L SIER, S EH T2 E 20, BRRIERE
NJEHREA  3) AT T RERSLIRIGIE, FE10ME 50 G5 & BIR A5 R B IR IE 50 LR
R TRERERNE, Rl RALEER - RERES NS RY, DM-BLIHE T VecMap&& &4k
FEYR ST -

2 MXTITAE

2.1 BiESFRE

518 = 1A ] 2 RN FHE B R IR R R E Rl — = A, B FRE S i UM LI iR )R AT g
B, XGER AT DU B TE AR R G E] . B BESEMERR, PREREFEER
TE S BNGRERA EAR, IRIIREERZ N ERES L RIEEGERPTER, AN
BB S M EITER D A ERE - RREMERE =K.

B ETE S W Em R FEETHRE L, Sl REATVREREDE, FlameiE
5 (Faruqui and Dyer, 2014) ~ A1 FZ5 (Zou et al., 2013)FISTEYZ A (Vuli and Moens, 2015)K]
SPATIERIE, RXFFIRIE S M BERE S BB « R, KRB0 & & AR E RO X
KEFGE S RIREGEM . B, 3B 1% (Agirre et al., 2017; Patra et al., 2019)# &
e 2 BN B R} B P 1A B Do B8 1 T EHE BRI - B0 B AT
ORI, RIEZPINGRERY BT A, w146 Fh 717 4 A R0 AT i 2
/N25%F (Agirre et al., 2017)

TC B WO ESE 1A (7] & TV E IRTE2015 5 # H (Gouws et al., 2015), HZ R NEIES
1] [] &k A\ A A I 7 ¥ (Connean et al., 2018; Artetxe et al., 2018), FE & F HiXLLTTiE
ATREALFPATIERES M, MEEEHTE ZRES - SEREMERERTTIEE
o, oM B BT IATE AR AT SER W) IR A 1 [l TEDIm B 22 Bk o 15 B KRR A 3 S AT TR
IR, ERXTHME (GAN) BRI ISR (Zhang et al., 2017) « S LHIHEARIR 7T 2 (Alvarez-
Melis and Jaakkola, 2018) ~ H4#fi3#s (Mohiuddin and Joty, 2019)F1% T K FI%} 57 (Ren et al.,
2020) % J7 A SRAZIR T AE S BRZ IR R R, SREURT SERRIIa M 1T -

BIRTC WS OB TE S A & AR ALR/D T RN P AT B R B NOE TR B R, EtERE bt
BRI, BEANFE—EMELS - Sogaard® A (Sggaard et al., 2018)BFR A, E T
EWICLWEA B T S XA RSE R BUR . M TmEERESN (FlnsiE-aig) | KETEL
TR E FICLWEXME LIS 21 /5 5T & A XGE 1 (7] &= 17 88 (Glavas and Vuli¢, 2020) « KEZEEHCLWE T 1%
HR A E T 2 S] — DN IEAT B SR, TR A A AR T B E S A] [RIAS AR - SR 2 P ANIE S 7R 1A
TR2EFRT2E (etymologically and typologically) _EAHBEESZEAET, HANH B R B, [EATBR
FeR5. Ak, Goran% A (Glavas and Vuli¢, 2020) 724 > M HR R lE, FrmfeH— 138
SZHREBIINSTAMAP, B E R ST EERMER R - MarchisioS: A (Marchisio et al., 2022b)##
HR PRI 25 B 5 1A (] &= IR DDA ARG LT, BERRIZRIS21 B B8 =S (BT 2 [FIAG 25

IR BIEF A RFR, IUEEE SR AT ET] DL NERSTR AR LTSGR A
Ko REHWFREHEFESIFA#KA L (Ruder et al., 2019), iXEE38% A AT LA Word2Vec(Mikolov
et al., 2013)Blifast Text(Bojanowski et al., 2016)5 TEAE - IR, #HSWATASRZ LT XUE
B, MELETE—IA 2 R - B, BT IE N BB 28T 2515 5 B2 (Devlin et al.,
2019; Conneau and Lample, 2019)F AL T ICREERA, HRFEAE R BRI A - AT, BIfE
TEFKYIGRIT IR, S AT TR [R] A BR SRR T 1 TC V28R i i AT N ] B T 0 455 T Y
FH(Vulic et al., 2020; Liu et al., 2021)
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2.2 XCEA A

BB B YT20 5 72 N RS 5 09 S8R AP S B m 0% - BAIBLIFMERER
HEERIRMEE, ARE S Z AR EE -

BLITVEEE L EAR A FIRFEERES N ERIEE, (BAEE BB al 5 R# 5 i)
EEN ERIMEE . Flin, TR EBLIERE- Y8 E AR ZEIE80%, TMAERIE-A 3 L
ANEN40%(Conneau et al., 2018; Ren et al., 2020; Wang et al., 2021) - FH, BORSEZE 5T R
T A e figé iR SCBE B Be7e B B IR SRS 577 SR BRI -

IRTM, FFIE S — RPN R & U IR SR TE S 4 - BI40, Zhang® A (Zhang et al.,
2023b) i F Twitter | {15 F MEAE IR, T Goyal® A (Goyal et al., 2022)IR#E E 115 & ik
AT IR IR ERE S R K . 53E - WA ST CERTRIESHEL, £
S REENIHEME S BERNFIREIREIRE RO EIRE S Pk - o, BT RBER
EEVD RGNS AR ERKE, CLWER S EEIERTRES 7 RIAME(Michel et al.,
2020) - Hith, KREHLATHHREPEMANKEIRES (2 EMEHiE) L, W%
X M BTURIE S (Mohiuddin et al., 2020b; Tian et al., 2022)

R T R 7 FE B AR BE RIS S FIBkAY . Taitelbaum%% A (Taitelbaum et al., 2019) % 3 F
I BNE & R4 R 18 R B R AR R E S X Z A R - BT SR 2 En] H IR 5342 R A
A8 SCF=5 8], BANE 23 B I BLIVERPE A Y], Wang® A (Wang et al., 2021)3&H T —
FEFR BN, BN TR RIS FE BT« R, XFETGANRTIEER
HEE, HEFZERESEEVEEER, TS5 AR FIME -

S5PUEMHRAR, TANRH T —Foh S 2 F= RN FF R IREBLIESE, £+ = E%HH)
FRTE S EHVRE S S R AR RN 57, FIRSISEHEA SR F 2R S0, BaE
RPN B BB AR AN -

3 DM-BLIJ %A
3.1 [A[#E X

ETHEMFESMERES, B9 X ¢ RV Y € RMXENFRELRITI)IE $

HiEmE, HPM FIN SR REESMEMESNRIENE, d RrRmadE . ZIT0E

PR R B e BRI FEREW x AWy, SRR 5 AT [ =W x X AWy Y AL T — 3 =2 25 ]
e OO TR S UGN AT LGRS B 1E 1A A S TR R L -

O FESHHBRAEN O F=E8x © WgaxF © WEFAR

0O ETEF=EMXLEED
‘E g > Q >
e O | Bt RT3
— . 7 ~ ’ ~ ”__-_;:.\
BIREEEEBN A :??i@A\ I%é[‘a] B"l ,I .h ~
EHEEN: s W o/ W/ ;8 At
——- _. \
Ef: s %__ﬁf ! %ﬂ“‘/ ™ !
A Y .
fhl: M / \bird %A o

\
\FEEC N
A

z

S

2: DM-BLIFiERERE, EFORFEE, AMRFEFL

DASEFE-/R ORI, AR H AIDM-BLIFRAUAEZR &2 FroR « DM-BLIZLEAELMPER: IR
EEIRAREN - JREFE TRZRE - WIAXTTT < ETx st 5] R AT E A LU
KBRS UGN R SE TN -
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3.2 ZTFZTEAI

Z 7 [A & A Hir R L& IRE S BB SN N F 2 EX{X;, Y, B X 8
SY;HRBEEE AT, i =1,2,... K, KEFZENEE. 27T EEARPREEECSER
MBI JRES L 7258 B R L VIR 5F -

3.21 FBESWEZTFZTREER

BHAE, FATOOSIEIE S M 2RI AX TR R URBK DB FSH, RARAX =
{X1, Xo, ..., Xk}o HA, X; € RNVCUFIREN T, NEHLGSHRFELNE - AR,
RS B AT R ER, HmN A EEZSE: B—, B NARAREREEER, BN
YR B A 1B A\ AT SRR WS T 38 LA A 51915 BT B & 51 AR IR T 4530 ] 2 15
IR BT, WTHUEHE F SRR EERE, ERPEERTTEDK-means(MacQueen and
others, 1967)EXHBSEH MK, FEEEX L EF RSN GRS R AN, Wi
E—PNEMHI T2 EHER— D2 REENR- .

N TR, AT TR 2 A AT R FI 51— FEGNNsIEER X a fi A
A s . Bk, B RS E A R — B, EE SR B G5 AR T S B R SE TR
FEREIRIE SCREIRR , FFRA SR A AT 20, (58 R iR s & Fr, 155
ERRAPEBEEES . N TXFEME—TBAw,, FITELEBFEAN DT H, 5HEART
FIn A Bidwl, w2, ... wt NGRS ZHERn ST A, EPEEMEEDE WA AR
FELEE o [FIEE, S 7 RATREHL G| MRS T T w, B A 72 AL EE fiftsoftmax b 2 - H K,
ST =B w,, FATA] LU ERE — A, BIEME w5 HARE Fn 38 # A 1) F
BE - A= (1) Fror, A TEE T B R AR fn > 810 5 8 S0, B2 5 05w, #TI0E, fF
Bw, SEESHIEAASFEEREL, HhpREfIE LEIBESE -

n
Wy = Wy + P * Z weight;(w', — @) (1)
i=1

N T RRGE Ak, AT —MIESENZ IR ELTTIEFINCH (First Integer Neigh-
bor Clus-tering Hierarchy) (Sarfraz et al., 2019), RS E FEASEHNEK - K5, F
FIK-means®.{%(MacQueen and others, 1967)K X R E N KT 234 -

3.2.2  YIEERFF

ETRHERESEMNRELER, VHBXNFTHENMEEERBEYFRINHSEESX =
(X1, Xo,..., Xk} XN NAKDSFZEEY = {V1,Ys,..., Y}, N SEI £ F 25 (6 X5 1)
Foxt o He, v, € RMXRRENTEE, MZ2HEEEMEBEIMEE . BMEFERERUW, &K
i1 fEVecMap(Artetxe et al., 2018)HJ7L 7 17 ¥ 4 XF 55 LUK 15 — XF & J&) ¥ 4f Bk 55 46
FEW ., AWy, o B X EHEERAT U R B BAERES T AfliE, EEEN
FR ARG ELLA X R B AR -

3.3 ZTFZEREX A

B—) 2 RSHE T + = [BI% LA SRR I £ (Nakashole, 2018; Wang et al., 2021) -
N T SEIN BRI R BN 5T, BT T — MR £ T A AN A S HESR BRI
A2 (RIS R BRET AERE, A THE M BLITERE o 1XMEZR L 7 (R FHHE N A XS H 22 > AN ER 59 -
FETRIN B2 ) 1) B B2 B RS [R] - 25 AL 2Z RV ARRAE B AT X4, AT B8 At B 41> 7 =5 1
SF AT YA BRI BRI H2E ST ) B B2 E 1S 2 R N TR TS B 0 B AR E 518 SRR
SFRRBS BT, T SEEIL BT 4B B XS 5F o BT AR RR S F S X SEAK -

3.3.1 FRMENf 2]

BREFAERN{X;, Vi E |, BEX S B RO FEF N Z HERE, #eE
DT AT IHRRE - BARMUL, FERDS b2 ) (15 RN 2R X, Y, AR, JERDGT A
BN TFA A X;, Vi VBB -

BATFINT S AEFE R B (4 3CH Fy WassersteinFi B (Han et al., 2022))1E 74l 7 4>+ 25
HomEENER. SHENESEE (WEJLEBERE) tHH, Wassersteinfi 5% & T %

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
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SRR, R B R A B BRI AT AU LA . BT 5 2 ]
A Wassersteinif & 7] PLTTHE N -
Dy (X;,Y;) mmZZT]kc< Wi w ) 2)
j=1k=1
S (wlf, wl) RF SN RE S T2 RS A A B IE S TR R

$fmkzﬁm%%ﬁﬁiIﬁ%Tﬁmeﬁwpzﬁm%%ﬁﬂ
EFAFME AT, BT T — SRR 2SI sk, 1 FF:

dyw (X4,Y5)
log (e* - )
1
Lo = —— w (X)) 3
s2t K + Z <1 . 6 — > ( )
J#i
dw (Y4, X5)
log (e_ B )
1
L - — 7Kg 4
t2s K —|-Z <1_6_dw(1‘: X])) ( )
\ J#i

HirZ—MEESE, «2tF2oRIRE BrrECER s, RBRX; 7 HAR2S A 5 05T 5
&, 257 HRERAME RIERS 2, BRY; AIRZER AR TR, 52t XK, BRI X
I H -1 - ﬁﬁ%ﬁ%iﬂﬁﬁﬁmfﬁﬁ &MEﬁﬁﬂmﬁgﬁfﬂtA¥ @%ﬁﬁL
FrREE, REERILLBI N Sample, - FEA K E ZRESE fHL 5 A B A AR (URE S AR TSRS
BRI B RCER R IR B (ERE -

BRARIFEIRDNS AR K Linge, AT (5) PR, HARNZE 0.5

Einter = Ax Lth + (1 - >\) 5 £t25 (5)

3.3.2 RN H.AES]

ST UG, VY, BRI HC T ) R ORAE LT X IR, VB R ) 22
AR (wi wy) B 1G HEOE -

ﬁ?%%ﬁ%wxﬁw& FATAT oE R R & B Ar SR IRIE S A B —
D . HA, D= {(w',w)), (wy i wy), .., (wiw) )y, DR EAR R AR -

%ﬁ ﬂmﬂ@DmEaW%$%%%WMEE N T DI SRR R A, 3
118 RAEE (S B R AN SR RGEIA LD, BRI E (S IR T neRix S
o ARG EEAEYRIE = A E R LUEER

ETRIEEIN & R E RN D, BRI 2SI KB T

|Ds| szm(wixi,wi )/T

mtra - Z 1Og Y; (6)

D D erimwi e/

HA D MURFGERFERBENRE, 22— MRS &, B2 72 RN AR
PR E IR -

L= Einter + £intra (7)

3.4 ZTE AR

BT RSB RES 5 AR BWIGMERIMES | I B8 = 1R #1022 5] B R HR
o B, FARBETHW AWy K Red, shBJHE B nE S e i p) 725 [ B -

B, RESX = (X1, Xo,..., Xg PP HIEZ N TERERFS R STEAE REER - Xf
T HIREF F 8w, Hﬁfmfmm@mw;ELﬁﬁTﬁquﬂmA“%Xﬁ“wY@%

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
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BRI . BideX T B R RS DS - R, HEW Wy BN, #ETdhe
FER M Z 2R - N T ORI — B HB R BERR N B TR a i, 24 Biw) FIRIE R A2 2R (LA
ELF 7 ) (8] VAt Bt o R T ) R R R

H—PMITETKE, DM-BLI s S EH IR EEZE NO(n-logn), HHn HEFEME-
BIREHESZHN: Wasserstein BEEITLIITEFICSLS &5 Nlogn B+, #AHESF= AL
R E S, BRI #— P ERE, RAZNENSHERE MG KES . L5
BIRIIE X —E 345 n = 20000 B, ShASEHFERS 74946.05 #b; Yn = 40000 K, FERS
$94930.46 F5; Hn = 75000 B, FEATH5124.40 FP o FERFln 3RV F GO0 - logn)
I MER KT, LT GPU AL A F 2 [ R 4 3 7 B A, ik FATH IS mish &
FERTE SEBRHVT I B BT IR VE FERFAE - FH T B EFR R EE RO (n - logn), FERHEIEY
23.6%, NARTEECL B IN - X R IEELAEB AR BN R ATTH, RENEFRRIER
YRECRT REHG I -

IEWZ B s R, B RS EAN FEEET, TP RIEES 725 6 RiaEE
FEFFHES - 3T BIRES FRETFZEAY;, BN SE R R A R ISl - WS H & 5
PR Y; M BT R — IR BAMARESEIRE - DESHHIET o, MK FZEEE
BEH OIS o, —B—"FBEER TWSL, % T2 B AR AN « A TTIER
TR AL

Bk 1 i S T ENFTHESR
BiA: BIAARAX € RNX4 Fly € RMx*d
Wi 7S B R W, }E L (W 1,
AU X TR, BEK A FAE{X K, HEX, € RN
B WEPRST, REYIMG A B S FERE W ., . FIWy,
. REVIIEME, ERERESY TSRS
: fori=1to K do
PRI W, — Wy, ., Wy, « Wy,
while RIS do
ALK LSRR L, Wy, FWy,
RFEFRE S T2 RX; BB
WRIEEH G W, FiWy,, FETY; NAYERIE AL
end while
11: end for

12: i {Wx, Y F{Wy, LK,

=

© 2 P g @Y

,_.
=4

4 HETDM-BLIFBEIE S G174 M

AN 5 H 2T DM-BLIFKE 5 8578 5 560 VP08 1 T BRI E LLMs IS 1E 5687 -
IE % TBLIESS WILLMES 15 5 B8 ¥4l 75 %, I8 % RFBLIA 4 i 35UE SCH B 3300 10 0 ME—
A IERRE S, DABLORFIMTIETY A= Bl R R M « ORI, MRTIEFAERERRRE, &
FIMAETEERCE = — A LIS - F1a0, L bank BE Al KRBT, JRATTEAT R,
T 1% S BLITA] SLAE 1 OB B 0L BB AN, ToIRT a5 BT 1 SCa BRI LS R « X Ain] L
B AN FEAEAGLLMsE, I RERLSS H A B AN EIAEBLIA S, B HTE SCR &3
1, HEPORFINEIR . BARTIAFWEFIFAELLMsHEBESAES -

R, AR H —Fh45 5 DM-BLI 89 & 5 1] 7] 8 25 (A8 SRR RS 75 1% - 7 7RE
iFembedding/Z [ A8 XARME R, BRI A BT R0E, MRS AR A 415 55
HAETE L EAE BRI - HIRTRRE TR S ITE AR, RO EET &%
MWEESGZRENTEER BENE, e Einam - b S LLMs /B E =15 UREHES
RN -

4.1 PEBIRRANRRIA
ET LAEW, BAWET —MZES P OB EEIEE . BAERED T JATE

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 798
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SEEETDM-BLIA S EE B T 100042 240 7 SCEI N L OB S0 %S (6 S BiE IR L EAL ) -
bEfE, EHRIFMES FH#—PRERE X LHSCRIFEX AL, REAWMEHHRMES
(FHI0) BT BB SR B E - AREBREBERIT A EN, BI1ET T
Fprompt FTEAIES 15 S
BFEAESS: B ESRK BAnE S B EliE N R prompti% i {H EFew-shotH2 /R 3
W&, EIRHEE A B R SUREEIE | SRR A e e TR S R . SRS E3(a):

Deutsch: “ausserdem” — 3 : “1” s T - s T
Deutsch: “doch” - H3: 7{H” A I (= N B I =
Deutsch: “einen” - H3: "—” b 7" - pe 77
Deutsch: “neuer” - H3: “Ht” R TET - R T
Deutsch: “ihr” — Wh3C: 7 R TART - o
(a) EIE- H3C (b) 13- X

K 3. B EEAESRAHEIRG

BEES: BRAWESREE A ENTICHRE - HREFUE T LLMsTEH GBS H A HRe
N EHIEENE, NESMLUE TR A . R XmEsm):
4.2 BIESHRIHE

BMET LA ESER EH, & USRS 5

1) FHRARE: S8 EIFSESESHER, RBUREAE R SURIE T tokenATHRA
Mg, NTEEES, WRBERNESRRTE IR, DIFHRRA B8 L —BER 5
PrEOr b - 2)1E XHERUE TR RARZHELVEENE L —SEER, TEIEESTIE
R 5 B B A 55 HR AR RCIR] 2 TB] B SR AR (LU S B RIS 1P 8 42 5% AR (LB Avg Cosine - 3) Hii
WHIR.: DIERIASSHEE T2 — SR G, & U ERIEFZE Accuracy - 4) M RS T
548K, K/RiIFERFREL (Pearson Correlation Coefficient) F T & FH&ZHELES
Ty TR R 2 (R s ER IR RN S A BRI a0 AR DU A B Z A Bk R 8
o RAEEA LA TR S T RR -

Accuracy = a - AvgCosine + b (8)

5 SERWE

BATELME S X LI RATHMESE, WE ToMEREEMES X BIHETE (ES) -
t8i% (DE) -~ i3 (RU) - FIRMATE (AR) ~ HIE (JA) FIFX (ZH) |, XEEFH5E
& (EN) #TEESXFT, DASHERFIES Y. 3528 (F1) « E0HE (HD - £HHE
(TR) -~ EIB1E (ID) - SRIMANLE (BG) MNEP BILIE (CA) , FAFEHESEIE (EN)
PEATEETE F 05T « AR SEHTADIF ST (Mohiuddin et al., 2020b; Tian et al., 2022), FATETLL+
WIEFEARSHE SR AE B 5 E AR E -

5.1 HiEs

B FHAEAEE T R B )I1ZR Ffast Text 7] & (Bojanowski et al., 2016)1E 4 #iEIR KA, LA
JeFacebook & A FIMUSEX & 17 # (Conneau et al., 2018)/E N ZEIR M . MUSERMHE 71107
TEIA R A S B RE P SR B R 6,500 B, 430 AL 1,500 B ] B AR
AL E 5,000 BRI 2
5.2 FELRIEA

R EEEET S E BT EWAIRE, NS TET 7RISR AT
(MR

BWEBLI: (1) MUSE(Conneau et al., 2018): i /M WG E #H1EXT 2 8] A RK K EE B
RS IERBST - (2) VecMap(Artetxe et al., 2018): — /™) XCGERER A RE FH 2 P HEZE,
EIEEMN - EATHUR - BEETA . ZEAFRELgE . (3) BLISS(Patra et al., 2019): f&—Ff1

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 799



FEITRIESYRZ

B, ERHRREAOE—BELARMMENE. (4) CL-BLI(Liet al., 2022): —~ i
KEBEAIFI B L2 ST HEZR, 45 A FFSF LN SURHERN -
W EBLL: (1) MUSE(Conneau et al., 2018): 7& ¥ BMUSEX: T3 K 43 #T (Procrustes

analysis, PA)H AT %F 57 B ¥k U3 99 Fh 30 #8  fF F 6k d0 89 5 2 2 30 BB AR RE .

(2) VecMap(Artetxe et al., 2018): JCWa B VecMapfi H 575 P4 18 A5 LU 15 B R 75 5 W) U5 i
RH % (3) Ad.(Mohiuddin and Joty, 2019): & —Fh¥t#1 B MG S HELE , SEiE T B RG
RN EBEBRASAE A, G ES % . (4) BLOOM-TB: X £&—1
X #1525 ) Transformeri® F 1A, LFr46F HINIE T - BATESLR T HH TIBSERUA -

(5) LLaMA-13B(Touvron et al., 2023): X FE— M RS 28 4570 i) Transformeris 5 Y |

SCFR0MIES - BATEREPEH T13BSEURAE . (6) GPT-3.5(Brown et al., 2020): X
— M RS 2R 5 Y Transformer i S8, H175BSEL, FESMES - A TR ff
FH 7 GPT-3.5-turbofi A -

5.3 eSS SHRE

HATRBEFIE Z HH EME 075,000 Bfast Text T B AMENEIA, FEFEATAREIL LB
B KEA—L - HEFCFFXRIEA—L -

RRIEXT H2EST g, DORBCEEE & T 0450 A RR FA[E 404 SRR HL2ESTF, WIRE
(B EHET IR SRR, SRIELLG Samplea & H20% - WSLHIMTIRUE R : BHRFEELRS
R ESRER95% (Rla=0.95) , WIAKEHEL-

A RE SR ATBLUES N, FATRALISE A(LL et al., 2023)# t i) EIR T
M o LLaMA-13BH$&/RH&ZN: “Translate from L, to Ly: w® =7; GPT-3.5{#H: “Translate
the L, word into L,: "o

BLIESS HIIEAGFEFR A Precision@1, Bl IEFHEIIEE & HIMAEHE AL B RS & T - fEiks
At CSLSEIE MBS TE 5 18] [ 2 AR E . A1 FHMUSEX B 17 48 (Mohiuddin et al., 2020b){E
N5, RFFEAERA B NOE TR S 22 e, PR EAEBLIAESS T R -

6 SEEEER KR
6.1 7= B IRAR B IRTE 5 4 FIBLISE 345 R

F 1 AFRETE S R BRIE 50 B RORE 17 S 30 R 2R L

o EHIRES RBHRIE S
Es-En De-En Ru-En Ar-En Ja-En Zn-En Avg. Fi-En Hi-En Tr-En Id-En Bg-En Ca-En Avg.

HE

MUSE 67.80 63.14 53.23  44.33 0.14 8.29 39.50 46.50 25.65 39.80 35.50 39.28 46.19 38.80

BLISS 68.46  63.49 54.88  45.70 0.01 6.43 39.80 49.90 2817 4140 38.40 4221 4726  41.30

VecMap 71.70 66.46 59.58 51.54 37.14 42.50 54.80 58.12 34.07 49.37 44.72 49.13 54.35 48.30

CL-BLI 73.02 69.00 61.31 53.14 35.07 4244 55.70 57.78 32.62 4852 43.43 47.34 53.89  47.30

DM-BLI 72.87 68.28 61.61 52.33 41.03 44.83 56.80 60.29 35.57 53.09 48.24 50.80 56.47 50.70
Tl

MUSE 67.89 63.27 5049  0.03 0.09 0.01  30.30 0.05 0.00 36.82 36.35 3831 46.07 26.30

VecMap 72.00 67.17 56.42 4743 26.62 33.39 50.50 54.71 28.19 48.92 45.65 45.69 53.52  46.10

Ad. 71.93  66.63 55.50  0.00 0.00 0.00 3230 0.45 0.01  46.69 0.09 0.03 53.06  16.70

BLOOM-7B  52.50 38.34 26.06 32.67 21.34 3435 3420 2343 2830 30.82 4545 16.75 4389 31.40
LLaMA-13B  60.58 57.80 6444 2213 38.56 32.28 46.00 40.98 30.68 44.90 48.63 56.86 48.83 45.10
GPT-3.5 68.17 63.07 74.15 65.94 71.80 65.12 68.00 60.37 56.11 54.49 4837 67.51 4515 55.3
DM-BLI 72.94 68.67 5891 4858 3242 3734 53.10 5748 30.80 51.98 48.81 47.63 56.15 48.80

F 1845 T DM-BLIYE /5 B IR A BE R T8 3 %5 b A0 e B R 76 W B SO0 ] 8 ) — (L AR 55 0
iR EREESH, DM-BLIE & B 1B S X £V 5 81A856.8%, & ft % 4 CL-BLI
55. 7% HA1.1%, FEEES X LB RMEAET IR, FA7EJa-En E3EF5.96%, M35.07%%%
F+ZE41.03% - ZEMRTIRIES N L, DM-BLIFFEGEN50.7%, T VecMap 48.3%, EILFE(E#
o LW EAES Y, DM-BLIZE & BIRIE S X B FHEREN53.1%, T VecMap 50.5%, 1H
RTFGPT-3.5 68.0% - FEMLFIFIE=® ., DM-BLIFEI1HAEN38.8%, FEPUFES X iR E
4% EAKGPT-3.5 55.3%, hE—E&#EMN . GPT-3.5E P LRI EM, EERR—7

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
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H & E NGPT-3.58H17501 5%, ETiEE BB M AT, L FhiE s M, %
BRI B/ DREAREYR LIz Lge 58, B—H, BATELREYIRBEIERRAREL
I, DM-BLI ZEF 2B X LIERERE, BI0Zh-En, &R A 5 HEIE L H AT,
WA TR AIE L FERAE « DM-BLI #IM TGPT-3.5/)1E 5 X HCa-En+ Es-En~ De-En%,
JER B @ X LB S0 5 5B L SR EHE, BADM-BLI #F 28 B4 F Wasserstein 55
ERCE R X — MR T PR TGPT-3.5 HNZ LIt B ARG R T RIS &3% . iz
T, BLOOM-7TBFILLaMA-13BEIAE, &5 T1E5 7%

BEAME, DM-BLIEREESHANES FIFRES N FRIH EE 0B IESIENGE
7, MERKIRESIAE NRE T RENRBEEMZ A, TIEKES T EWCL-
BLIFflVecMap - 7ETC B (LS H, DM-BLIZMRAL TEGTLSS 7715, FFREE R BIRIE S X
HRIH 6, AIEBRRNERRESIRRST - B, AREFEESSHILTREEET, R
HEDM-BLIEB#L T £ MNEEELHEAR]D (HE5GPT-3.5% KT SRR A B 20 - KRR TAE
Al — 55 A KR | R U@ IR 5DM-BLIFI G Es, DR A EAERKTIRBES 1%
H RN -

6.2 HETDM-BLIKEIES 6877744 N L%
% 2 NERTULERAE S XN HIFEFRNT H

ww LLaMA Mistral Qwen
Accuracy AvgCosine Accuracy AvgCosine Accuracy AvgCosine

Ar-Zh 0.18 0.68 0.25 0.61 0.34 0.65
Bg-Zh 0.23 0.66 0.26 0.59 0.33 0.64
Ca-Zh 0.24 0.68 0.38 0.60 0.37 0.53
De-Zh 0.34 0.75 0.37 0.66 0.37 0.69
En-Zh 0.36 0.71 0.38 0.69 0.38 0.78
Es-Zh 0.36 0.73 0.39 0.64 0.45 0.59
Fi-Zh 0.27 0.71 0.27 0.60 0.27 0.61
Hi-Zh 0.14 0.66 0.20 0.59 0.34 0.58
1d-Zh 0.26 0.72 0.34 0.64 0.40 0.63
Ja-Zh 0.43 0.75 0.40 0.64 0.51 0.59
Ru-Zh  0.40 0.71 0.44 0.62 0.48 0.63
Tr-Zh 0.20 0.74 0.29 0.63 0.28 0.67

@ Data Points ° o ° © Data Points
— Fitted Line: y = 1.97x + -1.11

0.50 —— Fitted Line: y = -0.19x + 0.50

© Data Points o
° 020{ @ Fitted Line: y = 1.42x + -0.56 o

0.66 0.68 0.70 0.72 0.74 0.60 0.62 0.64 0.66 0.68 0.55 0.60 0.65 0.70 0.75
Avg Cosine Avg Cosine Avg Cosine

(a) LLaMA-2-7B (b) Mistral-7B-Instruct-v0.3 (¢) Qwen2.5-7B-Instruct

4: 2B A Accuracy 5 AvgCosineZ [AI) K 3 (a) LLaMA-2-7TB (R? = 0.4483) ; (b)
Mistral-7B-Instruct-v0.3 (R? = 0.3235) ; (c) Qwen2.5-7B-Instruct (R? = 0.0268) -

HELZEFENL—EHMEN LR, K5 AW EE-BFAES®RANFTE
RIAEREFMEREEHES EFER 2 TEES - WK2PT7R, LLaMA-2-7B~ Mistral-
7B-Instruct-v0.3M Qwen2.5-7B-Instruct7E & & 5 X - B0 81 F W & (Accuracy) #F 1Y
5% M LB (AvgCosine) 2 B H A [E MM RE R B - Fl 40, LLaMAYEEs-ZhiE 5 *f
. Accuracy 50.36, AvgCosine70.73, F I H 8 & 79 — 2% ;. MQwenfEEn-Zhi& 5 &f
B, AvgCosineik0.78/HAccuracyf¥0.38, Sl |54 A 7E1E UG 5F B ZE R -

Rt — B T Accuracy 5 AvgCosine Z [B] FAH P, AR BR @ < REGHITIHE
FHm T M B I A HAT AT EIR, W4 . LLaMA-2-7BRI R /R 5% 2% = 0.6695, plE
2£]750.017, F B H Accuracy5 AvgCosineZ [A] 7 7€ B RV IE M &A%, &EE A 2
Ny = 1.97z — 1.11, R? = 0.4483, WIE4(a)ffi7R - Mistral-7B-Instruct-v0.3/ 57 /R #1856 &

TR EEE SRS, BT92T-5806T1, W, TE, 202548 H11HZE14H.
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o = 0.5687, pfEZ)10.053, FiL BEMEBEME (p < 0.05) , EEHBAEFTENy = 1422 —
0.56, R? = 0.3235, E/nPEBRERIEMAER, WE4(b)FR - Qwen2.5-7B-Instruct {57 /K i
X REr = —0.1638, pEHZIF0.61, KATLEZEMRME, HEEMATE Ny = —0.192 +
0.50, R?=0.0268, 1E4(c)Fi~ -

X = MERIEE G T AT AN, LLaMATE 75 5 R0 57 7 0 R B H A od B 78 L —2K
%, HESMESHMALWERREESIE LR LEEREIEEES AT - Mistralf&A
RZ, FEFRFEIBEX, WNCa-Zh~ En-ZhH, KRB FEEIRIIXNTTEEST, 1&EAH T8 ARG
HRIBINFEAESSEAL - MEZ N, Qwent BIZEIE WS A SRS D HIMH AR 25 WREHEK
i bR SR BHLEIECR F HERT IR IE F B, SEEE SRS EER H 2 B2 R —E
. SEIRLE R R, HEELSHASEIFER 2 8 B — B IR iR T E N & 205 5 R ANE U
FFRENBIERTF B, it — R T AR ZEA 78 SR LA b =R
6.3 THRELSCLS

A& T VERLSEIS DUIEBA XS 22 SRR A B B0, S5 5RWIERS Fom - BERNT 2] )g,
YRR MN0.791F%20.766 (NFE2N2.47%) , TEECIAECN118618ZE1149; FZ A 4B TS 40 7
(0453~ 388) ZEMEF A (42~ 28) , HIARNCHE 35 702273 74662 - X F BN L 23]
T E AR R T F R EIANIEL X 5, ERERSETFFEEMER, FEEZ 5 i
KB 5, WAWSER/ ML FE, WKL E A EE &R EH . ERERE HRIET
S HESIEREMERE CE SR ARCED) FRIREIER -

3 B IO HAE STIEER VA Rl SR 45 RS AR

SER A EFXT A S R BB BRT b2 STRRER
HERAZE (Acc) 0.791 0.766

DLHE A% (k=5) 1186 1149

T2 [E] 5 Be () 4531, 3881 427, 284
EICE = 70227 74662

6.4 TEEXFTRHIRER

GPT-3.5
. VecMap
DM-BLI

0 1 2 3 4 5 6 7 8

FziE#Rs|

0.6

TIBFCIAAAER R
o ° o
& = &

o
N

o
-

o
o

Bl 5: FEARIFIZE T2 B A, Ca-Enf) 7t B BLI(Percision@1)

G 5F W, DM-BLI #ECa-En %725 [BlfPrecision@1 B EAR T VecMap, (HFZ5 R4 fE
ZRIDE (WFEE3- 7 WHZTETHM) o X2ZEACa-En IERKHEIFRES®, BIRHEAR
KEMBR, B FSEEEREANE - FXRIER, TIESEERTTT, RRMEERY =
A (AT FF BIME S -

B E T EE S RS EE, 7920458061, GRS, HFHE, 20254E8H11HZE14H.,
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6.5 TERKEEELERIE

T To 2 BOR R IE N B (10 50 A A 7= O BURE, FefTTx MVeeMap AIDM-BLI JRAEFIR
FECLWE #17t-SNE "I, WE6FTR - 4R ER, TEABEERE —EHFERNIK,
BETRE . BPARTZEEEE 5. 7. 9) BRADARREEUANK, BHE T IZIEN T
ZREE R EBIE, RIZTT R0 B AR R BURER A IR « FINCH LR P RAEK
BRI IE BiE RN E R E, SR TEREE A HE TR R E &3k
BRIE BN 50 2 A -

5 FZjEHDM-BLI 7N FZ[EHDM-BLI 9NMF = A FDM-BLI

!
2
]

6: MVecMap FIDM-BLI K4 SR FECLWE # 17t-SNE A] #14k, H & ADM-BLI IR 4E
FICLWE AL E T AFEEE N Z T2

7 BES5RE

ATCHEH T — T IE B NOE I VI R Eh S 2 7 2 (B ST AEZR, FRO9DM-BLI- 3]
WA R — a2 RBR, SRR SRS ERE TR, £ RERE SR L
FEZ A TR LN TF, T SCELE AN B H VR B8R SR AN 57 - SRISR, 55
LOTIEAAL, FATRTT IR AT DU IR A RUE RIS RO e, 0 HR A bR B AR B R = 0
Lo R, A B ETDM-BLIBE B E S VG R A, DI RIE S BB E = i v h
WE B RS EB . BINRHASRFES S HESESHITMER, BB ik At
B SRR E &, R R SoR I E B = 805 La BB, R T I TR — 1A%
S~ B FRBFHER TRV WZE R - SARAD HSERRE, ZIRELS MG S0 L]
ARG BRI ) TE BRI, R R S P S R AR B Z A AR S — PR IR T AR
RITEVE SRR EHESR - ARJ7ENLLMsBE 78 5 8 SURE I PGSRt T —FhoE B 1 FnX 4
PRI TERE, R ERTNSIT SIALIR AL T 2B 03 -

Bt
AR BRI AL 2 g I 9B S 7 N AR SRR A O (5 U AR SO R KRS R o

507 (No.24CYY107) , H oA 2 ARl 55 2% & T A i =0 N T8 BE 1 4 (B VUL X 55 B
77 (No.2024TD001) F4: %8 -
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