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摘摘摘要要要

本文针对两阶段事件共指消解方法存在的触发词词目启发机制缺乏同义词聚类能力和
小模型理解触发词指代事件能力有限等问题，提出了一种基于大模型增强的两阶段高
效的事件共指消解方法，一阶段引入大模型进行同义词聚类，二阶段大模型提供触
发词解释文本增强小模型。此外，设计了引导小模型侧重触发词特征向量的损失函
数。本文方法在保持近似线性时间复杂度的同时，在ECB+和GVC数据集上的CoNLL
F1得分分别提升了2.9和8.0。
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Abstract

To address the limitations of existing two-stage event coreference resolution methods,
such as the lack of synonym clustering capability in the trigger word lemma heuristic
mechanism and the restricted ability of small models to comprehend trigger word event
references, this paper proposes a Large Language Model (LLM) enhanced efficient two-
stage event coreference resolution approach. In the first stage, LLM is introduced for
synonym clustering, while in the second stage, the LLM provides explanatory text for
trigger words to enhance the small model. Additionally, a loss function is designed
to guide the small model in focusing on trigger word feature vectors. Experimental
results demonstrate that the proposed method maintains near-linear time complexity
while achieving CoNLL F1 score improvements of 2.9 and 8.0 on the ECB+ and GVC
datasets, respectively.

Keywords: Event Coreference Resolution; Large Language Models; Trigger Lemmas;
Computational Complexity

1 引引引言言言

事件共指消解是指识别和链接指向同一事件的不同文本表述。例如，在新闻聚合时，需要
聚合同一事件的不同新闻报道(Yang et al., 2022; Liu et al., 2024)；在构建事件图谱时，需要融

©2025 中国计算语言学大会
*通讯作者

根据《Creative Commons Attribution 4.0 International License》许可出版

CC
L 
20
25

第二十四届中国计算语言学大会论文集，第77页-第88页，济南，中国，2025年8月11日至14日。

(c) 2025 中国中文信息学会计算语言学专业委员会 77



中国计算语言学大会

合不同来源对同一事件的描述(Chen et al., 2023)。事件共指消解是支撑新闻聚合、知识图谱构
建和问答系统等多种应用的重要任务。

当前，事件共指消解面临两个主要挑战(Ahmed et al., 2023)，一是如何准确理解事件指
代，即从众多事件中精准链接具有指代关系的事件对；二是如何高效的完成共指消解，确保任
务在可接受的时限内完成，即计算复杂度问题。如何高效、精准地实现事件的共指消解始终是
众多学者研究的目标。为此，Held等人(Held et al., 2021)提出了一种两阶段方法，一阶段进行
初步事件提及聚类，二阶段进行共指事件对判断分类，已成为现阶段事件共指消解的主流框
架，但该方法在每个阶段均需要训练独立的模型，且在一阶段需要基于提取的每个事件的特征
向量计算两两事件的相似度，计算复杂度是平方级。(Min et al., 2024)使用参数更大的二阶段判
别器模型，并使用大模型生成每个事件的总结性文档作为额外特征，有效提升了事件共指消解
的精准性，在多个数据集上取得了当前最好的消解效果，但其计算复杂度仍为平方级。(Nath
et al., 2024)采用蒸馏的方法将大模型对事件共指对的判别能力迁移到高效语言模型上，取得了
与(Min et al., 2024)接近的共指消解效果，但其大模型构造蒸馏语料的方法针对的是事件共指
对，计算复杂度是事件个数的平方级。而(Ahmed et al., 2023)在一阶段引入触发词词目的先验
统计方法替换原本训练模型以及基于特征向量相似度的计算方法，使得该阶段计算复杂度由平
方级降为近似线性，并在二阶段选择参数量较小的高效语言模型作为判别器，大幅减少了时间
消耗，但共指消解效果精准性退化较为严重。近年来，大语言模型在自然语言处理各任务上展
现出强大的能力(Ma et al., 2023; Fu et al., 2024; Peng et al., 2024)，然而使用未经微调的通
用大模型端到端解决事件共指消解问题，在消解效果上尚无法超过经过专业训练的高效语言模
型(Nath et al., 2024)，并且大模型推理耗时也无优势。

简而言之，目前尚无有效的事件共指消解方法能够同时兼备线性计算复杂度和强大的共
指消解能力。为此，本文提出了一种基于大语言模型增强的两阶段事件共指消解方法，该方
法在设计上兼顾了性能和效率。为增强共指消解能力，本方法利用大模型强大的语义理解能
力，在一阶段引入基于大模型的同义触发词词目聚类，结合基于触发词词目启发，生成更加
完备的候选共指事件对集合；在二阶段结合触发词上下文信息利用大模型生成精准、简洁的
触发词解释文本，增强专业判别器模型对触发词指代事件的理解能力；此外，为引导判别器
模型更准确的抽取触发词指代事件特征，本文额外设计了一个简易分类损失函数，仅依赖候
选共指对的两个触发词特征进行共指判断，融合经典的分类损失函数，可进一步增强共指消
解性能。为减少共指消解计算开销，本文借鉴(Ahmed et al., 2023)方法的思路，在一阶段不
训练单独模型，基于大模型的同义触发词词目聚类计算复杂度为O(t)，t是测试数据集的事件
主题个数，而触发词词目启发的计算复杂度为O(n)，n是测试数据集的事件个数；在二阶段选
择参数量较小的高效模型作为判别器，可有效减少训练、推理阶段的耗时。实验表明，本文
在保持与(Ahmed et al., 2023)方法同样计算复杂度的同时，通过在两阶段各自引入大模型，
在使用相同的Roberta-base(Ericka et al., 2023)高效判别器的情况下，在ECB+(Cybulska et al.,
2014)和GVC数据集(Vossen et al., 2018)上的CoNLL F1得分分别为84.6和83.0，相比于(Ahmed
et al., 2023)方法分别提高了2.9和8，并大幅缩小了与复杂模型(Min et al., 2024)的差距。

综上所述，本文探索提出了一种基于大模型增强的两阶段高效共指消解方法，在保持近
似线性时间复杂度的前提下，显著增强了两阶段高效方法的事件共指消解效果，主要贡献包
括：1）提出了一种基于大模型同义词聚类的触发词词目补全方法，能够提升共指事件对的召回
效果；2）提出了一种基于大模型触发词解释增强的高效判别器事件共指消解方法，显著增强了
判别器对触发词指代事件的理解能力；3）引入了一种辅助简易分类损失函数，进一步提升了共
指事件对的判别效果。

2 相相相关关关工工工作作作

事件共指消解的研究经历了从规则系统和传统机器学习到深度学习的演变过程。早期方
法(Baldwin , 1997; Lee et al., 2012; Stoyanov et al., 2012; Lee et al., 2013)主要依赖于手工设
计的特征和规则。随着深度学习的发展，基于神经网络的方法逐渐成为主流，研究者开始使用
卷积神经网络和循环神经网络对事件提及进行编码(Fang, J et al., 2019; Zeng et al., 2020)。
预训练语言模型的引入标志着事件共指消解研究的新阶段，Caciularu等人(Caciularu et al.,
2021)提出CDLM模型，通过全局注意力机制处理跨文档信息，但该模型参数量大，计算开销
高。Cattan等人(Cattan et al., 2021)选择只使用句子级上下文，提高了效率但可能丢失重要的
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文档级信息。Held等人(Held et al., 2021)提出由两个Bert模型构成的两阶段框架，首先在一阶
段模型抽取每个事件提及的特征向量，之后通过两两计算相似性筛选出潜在的共指事件对，这
些潜在的共指事件对进一步送入二阶段模型做最后的共指判断，两阶段的模型均需进行训练。
虽然该方法在多个公开测试集上的性能表现出色，但其计算耗时比较大。相比之下，Ahmed等
人(Ahmed et al., 2023)首次从问题分解角度提出使用触发词词目启发机制来解决训练数据正负
样本不平衡和计算量大的问题，该方法将事件共指消解分为两个子任务：首先基于对已有的共
指标注数据进行先验统计，得出潜在的触发词词目共指集合，然后再结合文本字符串的重叠度
过滤掉约90%的非共指对，余下的事件对再送入二阶段判别器模型进行共指判断。此方法显著
提高了计算效率，将计算复杂度从平方级降低到近似线性级别。

国内研究逐步从特征驱动模型过渡到结构增强的端到端框，主要集中于模型结构本身的优
化。Huan等人(Huan et al., 2023)针对事件提及间的干扰问题，设计基于事件核心句的端到端
模型，利用门控机制融合上下文补充信息，有效减少语义干扰并提升事件表示的准确性。Liu等
人(Liu et al., 2024)进一步引入显式论元信息与事件链重构机制，通过缓解论元抽取误差传播和
数据稀疏性，实现对事件共指链结构的一致性建模。此外，为提升大模型在共指消解任务上的
效率，Liu等人(Liu et al., 2025)提出主题结构增强方法，将实体共指转化为问答任务，引入可
学习提示模板注入主题信息，仅需少量参数微调即可获得接近全模型性能的结果。

大语言模型依托其强大的理解和生成能力，在自然语言处理的各类任务都能取得卓越的性
能。例如，(Xu et al., 2024)基于大语言模型提出了一种信息抽取统一框架，将命名实体识别、
关系抽取和事件抽取等任务转化为文本生成问题，通过结构化的输出格式直接生成实体、关系
和事件信息；(Zhang et al., 2023)提出了问答重构策略，将信息抽取任务转换为一系列问答交
互，利用大语言模型在问答场景中的优势来增强抽取效果；(Huang et al., 2022)研究了多语言
生成语言模型在零样本跨语言事件要素抽取中的应用，展示了大模型在处理不同语言事件信息
时的泛化能力。然而，直接使用大模型的零样本能力解决事件共指消解任务，面临计算成本高
且性能较专业小模型并不占优势的问题(Nath et al., 2024)。目前，多数方法是在多阶段框架
下，将大模型的能力蒸馏到小模型上(Nath et al., 2024)，或者使用大模型对小模型训练的语料
特征进行增强(Min et al., 2024)。然而，(Nath et al., 2024)的方法在构建蒸馏语料方面时间复
杂度为平方级，(Min et al., 2024)的方法在一阶段仍需要训练独立的小语言模型且推理时间复
杂度也为平方级。区别于现有大模型增强的事件共指消解方法，本文研究基于(Ahmed et al.,
2023)高效两阶段方法的大模型增强方法，在保持近似线性时间复杂度的同时，显著提升该方法
的共指消解性能。

3 本本本文文文方方方法法法

图1.本文事件共指消解方法的流程示意

本文提出的基于大模型增强的两阶段事件共指消解方法遵循两阶段框架，如图1所示。

1）在一阶段，本文方法融合触发词词目启发机制（Lemma Heuristic，LH）和大模型
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（Large Language Model，LLM）同义词目聚类得到潜在共指词目集合，过滤掉大量非共指事
件对；

2）在二阶段，本文方法利用一阶段输出的事件对训练一个小语言模型（Small Language
Model，SLM）做为判别器进行事件共指判别，模型训练不仅采用触发词句子文本，还拼接了
大模型对触发词指代信息的解释性文本，同时引入辅助简易分类损失函数，显著增强了高效判
别器模型的事件共指理解能力。

3.1 融融融合合合触触触发发发词词词词词词目目目启启启发发发与与与大大大模模模型型型词词词目目目聚聚聚类类类的的的事事事件件件共共共指指指对对对过过过滤滤滤方方方法法法

本文方法一阶段采用的融合触发词词目启发（Lemma Heuristic，LH）与大模型词目聚类
的事件共指对过滤方法的具体步骤如算法1所示。首先，对于测试数据集某个主题下事件提及集
合，利用Spacy工具0提取所有事件的触发词词目；然后，利用大模型进行词目同义聚类得到候
选共指触发词词目；再后，与利用触发词词目启发在训练数据集上统计得到的共指触发词词目
集合进行合并；最后，利用Jaccard相似度，过滤掉阈值过低的候选共指事件，得到输入给二阶
段的候选事件共指对集合。

输入: 测试数据集某个主题下事件提及集合Events，每个事件标有触发词triggers
lh set为由训练数据集基于LH方法统计得到的共指词目集合

输出: 候选事件共指对集合C
C =set() # 初始化C为空集

lemmas =Spacy(triggers)
llm set = LLM(lemmas, lemma cluster prompt) # lemma cluster prompt为聚类提示词

our set = lh set ∪ llm set
for (event1, event2) in events pairs:
# events pairs为Events集合中事件两两组合生成的候选事件对集合

if [lemma(event1), lemma(event2)] ∈our set and JC(event1, event2) >
threshold:

# JC代表计算两个触发词各自所在句子间的重叠度

C.append((event1, event2))
return C

算法1.融合触发词词目启发与大模型词目聚类的事件共指对过滤方法

本阶段方法的第一个关键步骤是从训练数据集得到基于触发词词目启发的共指词目集
合。Ahmed等人(Ahmed et al., 2023)通过分析发现，可以将所有的事件共指对分为四类，分
别是简单共指事件对P+

easy、困难非共指事件对P−
hard、困难共指事件对P+

FN和简单非共指事件

对P−
TN，其中约90%的事件对属于P−

TN的范畴。LH机制作为一种精巧的预处理策略，通过先验
统计得到的共指触发词词目集合能够快速剔除大量P−

TN。LH机制的核心假设建立在语言学观察
基础上：指向同一事件的触发词通常在词汇表达上具有相似性或关联性。这种简单而高效的策
略将原本的平方级复杂度问题转化为更可控的近似线性复杂度。

本阶段方法的第二个关键步骤是基于大模型的同义词目聚类，主要解决由于测试集与训练
集存在触发词词目分布差异情况下，同义的词目却无法指代共指的事件这一问题。图2展示了融
合触发词词目启发与大模型词目聚类的事件共指对过滤的主要流程。如图所示，训练集中未出
现过“crash”、“plummet”、“go down”等词目之间的关联，仅使用LH方法生成的词目集合，在
测试时会导致“crash”与“plummet”等指代的潜在事件共指对遗漏，仅可得到(1，3)一个候选共
指对，而通过引入基于大模型的同义词目聚类，并将得到的词目集合与LH词目集合合并，则可
得到(1，3)、(1，2)和(2，3)三个候选共指对。

基于大模型的同义词目聚类通过提示词引导大模型完成，考虑到大模型可能存在的幻觉问
题，为确保结果稳定可靠，本文在设计提示词时，将聚类过程分为两个任务：首先，剔除可能
存在的含义较为广泛，在没有上下文语境的情况下无法确定其实际含义的触发词词目；然后，
再对剩余的触发词进行同义词的聚类。具体提示词设计如表1所示，两个任务的描述是用下划线

0https://spacy.io/ model en core web md v3.4
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图2.融合触发词词目启发与大模型词目聚类的事件共指对过滤示例

标识。

大模型词目聚类提示词

Based on the given input list, select elements with broad or ambiguous meanings first. Sec-
ondly, group synonyms and elements with overlapping words together. Element that does not
have a synonym constitutes a group with 1 element on its own. All elements in the input list
must exist in output and each element must be only in one group. Words or phrases not in the
input list should not exist in output. The format of output is:
{ ’Ambiguous words’: [...],
’Synonyms words’: [[...], [...],...] }
Let’s start ! Do not output step by step and output only the final JSON result.
Here is the input list: **input text**

表1.大模型触发词词目聚类使用的提示词

本文提出的基于大模型的同义词目聚类方法，在效果上缓解了LH方法在测试集与训练集的
触发词词目分布存在差异导致的候选共指事件对遗漏问题；在计算消耗上，由于大模型每次进
行聚类推理针对的是每个主题下所有的触发词词目集合,而同一主题下的触发词词目往往具有较
高的重复性，某个主题下的所有触发词词目数量有限，当前大模型的输入长度限制可以满足此
类文本输入长度需求，即一个主题可以通过一次推理完成，因此同义词词目聚类过程调用的大
模型计算次数与主题个数相同，远远少于事件个数。

对比本文的基线方法(Ahmed et al., 2023)，本文方法在一阶段引入了基于大模型的同义词
词目聚类，能够补充召回一些语义一致的触发词代表的事件对，在二阶段基线方法仅使用原始
文本作为判别器模型的训练输入，而本文方法将大模型生成的增强信息文本和触发词所在句子
结合作为二阶段模型的输入，缓解了只依赖原始文本导致的指代事件理解困难或错误的问题。

对比同样基于大模型增强且性能最好的方法(Min et al., 2024)，本文方法在一阶段不需要训
练独立的模型，而是采用无须训练的词目启发机制与大模型同义词聚类方法，方法相对轻量；
在二阶段(Min et al., 2024)的方法与本文方法均使用了大模型进行语义特征的增强，区别在于
本文在生成触发词指代信息的解释性文本时更好的规避了引入可能会造成干扰的其他触发词信
息，能够帮助模型更好理解触发词的指代，且本文方法使用了参数量更小的判别器模型。

3.2 基基基于于于大大大模模模型型型触触触发发发词词词指指指代代代文文文本本本增增增强强强的的的事事事件件件共共共指指指判判判别别别

一阶段过滤了大量的简单非共指事件对，保留下来的候选共指事件对正负样本较初始状态
分布更加均衡，训练阶段这些样本用于训练事件共指判别器，可以缓解样本暴漏偏差的问题；
测试阶段可以仅将保留下来的候选事件对输入模型进行判断。本阶段，本文提出的基于大模型
触发词指代文本增强的事件共指判别方法如算法2所示。首先，对于候选共指对集合中的任意一
对事件提及，利用大模型生成触发词指代的增强文本，并与触发词原始所在句子文本进行拼接
得到增强后的特征文本；然后，将特征文本输入训练好的判别器模型，得到每对候选共指对的
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共指得分；最终，依据阈值判断是否输出至判别的事件共指对集合中。

输入 候选共指对集合C
输出 最终共指对集合R

R = set() # 初始化R为空集

D = DiscriminatorModel() # 训练好的判别器模型

for (ei, ej) in C:
exp ei = LLM explanation(ei) # LLM生成的触发词指代文本增强信息

aug ei = Concat(sen ei, exp ei) # 语义加强的句子

exp ej = LLM explanation(ej) # LLM生成的触发词指代文本增强信息

aug ej = Concat(sen ej , exp ej) # 语义加强的句子

pij = D(aug ei, aug ej)
if pij > τ :
R.append {(ei, ej)}

return R

算法2.基于大模型触发词指代文本增强的事件共指判别方法

Original Sentence As part of its efforts to <m> support </m> energy - efficient computing
, HP Monday announced it has signed an agreement to acquire facilities
consulting firm EYP Mission Critical Facilities for an undisclosed sum .

Explanation of
Trigger (OUR)

HP’s efforts to <m> support </m> energy-efficient computing.

Summary of Arti-
cle (OUR)

HP has signed an agreement to acquire EYP Mission Critical Facilities,
a facilities consulting firm, to support energy-efficient computing. The
deal, expected to close by HP’s first fiscal 2008 quarter, will integrate
EYP MCF’s 350 employees into a new division under HP Services, en-
hancing HP’s ability to address customer needs for more efficient data
centers.

Summary of
Event (Min et al.,
2024)

#support# refers to the actions taken by HP, a multinational informa-
tion technology company, to promote energy-efficient computing. This
support includes the acquisition of EYP, a green consultancy firm, and
the development of energy-conserving technology. The acquisition was
announced on November 12, 2007.

表2.LLM的信息增强文本对比

由算法2的描述可知，本文二阶段方法在框架上复用了(Ahmed et al., 2023)的思路，区别在
于在特征送入判别器之前，对触发词指代信息利用大模型进行了解释增强。对于判别器训练或
推理应该输入哪些信息，相关研究尚无明确定论。(Ahmed et al., 2023)曾对比了触发词所在句
子和全篇章的效果，如果仅用触发词所在句子，可能会遗漏篇章级上下文的重要信息，而如果
使用全篇章作为输入，会引入大量与触发词指代事件无关的信息，导致模型学习困难，且可能
会超出小模型的输入词元长度限制。(Min et al., 2024)在利用大模型增强时，没有直接采用整个
篇章的文本，而是利用大模型结合篇章对触发词事件进行了总结，压缩了文本的长度，取得了
不错的效果。本文对比了篇章级总结和触发词级指代解释两种方式。篇章级总结方面，首先将
文章中出现的所有触发词进行标记，然后将带标记的文章文本送入大模型，设计提示词要求大
模型对整篇文章进行文本总结的同时,保证不丢失任何标记触发词的指代信息，这一要求是为了
防止丢失关键背景事件信息.另外还在提示词中限制输出总结文本的长度，防止输入小模型时因
过长而被截断。触发词指代解释方面，设计提示词让大模型对单个触发词的指代内容进行简短
的文本解释，增强模型对单个触发词的信息捕捉能力，禁止大模型在解释时提及其他的触发词
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和事件信息，保证解释文本中事件的独立性和唯一性。(Min et al., 2024)的解释文本和本文的
两种解释文本示例如表2所示，其中，在(Min et al., 2024)生成的解释文本中用下划线标识了一
些可能会干扰理解目标触发词指代信息的其他触发词。本文实验对比了几种解释方式，最终算
法选择表现最优的触发词指代解释文本作为增强特征。该特征生成所用提示词设计如表3所示。

触发词指代解释文本

Based on the content of the entire text, identify the reference action associated with the trigger
words located between <m> and </m>. The most crucial aspect is to distinguish between
actions referred to by the same word when it appears in different positions within the text.
The format of output is a dict:{”trigger”:...,”explanation”:...}.The value of ”trigger” are the
trigger words. The value of ”explanation” must be a short sentence or phrase for explaining the
action and do not mention events referred to by other unmarked trigger words.
Here are some input and output examples for different types: ′′′ ... ′′′

Here is the input: ′′′ **input text** ′′′

Output only one dict. Do not output step by step. Do not output your analysis.The words
in explanation describing date, location, and individual must be clear. Words with unclear
reference like ”the man”, ”that day”, ”the region”,”he”,”it” are forbidden.
Output:

表3.大模型生成触发词指代文本解释的提示词

本文提出的二阶段方法，在判别器模型选择方面与(Ahmed et al., 2023)一致，选择参数量
较小的高效模型（如RoBERTa-base）以提升效率。

3.3 损损损失失失函函函数数数

通常，事件共指消解判别器模型，如(Ahmed et al., 2023)、(Min et al., 2024)等方法，选
择使用类别交叉熵作为模型训练的损失函数，即潜在共指对的特征向量通过一个分类器之后计
算共指得分p，并与标签y统计交叉熵，计算公式如下：

Lcls = −[y log(p) + (1− y) log(1− p)] (1)

上述损失函数在计算特征向量的类别得分时，采用触发词、触发词句子或增强文本等拼接
特征，但触发词特征可能缺失上下文信息，而额外拼接的上下文信息中可能存在一些干扰模型
准确判别触发词指代的信息，不利于模型分类。为引导模型更准确的抽取触发词指代事件特
征，本文额外设计了一个辅助简易分类器，仅依赖候选共指对的两个触发词进行类别判断，该
部分的损失函数计算公式如下：

Laux = BCE

(
ReLU

(
v1 · v2

||v1|| ∗ ||v2||

)
, y

)
(2)

其中，v1和v2分别代表两个对应触发词的特征向量，计算两者之间的余弦相似度，并利用ReLU
用于将取值限制在[0, 1]之间，再利用二元交叉熵函数（Binary Cross Entropy, BCE）计算其与
标签之间的损失。
本文判别器模型训练最终的损失函数由类别交叉熵损失函数Lcls和辅助交叉熵损失函

数Laux组成，即：
Ltotal = Lcls + Laux (3)

4 实实实验验验与与与分分分析析析

4.1 数数数据据据集集集与与与评评评价价价指指指标标标

本文实验使用事件核心标注数据集增强版（ECB+）(Cybulska et al., 2014)和枪支暴力语
料库（GVC）(Vossen et al., 2018)两个常用数据集。其中，ECB+包含45个不同主题，主题1-
35用于训练和验证，主题36-45用于测试，特点是主题间词汇区分度高。GVC围绕枪支暴力单一
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主题展开，训练、验证和测试子主题分别为170个、37个和34个，特点是词汇相似性高，事件
共指判断难度大。评价指标方面，本文采用标准指标：MUC、B3、CEAFe、LEA以及CoNLL
F1(Vilain et al., 1995; Bagga et al., 1998; Luo et al., 2005; Moosavi et al., 2019)，对每个指标，
计算精确度(P)、召回率(R)和F1值，全面评估模型性能。

4.2 实实实验验验设设设置置置

本文所有实验均使用一张NVIDIA A800 (80GB显存)加速卡完成，无特别说明大模型选
用Qwen2.5-72B-Instruct-AWQ1，大模型推理使用vllm2进行，推理温度系数设为0.5，触发词词
目聚类使用的提示词如表1所示，触发词指代文本解释生成使用的提示词如表2所示。一阶段触
发词词目启发、二阶段判别器模型超参配置均与(Ahmed et al., 2023)保持一致。

4.3 与与与基基基线线线方方方法法法的的的比比比较较较

本文主要是对(Ahmed et al., 2023)方法的改进，实验选取该方法作为基线方法，具体对比
结果如表4所示。

MUC B3 CEAFe LEA CoNLL

Method Dataset Encoder R P F1 R P F1 R P F1 R P F1 F1

Baseline ECB+ RoBERTa-base 76.2 86.9 81.2 77.8 85.7 81.6 83.9 73.0 78.1 68.7 71.5 70.1 80.3
Ours ECB+ RoBERTa-base 85.5 87.5 86.5 83.8 85.0 84.4 84.0 81.6 82.8 75.8 76.1 76.0 84.6

Baseline ECB+ Longformer 80.0 87.3 83.5 79.6 85.4 82.4 83.1 75.5 79.1 70.5 73.3 71.9 81.7
Ours ECB+ Longformer 84.7 85.3 85.0 83.8 81.4 82.6 80.9 80.3 80.6 74.9 71.9 73.4 82.7

Baseline GVC RoBERTa-base 87.0 89.6 88.3 82.3 67.9 74.4 62.0 55.2 58.4 77.6 57.8 66.2 73.7
Ours GVC RoBERTa-base 94.3 92.0 93.1 92.4 75.4 83.1 69.3 76.8 72.9 88.9 70.3 78.5 83.0

Baseline GVC Longformer 84.0 91.9 87.4 79.0 76.4 77.7 69.6 52.5 59.9 74.1 63.9 68.6 75.0
Ours GVC Longformer 91.7 91.2 91.4 88.0 78.4 82.9 70.6 72.1 71.3 83.4 71.5 77.0 81.9

表4.本文方法与基线方法在ECB+和GVC数据集上的结果对比

表4结果表明，本文方法相较基线方法在ECB+数据集上各项指标均得到提升，以二阶段
选择RoBERTa-base编码器为例，MUC F1、B3 F1、CEAFe F1、LEA F1和CoNLL F1分别绝
对提升4.3、2.8、4.7、4.9和4.3；而在难度更大的GVC数据集上，本文方法的提升幅度更大，
分别达到4.8、8.7、14.5、12.3和9.3，表明大模型增强对于困难样本的增益可能更大。二阶段使
用Longformer作为编码器时的提升相对使用RoBERTa-base时较小，因为Longformer使用全文
作为输入可能使得其他触发词信息干扰模型判别。
为验证本文方法的鲁棒性，在GVC数据集上使用相同的超参和模型配置进行了5次独立

重复实验，五次实验CoNLL F1得分分别为82.6,82.7,82.9,83.0,83.2,平均误差为0.22。此外，为
验证本文方法与基线方法的性能对比具有普适性，并非只在特定模型下有优势，大模型改
为选取LLaMa3.3-70B 3，在数据集ECB+和GVC上分别进行对比实验，CoNLL F1得分分别
是84.1和82.6，较基线方法得分80.3和73.7，分别提升3.8和8.9，提升幅度与使用Qwen2.5-72B-
Instruct-AWQ的表现类似。

Method Complexity LLM(s) Stage-1(s) Stage-2(s) Total(s)
(Ahmed et al., 2023) O(n) - 2 69 71
(Min et al., 2024) O(n)+O(n2) δ 71 720 791+δ

Ours O(n) 161 2 84 247

表5.不同方法在ECB+测试集上的耗时统计

本文选择(Ahmed et al., 2023)作为基线方法的另一个原因在于，其是一种兼顾复杂度和性
能的两阶段方法。本文在该方法的一阶段、二阶段分别引入大模型进行能力增强。

1https://huggingface.co/Qwen/Qwen2.5-72B-Instruct-AWQ
2https://github.com/vllm-project/vllm
3https://hf-mirror.com/meta-llama/Llama-3.3-70B-Instruct
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具体而言，一阶段本文方法使用触发词词目启发高效过滤大量简单非共指对，该过程复
杂度为O(n)，n为初始事件个数，后根据统计得到的潜在共指词目集合筛选候选共指事件对，
送入二阶段判别器进行共指判断，该过程(Ahmed et al., 2023)通过实验指出时间复杂度近似
为O(n)。本阶段的大模型同义触发词词目聚类的计算次数与事件的主题个数t一致（t<<n），
因此本文方法一阶段的时间复杂度与基线方法一致。由于本文一阶段召回了更多的潜在共
指事件对，本文方法二阶段耗时略高于基线方法，但由于本文方法是对事件触发词指代信息
的解释增强，计算复杂度亦为O(n)，随着n 增大耗时线性扩张，本文方法可良好扩展至大规
模语料。而(Min et al., 2024) 由于在语料蒸馏与推理阶段需对事件对做两两组合，其复杂度
为O(n) +O(n2)，当n 增大数量级时耗时显著增加。

本文方法与基线方法都使用RoBERTa-base作为判别器，在ECB+测试数据集上的耗时如
表5所示。其中，LLM耗时包括一阶段同义词词目聚类和二阶段触发词文本解释的推理耗时，
由于一阶段的聚类时间复杂度为O(t)，二阶段仅对过滤后的少量事件触发词进行增强，虽然单
次大模型推理耗时较大，但整体次数有限，因此本文方法的LLM总耗时是可控的。

4.4 与与与其其其他他他方方方法法法的的的比比比较较较

表6给出了与近期事件共指消解代表性方法的性能比较。

MUC B3 CEAFe LEA CoNLL

Method Dataset Encoder R P F1 R P F1 R P F1 R P F1 F1

LLaMA 2-7B ECB+ – 84.2 76.3 80.1 82.7 73.2 77.7 67.5 77.2 72.0 – – – 76.6
GPT-3.5 ECB+ – 81.7 81 81.4 81.0 78.6 79.8 76.1 77.0 76.5 – – – 79.2
(Held et al., 2021) ECB+ RoBERTa-base*2 87.0 88.1 87.5 85.6 87.7 86.6 80.3 85.8 82.9 74.9 73.2 74.0 85.7
(Nath et al., 2024) ECB+ Longformer 84.1 92.0 87.9 82.4 91.7 86.8 88.9 80.5 84.5 – – – 86.4
(Min et al., 2024) ECB+ RoBERTa-large*2 89.4 87.1 88.2 89.1 86.5 87.8 82.7 85.5 84.1 79.7 78.5 79.3 86.7
Ours ECB+ RoBERTa-base 85.5 87.5 86.5 83.8 85.0 84.4 84.0 81.6 82.8 75.8 76.1 76.0 84.6

LLaMA 2-7B GVC – 93.9 84.3 88.8 89.5 38.1 53.4 28.9 54.9 37.9 – – – 60.0
GPT-3.5 GVC – 88.6 81.9 85.1 82.6 35.4 49.6 27.1 41.1 32.7 – – – 55.8
(Nath et al., 2024) GVC Longformer 91.6 94.2 92.9 86.7 82.1 84.3 75.8 68.1 71.7 – – – 83.0
(Held et al., 2021) GVC RoBERTa-base*2 91.8 91.2 91.5 82.2 83.8 83.0 75.5 77.9 76.7 79.0 82.3 80.6 83.7
(Min et al., 2024) GVC RoBERTa-large*2 92.4 93.2 92.8 87.0 87.4 87.2 83.6 80.7 82.1 83.4 83.0 83.2 87.4
Ours GVC RoBERTa-base 94.3 92.0 93.1 92.4 75.4 83.1 69.3 76.8 72.9 88.9 70.3 78.5 83.0

表6.本文方法与其他方法在ECB+和GVC数据集上的结果对比

表6给出的结果表明：
1）如(Min et al., 2024)报道的LLaMA 2-7B(Touvron et al., 2023)和GPT-3.54等大模型，在

没有面向特定任务进行微调的情况下，其性能较专业小模型仍有一定差距，尤其在更具挑战性
的GVC数据集上;

2）(Held et al., 2021)的方法由于在一阶段和二阶段分别构建了专业模型，并使用候选共
指事件对两两比较的平方级复杂度（O(n2)）方法过滤事件对，取得了较好的消解效果。本文
方法则在保持近似O(n)时间复杂度的同时，取得了与该方法接近的消解效果（GVC上CoNLL
F1仅相差0.7）;

3）(Min et al., 2024)的方法在(Held et al., 2021)的方法基础上，通过引入了更大的专业模
型，并使用大模型进行语义增强，据本文所知是当前相关数据集上性能最好的方法。但其时间
复杂度与(Held et al., 2021)一致为（O(n2)），表5所示，该方法在ECB+上耗时显著大于本文
方法和本文的基线方法，其中，δ是使用GPT4接口的耗时；

4）(Nath et al., 2024)的方法需要使用大模型构建蒸馏数据集，这过程时间复杂度
是O(n2)，后续需多阶段训练模型，训练成本较高。本文方法在GVC上性能和其相当，但是
训练成本更低。

4.5 消消消融融融实实实验验验

4.5.1 本本本文文文方方方法法法消消消融融融

为验证本文方法的每个改进点对于最终事件共指消效果的贡献，在ECB+和GVC上进行消
4https://platform.openai.com/docs/model-index-for-researchers
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融实验，结果如表7所示。

CoNLL F1

Method Stage-1 Stage-2 Loss GVC ECB+

Baseline LH sentence Lcls 73.7 80.3
Ours LH explanation Lcls 76.9 82.4
Ours LH sentence + explanation Lcls 80.3 82.8
Ours LH sentence + explanation Lcls+Laux 80.6 83.3
Ours LH+LLM-SLC sentence + explanation Lcls+Laux 83.0 84.6

表7.本文方法的消融实验

1）在一阶段，引入大模型触发词词目聚类（LLM-SLC）更为精准的召回候选共指对之
后，模型在ECB+上提升1.3，而在GVC上则显著提升2.4，说明一阶段精准召回的重要性。

2）仅在二阶段将触发词词目句子替换为大模型提取的触发词指代解释（explanation），
即可在ECB+和GVC上分别提升2.1和3.2；若将二阶段的触发词解释拼接原本的触发词词目句
子，模型性能还会有轻微提升；对于二阶段模型训练，若引入面向触发词的辅助简易分类损失
函数，模型在测试阶段的性能在两个数据集上继续绝对提升0.5和0.3。

3）整体而言，本文在一阶段在两个数据集上分别提升1.3和2.4,在二阶段分别提
升3.0和6.9，一定程度上说明二阶段对于方法最终效果的影响更大。

4.5.2 大大大模模模型型型不不不同同同文文文本本本增增增强强强方方方式式式比比比较较较

本文方法最终选用基于大模型生成的触发词解释文本作为主要增强文本，除此方式之外，
本文还对比了基于篇章级总结（Ours）和(Min et al., 2024)生成的事件总结性解释文本（截止
本文撰写日期，只公开了ECB+部分）的效果，实验结果如表8所示。

CoNLL F1

Stage1 Stage2 Input Loss GVC ECB+

LH sentence Lcls 73.7 80.3
LH explanation (Ours) Lcls 76.9 82.4
LH sentence + explanation (Ours) Lcls 80.3 82.8
LH sentence + summary (Ours) Lcls 80.4 82.2
LH sentence + explanation(Min et al., 2024) Lcls – 82.3

表8.大模型不同文本增强对比实验

结果表明，篇章级总结文本增强和触发词指代解释增强均可提升专业模型对于事件共指的
判别能力，而本文设计的触发词解释提示词生成的解释文本优于(Min et al., 2024)的方法生成
解释文本的增强效果。

5 总总总结结结

本文提出了一种更高效的基于大模型增强的两阶段事件共指消解方法，一阶段引入大模型
同义触发词词目聚类，有效缓解仅靠触发词词目启发先验统计导致的潜在共指对遗漏问题，二
阶段引入大模型对高效判别模型进行触发词指代文本增强，并设计了一种简易辅助损失函数，
显著增强了触发词指代事件的能力。实验表明，本文方法在保持与现有两阶段高效基线方法一
致的时间复杂度的同时，在主流数据集上CoNLL F1等各项指标均取得了明显提升；较两阶段
双模型方法，差距明显缩小，效率优势明显。

6 致致致谢谢谢
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