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Abstract

To address the limitations of existing two-stage event coreference resolution methods,
such as the lack of synonym clustering capability in the trigger word lemma heuristic
mechanism and the restricted ability of small models to comprehend trigger word event
references, this paper proposes a Large Language Model (LLM) enhanced efficient two-
stage event coreference resolution approach. In the first stage, LLM is introduced for
synonym clustering, while in the second stage, the LLM provides explanatory text for
trigger words to enhance the small model. Additionally, a loss function is designed
to guide the small model in focusing on trigger word feature vectors. Experimental
results demonstrate that the proposed method maintains near-linear time complexity
while achieving CoNLL F1 score improvements of 2.9 and 8.0 on the ECB+ and GVC
datasets, respectively.

Keywords: Event Coreference Resolution; Large Language Models; Trigger Lemmas;
Computational Complexity

1 55

R IRTH R TR IR A IR HE R 17 [F] — B R R SURERIR - flan, EFEREN, FE
KA R —B R RFEHTEHRGE (Yang et al., 2022; Liu et al., 2024); {EAEHFEER, F2ER
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AR YRS [F] — F IR (Chen et al., 2023) » BHEILFRTHAR R LIEHIER A < FNREEH
ERMAE RGN AN EEES -

BHT, BRI IEE D EE PR (Ahmed ot al., 2023), — & AT ER T AR 2 1
R, BN ZE S o iR B TR AR RSN, R W m s A e i L 48 VH g, TR IR
SIEFEZ I BRNGER, BITHEE B R o QAT mik ~ RS SCE S (R ) S FRVE R I 244 02
ML EEFREI BT . ik, Held% A(Held et al., 2021)8&H T —MHME 1L, —MBGOHEFT
VI AR RS, I Bt AT AR AR FINWT o> 2K DR PR B S A R T AR ) = A
28, BT EES N BT EIGRMAL R, BE— B B2 T RS E 4 RRHE
METT RN EEELE, TEEREEF TR (Min et al., 2024) 5 HSEG RE M EH
BRI I A R A A B B S SO M E N BIMAE, B T B F8TH R
FREWENE, EZ2 MRS LBUS T M iR F SR, BEETEEREMN N TR - (Nath
et al., 2024)% F Z& BT 15 R RTINS R S 380 fO A B RE R B SR0E SR L, BUST
5 (Min et al., 2024) BT L FRVEMBRCR, (B H ARBRIFG 3E Z8 VBRI 7 R8T 0 2 i 4k 45
5, WEEREREENEAFE R . T (Ahmed et al., 2023)7 — KBS A fih & 1538 H #0565
it T EB R AR SRR DU E T RE M S AU R BT, R BT B R EHF
TTRREE RN, HE N BEESHER/ NERGE S EEUER RIS, KIERED T I E
THEE, (HEFRHBSUR R MR N E - IEF R, KESHEAEARESLESES LE
I H 58 K AIBE ST (Ma et al., 2023; Fu et al., 2024; Peng et al., 2024), SR F K & R0 138
FA AR B i A R S (R L PRV R ), TEVH RSO b W TR 20 R I R A R A B AR
A (Nath et al., 2024), F B ARMEAIHETFER th T O0 S -

BMEZ, Bl E I35 R 77 R R R I 3R A8 2 1 0T B 2% 5 R 5 A 3t
TRIEARREST - Mitb, ASCRHM T —FET KB S RAY R P I B R e TH TV, %7
EFERT EIRIR T HERERIRER - IR ETH RRRE 1, AR 7 R B ORI AL 5 K A IE S R RE
71, MBS AEET KR R R k& iR B R, SaETMAIRREEL, EREN
SER LT RN R A 7R MBS & i A 1A R SUE BRI B KA R A RS v - TR
ol & TR R R SO, MR B L ) B SRR X e & TR R R BRI ERERE s LA, RS S HAIEE
TETRY B YRR B T B A 2 TR FR R B AR AR AR, AR SCEIME T T — AT 5 BRI KR AL, UK %
196 R T A A ik & TR REAE SR AT SRR AT, Bl A S B o R bR, R — D R R Y
FEPERE - NI BITEY, ARG % (Ahmed et al., 2023) 77 1ERIBEE, B
IR BMETY | BT AR Xk A& 1817 B R BT EE R RO(), 2 MhAEIE S HE 4
FREAE, TR BB AR EERENOM), nallREIE R EAA G E Bk
FESHER/IEREBE AR, "TERED ISR - IR B AFERT o SEIRRAT, AR
TEPRFES (Ahmed et al., 2023) 7 ERIFE T E S R RING, @ 72w B B B 51 AN REEAL,
7E(#H FAE Rl Roberta-base(Ericka et al., 2023) SR AIBIZFIE L N, FEECB+(Cybulska et al.,
2014)FIGVCEHELE (Vossen et al., 2018) - ICoNLL F11543 4351 84.6/183.0, #HL T (Ahmed
et al., 2023) TIE5rAIFR R T 2.9F018, I RIEAE/N T 58 ZEA! (Min et al., 2024)HIZEEE -

L AR, ARSURREH T —FhE T KR R f P I B s R TR VE R 7 ¥, R TR
IR SR ERRIR T, BEWE®R T HNE&SUTENEERLBERAE, FETME
& 1) BT —FET AR SGRRE R A R BN 2T E, BRI IR S A [
RS 2) FRHT — PR T RRA il A T RS R 1 = RCH | By B SRR R 1, B R T
HIRNZEXT AR R B REERE ), 3) SIAT —FHiBE 55 Bk iy, #H—PRATHE
B TN R B R -

2 MXRIE

HILIEHE IR ET T AN R GEAIE GibL a5 2 > BIR 2 S s 2 ok /2 - BT
% (Baldwin , 1997; Lee et al., 2012; Stoyanov et al., 2012; Lee et al., 2013)EZ4KHi T F Ti%
THRVRHERIFIN - FEERE S SIA R, BT AWK TEZECh EiR, F5RE H ia A
5 TR 228 ) 28 FAJE P10 22 X 48 o 2B AR 3R It AT 9 (Fang, J et al., 2019; Zeng et al., 2020) -
TR 5 BB B 5| ARG E B ILTFRTE BT 5T TR B2, Caciularu®s A (Caciularu et al.,
2021)3& HCDLMERY , Eid 2/HEBENILHEAEECHER, EZEESHEXR, TR
& - Cattan® A (Cattan et al., 2021)iF AFHAFH LT, &5 TR EAREREER
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SUMZUE S, - Held% A (Held et al., 2021)3E H P Bert AU BT BLHESR . & B2 —FN
BB B AR R RHE R &, 258 B T B AR L TR B R R R AR, X
SOV TE AL FE S X ik — Pk N R B i L TR I, RN B AT IS R AT I
BIRZFEELZ AN AFFIAE LRIt 6, EETERER LR HIZ T, Ahmeds
A (Ahmed et al., 2023)E M [F] 7553 fif A 55 128 HA 050 R Al 2 17030 L JS & WL DR A R I 2550 IE
FEANPERITEE KA, ZTEFEEEERERS I TS BEETHEENRE
FEPREEIR AT SOT, FHBAERNAAL IR BB E S, REFSEAXAFEFENESE
A0 % AR FERT, RN BV A N I B B S A AT S AR AT - S TR EE
e TiFERCR, Rt EE BT RFER RS R 5 -

| A 9038 0 IRFAE SR Sh AT 5ok I B 5 A s s i B e, E 2R TR M AR & 1
1t o Huan® A (Huan et al., 2023)FT %} S48 KA ) FHRIRIRE, 10T 5T 3 40400 A0 1 5 1) I
AL, RIS A LTSN RER, BRODE LT BRoR BN - Liu%
A(Liu et al., 2024)#f — 5 ANBRRTCE RS B HEEEMILE], B0 T HBURZEEHN
BORWGIE, SR SRR A R —BUE @ . thAh, NRA NSRS IRE R ES L1
RE, Liu% A(Liu et al., 2025)5¢ H EHLEM R TS, RSB n &£, 5IAT
LI PORENGEAFIE R, NFHDESEGOHRN ARG 08 SRR REA LS R -

RIEFBAURICE R KB A AEE T, 7E BRNTE S A& RSS2 AT
BE. BIan, (Xu et al., 2024)FT RIBFEAIEH T —FE BB —HELE, K& SR -
e F AWM BRI S A B S AR S R SRR BRI, SR A AL R A S B AR SRR« R R
MHFEMER; (Zhang et al., 2023)8EH T [FE TR, KE BMBUES &N — RN RIEL
B, MARKESEAENED ST EREEMEGR; (Huang et al., 2022)0f5% T £1EF
ERE S BT ABES BHEZMNFMNA, BRT KEMELEARES BEHEER
ITEZALBETT - SR, B AR B AR ARG fERAES, mit B
HE R B b/ IMER H R (5 A A8 (Nath et al., 2024) - BET, ZEO5EEAE S BRIELR
N, K RIETI YRR H 2R MERY | (Nath et al., 2024), B0 ARG/ NMERY 125 18R
FRAEFEATHE58 (Min et al., 2024) . SR7, (Nath et al., 2024) 077 VELEA B 2K TERL 7 T I 1R] 2
FERNFTTR, (Min et al., 2024) FITTIELE—F BAN TR Ll RS2 1)/ INME 5 R AL B3R (8] 5
TR H - KA TIE KRG8 ) F L IEH T, AR E T (Ahmed et al.,
2023) EAAF B BT AR RIS TR 77 1%, TERFRIT (IR A S B R F A, B RAZ T
FL TRV R RE -

3 AKX FH
{ FER1 }{ P ER2 }
T o RN =~ a N
¢ Events [ event pairs (Coreference,
! N | o—o |
"o 5w | LHiemmast— 1 oo | || £8 | Events |
RESI==N =, i~ — SLM —— |
| N = | et 8 | |
LJ | ’ - ; g
e LTk ! E;)
N — = - \ _ W ( )
synonym .~ !\ S = = = —
Hclusfcring “

( \

LM Generate | Explanations for each event frigger

e —_— 0 [ [ | [ | |
-

N =

&
|
\4

LA R A SR R T BRI R

RICHE H B AT KRR G 58 A B T B B R PR VE R T 1B I I BOhEZE . WP -
1) FE—r B, AR ERMA AR BB AZVLH (Lemma Heuristic, LH) F1 KA

B EF EREES SRS, HITI-2688T, ¥, TE, 2025458 H11HAE14H.
(c) 2025 FEFLEFEEESUHEIBES L WENS 79



FEITRIESYRZ

(Large Language Model, LLM) [[] 3 BRRGENEELIEWEES, SiEHAKEELEE
RS

2) FEZMEL, ARIOTEFIH—M B B XTI — 1/ NMEF A (Small Language
Model, SLM) f-h#]50 85247 F 48R0, BBV ZRADCR A il & 10 6] F 30K, e PFE T
KA fid 2 17 48105 BRSO, RN 5| AFB & &) o R R E, TBEW W T =)
bz Rirliol-R e ispiiliiera

3.1 RtAM A IR g & S KRR H RS 4L E5 T g

AT E— BRI RE A il &2 371 B8 & (Lemma Heuristic, LH) 5 KR B R R
AR FER T IR AR B ARP RN BIE R - B, XTI AR SR E A T E e 5
4, FIHSpacy TEMEERTEE4Fpm AR B WE, FIAKXKERE AT B R CREEG 2 E
RAER A IRIE B BE, S5 B RE B S & EGEGR S L5 8 py S Fe ik 4 1811F H
BT A, &E, FHJaccardMLUE, B HES KA RELIEEMS, BRIRMAL M
B e B R FEXT B o

AN MR BB R T T FHHE L S Events, B PMFHFFVE A 1triggers
Ih_set 7y HYIIZREURSEE T LH RSO B 2IMEER HE A
i - R SRR A C
C =set() # WEILCHZE
lemmas =Spacy (triggers)
llm_set = LLM(lemmas, lemma_cluster_prompt) # lemma_cluster_prompt R FEHER1A
our_set = lh_set U llm_set
for (eventy, events) in events_pairs:
# events_pairs HEventstE & T HEF P H & £ RBRE T E S
if [lemma(eventy),lemma(events)] €Eourset and JC(eventy,eventy) >
threshold:
# JORFTEM A &7 & B e f) F R EEE
C.append((event;, events))
return C

FHERL R E i AR B R A5 AERLA B SRR B FERhTIE vk

B BT IE RS — 1 R P TR IR BTSSR A5 2 B T i A& 1Al3F B B & Yk 1518 H 5
& o Ahmed%5 A\ (Ahmed et al., 2023)i8F T &I, BT LUK BT A SR HRFE0T 0 RUE, 5
P TR BT RS PY,, ~ WEARSIEEEMEN Py IS IR AR P AR B AL TR 1
%Py, EAO0% MR TP BOTERE - LEALEIE,— RS (T s SE ek
GUit13 3| nY e Te il 4 1818 B8 G Res TRE AR K & Pryy - LHYLHI A OB SLAE T 5 R
it F: FE ) [F]— S5 4 Ak & TR AR TR SRR B B AR BRI 3P R BT R R SR
BE 5 [R AR B F J7 02 24 IR R A0 D B AT B A R M B A

R BOTEREE A R BEP R BT R A [F] SR B R E, FEBRETNAE S IR
EFEMAIER A MERBO T, RS BETEERARENE X —nE . E2ER T
Bl A& 1R H B A S KA R B R R F IR IR EEZRE - R, GRS R
P “crash” ~ “plummet” ~ “go down” 5518 H Z 8] WL EL, (XUFHLHAEERAEBE S, &
M 2 S8 “crash” 5 “plummet” S5 LATBEF LI 5, (AR, 3)— MEkdt
TEXT, ThEE I AETRERRE G BRE, HREIREEESS5LHAEHES S, WA
BENL, 3) (1, 2)F(2, 3)= Akt $Ent .

ET ORI R G H R RE i R im 5| AR e R, B IRE R AT REAAAE ) 2] 3t 7]
B, AWREREENE, A EXITRRER, RFRELSES AW MES: B, HIRTTRE
AR E LB 2, B T OESERE LN TIETE B2 Lt & mim H; R,
PN o 0 ik 2 TR AT [E] SR B BR R - BARIRIRIENZ T IR 1ITR, W MESSROTA 2 A T R12%

Yhttps://spacy.io/ model en_core_web_md v3.4
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\
|
|
|
|
|

1,2),

/" Test events

P

(1,3)
(2,3)

' g \ /Coreferent set
{Jnion crash-
LLM Coreferent set > godown-
plummet-
— ~ descend
. y . = J \

P2, B ik & 1R]R) H S 5 KRB T H SRR ER (R S Fa i R 1

NG

KA I H JR R R 1]

Based on the given input list, select elements with broad or ambiguous meanings first. Sec-
ondly, group synonyms and elements with overlapping words together. Element that does not
have a synonym constitutes a group with 1 element on its own. All elements in the input list
must exist in output and each element must be only in one group. Words or phrases not in the
input list should not exist in output. The format of output is:

{ "Ambiguous_words’: [...],

"Synonyms_words”: [[...], [...],...] }

Let’s start | Do not output step by step and output only the final JSON result.

Here is the input list: **input_text™*

F1RIER i % 17]1A) H R R AR R 1A

AT G H B T AR B[R] SO B R TIE, AERCR B AR T LHTAAENRE 52k 8 )
i 2 1R 3E] H o3 A AE AR 22 e S B R PR A B R R, AT AR L BT R R A R
TR ISHMETE A2 B T/ P ETE R 43718 H 5 & TR — 3280 T B fil A& 1838 B AR B AR
AREENE, EAEE NPT B EER, = AR A A B R AT LU 2
RIUAIIANRE TR, B — D FR AT DOE S —RIEESERG, R R AR H SRR R AR
R E S TR, min DT

W HEAR LA LR T (Ahmed et al., 2023), ASCTVEE—M B T 2T KA R SFE
THRE, GENHTA F—LE S A i ORI B, BB AU R iR
SURVE AR Z3 BB R GRM N, T AR SO VAR KR T A A3 5 A5 B SAS RN figh 4 3] B )
BB BRI N, & T AR IR SOR S B 18 QS 1 2R R DR XE B B R A (] A

W LRI TR G 58 B BERAT 107712 (Min et al., 2024), AXTVEE—BBOATFRE
SRMOLRIEERL, TR A TEAUIER IR B R 2 LS KRR E SRR AIE, AN RE;
BB (Min et al., 2024)8) 5K 5 AR SO ERE T AT IE R A58, XAIET
AR SCHE A Rl & 38 AR B AR R SO BE L B T 51 AT RE 2 3 Al TP H b i A 375
B, REW T BRI A EAR i AR p0TE R, AU AR T 280 5/ MDA B 2R

3.2 ETAEAh & AR R SCA G 5 A FE A 3L 75 A 5B

—MrBod g T RERE BAR IR RIS, RE N RIS IE AU AR IR RS
AR, ISP BOX SR A TGRSR IR B 2%, AT DASR BRI A B I O 22 1O (]
R B AT LALOCRE OR B T R B Beade 35 1R ol g AR ZE AT 00T « KR B, ASCSR i T R AREY
il A AR AU R A A AR T IR I RIR 2R « HOE, W R IER RS PRER —
KSR B, P RS2 A i & SR PR AR5 SRS, 5 i A3 S R BITAE ) 1 SO R AT P
BEESRE ARHE SO, RE . RAFFESCR R AIZRIF A5 S0 155t ik 4 385 1

B EF EREES SRS, HITI-2688T, ¥, TE, 2025458 H11HAE14H.
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HIEG, BEX, KB BERINTE S5 H 2 A B R B TR

LIV I FE A C
i AR R AR

R = set() # ¥MALRINZE
D = DiscriminatorModel() # JIZRIFHIF 5 23R
for (e;,e;) in C:
exp_e; = LLM _explanation(e;) # LLMAER A% 75 SRS B
aug-e; = Concat(sen_e;, exp_e;) # & X INHRAIATF
exp-e; = LLM_explanation(e;) # LLMA Ul A AT LR H 3R 5 B,
aug-e; = Concat(sen_ej, exp_e;) # & LINRAHF
pij = D(aug_e;, aug_e;)
if Dij > T:
R.append {(e;, e;)}
return R

k2 E T AR AR FE ROUASE 38 O F AF L1851 5 1%

Original Sentence As part of its efforts to <m> support </m> energy - efficient computing
, HP Monday announced it has signed an agreement to acquire facilities
consulting firm EYP Mission Critical Facilities for an undisclosed sum .

Explanation — of HP’s efforts to <m> support </m> energy-efficient computing.
Trigger (OUR)

Summary of Arti- HP has signed an agreement to acquire EYP Mission Critical Facilities,
cle (OUR) a facilities consulting firm, to support energy-efficient computing. The
deal, expected to close by HP’s first fiscal 2008 quarter, will integrate
EYP MCEF’s 350 employees into a new division under HP Services, en-
hancing HP’s ability to address customer needs for more efficient data

centers.
Summary of #support# refers to the actions taken by HP, a multinational informa-
Event (Min et al., tion technology company, to promote energy-efficient computing. This
2024) support includes the acquisition of EYP, a green consultancy firm, and

the development of energy-conserving technology. The acquisition was
announced on November 12, 2007.

2. LLM A5 B3 58 SUAKT Y

BRI TR AT AN, AL B EAEEZR EE M T (Ahmed et al., 2023)FIERE, XAI#E
TAERHEA NI BIZR Z 8T, Sl 7 18 RS B AR AT T 58 - X TR 588 IR 5L
TR ROZE A RLAE S, MR M TCAFER - (Ahmed et al., 2023)8 %S T filt & 17 BT 754
THERERZCR, WRABAZARERNT, ATREaRREER LT UWEZFR, MR
EHEREENEA, SFIARESHAFARNEFTRNEER, SEEEZSNME, AR
S H/IMETY A R ST KRR - (Min et al., 2024) 767 F KSR, (3 BRI
FERSUR, T2 H ARG SR EN AR E T 754, K48 7 SORRIKE, BUG T
REEHIRUR « BRSO T RER S SR A RSB T R . RERSETE, BER
CE A IR M AR T INE, REREIRC I SCE AR AR, T RIRIA 2SR
RIS SCE AT SOR B AE R I PRIEAS Z AT R L 2 A R R S, X —ZRE N T
B B R KB R EEEE. B IMEAER R R S SO, By R A/ MERLRS [
I AT AT - Al A R FE AR T, R 3RS 1] 1L AR T 0o B M A TR R 98 N 2R 2 E T Tl
RSO AR, SRR B A A B0 5 BIHIERE 1, ZELE KRR A MR RE ST $ I HoA o fid 42 37

B EF EREES SRS, HITI-2688T, ¥, TE, 2025458 H11HAE14H.
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MEMHER, PRIERESUR R RS A ME—VE - (Min et al., 2024) B SCARIAST /Y
PIFRERE SCA RN R 2R, A, 7E(Min et al., 2024)F AR SRR H N RIER T —
SERTRE & T OLEAR B b A TR S B E M A0 - ASTSRIERT T LM R, REH
TR R IR A B0 A R R SURVE R IFAE « XA AR RBT PSR IR BT AR 3P s

i A 1R FR AR SR

Based on the content of the entire text, identify the reference action associated with the trigger
words located between <m> and </m>. The most crucial aspect is to distinguish between
actions referred to by the same word when it appears in different positions within the text.
The format of output is a dict:{”trigger”:...,”explanation”:...}.The value of "trigger” are the
trigger words. The value of ”explanation” must be a short sentence or phrase for explaining the
action and do not mention events referred to by other unmarked trigger words.

Here are some input and output examples for different types: " ... "

Here is the input: " **input_text** "

Output only one dict. Do not output step by step. Do not output your analysis.The words
in explanation describing date, location, and individual must be clear. Words with unclear
reference like ”the man”, "that day”, ”the region”,”he”,”it” are forbidden.

Output:

73 AR AL R & 1 Fi OO R 3R

W

fEm

AR I I BUT %, ERRIEHETEE T 5 (Ahmed et al., 2023)—2, &S

BUNRERRAL (TRoBERTa-base) LARTRLE -

3.3 MREE

WH, FHEILIETE AR B BT f0(Ahmed et al., 2023)~ (Min et al., 2024)& %, %
A0 A2 SR E R SRR R AL, RIVEZE SR 485 FURRE ) &l — N R8s 2 5t
BRSS9, HEREYGITRE R, TEARIT:

Las = —[ylog(p) + (1 — y)log(1 — p)] (1)

ERIR R ECEIT RARFE M E R RFIE 00, SRR b A 38 A 7 B 5 SO S5 P
KRR, (EfARFERTRESRR LN SUE R, MRS NHRR L SUE B A AT g fF A — LT P!
WA i 2 AR EIE R, AR TEE K - Jy 5| BT B v R i) il B A 37 T ACER R4
fiE, ASCRRONST T — MBI R 2 70 Ras, DUHIHBOGE L85 P A A2 AT R AR, 1%
R R BT H AR T

V1 - V2
Lgy. = BCE (ReLU (Hle . HUZH) ,y) (2)
Hordr, vy Flug s BIER BTSRRIl A TR B E R &, 1T B Z AR 5ZMLE, IR HReLU
T REUERBIZE0, 128, FHAH T K%L (Binary Cross Entropy, BCE) iTHEHES

PR 2 [R] FR K -
TR A ) 2 158 T )11 G i 24 1A A8 R o1 S EE 2 1) A8 U A8 K BR1 B o PR B B 58 SRR A 2K bR

L auHAL, B
Ltotal = Lcls + Laua (3)

4 ER5S5HHT

4.1 BHEESIEMTER

7530 1 P B A OB SR 3R (ECB+) (Cybulska et al., 2014) 046 3 8 /13F
BHZE (GVC) (Vossen et al., 2018) 1~ RS - H, ECB+HE &45 1 AR £/, F 8-
S5 TUISASIE, FR36-45F TR, AR EERIACRE SR - GVCESHoR B —

B EF EREES SRS, HITI-2688T, ¥, TE, 2025458 H11HAE14H.
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FEREF, gk BWUEFMETF E-M S H 1701 ~ 37T0FI344, Fr A 2L ES, F4
SEIRHIWTMERE R - FEMTEIR T, ASCRAMMETREFR: MUC- B3~ CEAFe~ LEALLJCoNLL
F1(Vilain et al., 1995; Bagga et al., 1998; Luo et al., 2005; Moosavi et al., 2019), *f&:¥8#T,
THEEHEP) . ARER)MFUE, 2EFEHEIEERE -

4.2 SEHEE

R R R SEEG 4 B —5KNVIDIA A800 (SOGBEAF)MNHE K FEAL, JToRFHI LB R %

FQwen2.5-72B-Instruct-AWQ!, KEAAEI FHvIIm23E4T, MR REGE 0.5, fil & 17 1[

RPEF R RIAWRIIR, A T8ROSR R A AU F A R ia iR 2R - — B Bk
KBS - BB SRS RUE Y 5 (Ahmed ot al., 2023) (52K

4.3 S5EEZFTEMHLER
AL FEFZEFT (Ahmed et al., 2023) 7 VERIEGHE, SCEREBUZ T IEENEL LA, BT
LERIMFAFTR -

MUC B3 CEAFe LEA CoNLL
Method Dataset Encoder R P F1 R P F1 R P F1 R P F1 F1

Baseline ECB+ RoBERTa-base 76.2 86.9 81.2 77.8 85.7 81.6 83.9 73.0 78.1 68.7 71.5 70.1 80.3
Ours ECB+4+ RoBERTa-base 85.5 87.5 86.5 83.8 85.0 84.4 84.0 81.6 82.8 75.8 76.1 76.0 84.6

Baseline ECB+ Longformer 80.0 87.3 83.5 79.6 85.4 82.4 83.1 75.5 79.1 70.5 73.3 71.9 81.7
Ours ECB+ Longformer 84.7 85.3 85.0 83.8 81.4 82.6 80.9 80.3 80.6 749 71.9 73.4 82.7

Baseline GVC RoBERTa-base 87.0 89.6 88.3 82.3 67.9 74.4 62.0 55.2 58.4 77.6 57.8 66.2 73.7
Ours GVC RoBERTa-base 94.3 92.0 93.1 92.4 75.4 83.1 69.3 76.8 72.9 88.9 70.3 78.5 83.0

Baseline GVC Longformer 84.0 91.9 87.4 79.0 76.4 77.7 69.6 52.5 59.9 74.1 63.9 68.6 75.0
Ours GVC Longformer 91.7 91.2 91.4 88.0 78.4 829 70.6 72.1 71.3 834 71.5 77.0 819

RAR TS EE T IFEECB+MGVCEIESE FRISE AT

FALER T R FEERIEL FIEFECB+EIEE AT EREA, DM
#E¥RoBERTa-baseZrfid 28 1], MUC F1- B3 F1.- CEAFe F1- LEA F1FCoNLL F1% #4
STEEF4.3 2.8+ 4.7~ 4.9F14.3; TMAEMEH KPIGVCEIESE L, AT EMRRAEEFH K,
SANERN4.8 8.7~ 14.5+ 12.3F19.3, FKAARILAIRE RNS T HRIERE AR RIS TR ] GEE R - B fif
FLongformer/E 8 4 i 23 B AU F+ FE X {5 FIRoBERTa-basef 42 /y . A 24 Longformer {5 F 4 3L
VE R\ AT B A5 M fir % A5 B T P H -

RIGUEAR S T L BB, EGVCEUE S L5 F A [E /4 2 Fs B B & #1477 5 57
HBHLE, FHIKEEKCoNLL F11540 47 51 2482.6,82.7,82.9,83.0,83.2, F¥Ji%R 25 H0.22 - ILAN, H
BAEARL T iEEEE T IEREREN L EEEESE, HFEAEREEM TEMmE, KEMK
HiEHLLaMa3.3-70B 3, FEEIEEECB+MGVC_LE 4 A 17X L89S, CoNLL F11% 4 4 5l
FE84.1182.6, BELLTT1%1545080.3F173.7, 4 A& F3.8%18.9, RAMEE 5 FHQwen2.5-72B-
Instruct-AWQRIF IR -

Method Complexity LLM(s) Stage-1(s) Stage-2(s) Total(s)
(Ahmed et al., 2023) O(n) ; 2 69 71

(Min et al., 2024) O(n)+0(n?) 5 71 720 79149
Ours O(n) 161 2 84 247

5 AR EAEECBHNR A L ARER STt

ATL%EFE (Ahmed et al., 2023)ERELTTEN A —NEEAET, HE— MR 22 Emit
RERIBART BT TR o« ASTHEVTTVARI— I B W Ber il 5 I A KR ZE AT RE ST 655 -

"https://huggingface.co/ Qwen/Qwen2.5-72B-Instruct-AWQ
https://github.com/vllm-project /vllm
3https://hf-mirror.com/meta-llama,/Llama-3.3-70B-Instruct
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B@EMmME, —BARSOTEMF AR BB A SO K E R/ B IEREY, R BEE
ZREROMn), nAIREMHNE, BERESUTHERIEE TR 1R B 5 4 0 0k ik th FE 45T,
PN T BEH B B AT I AR AT, %03 TR (Ahmed et al., 2023)i i3 SLEGFE Hi B A B 24 BT (L
FO(n) - M BB AR [F] Sk & 1738 B RR AT B IR S EHEMAE e —E (t<<n)
R AR A E BRI AERESEETE . BTAX—MEAR T HZEESL
TR, AL HEZMBRENBS & T EE 1L, (HE TR ERN E A FAEREER
RIfEREE SR 1T EEMEINNOM), BiEn AR EEY 5K, AXTE RIFY B2 KA
BB . T (Min et al., 2024) H T7EIBRIZR MBS HEEN B F X BN MAMEE, HEXME
HO(n) + O(n?), Zin BERECEJFERT EEHh0 .

KT 15 £ T7 158 FIRoBERTa-baselE A #l 528, ZEECB-+HMIAEIESE  IFER a0
FHATR . HA, LLMAERS 6385 — M B [5] SCIRIA) 5 28 0 — Ry B firh 42 17 SO R e RO TEFRAE RS,
T —M B IRER BB 24 NO(t), BTG /b & B b e m g T em, BRE
IRKIERIE R R, (HEARECHIR, BRIt A ST R LLM SR 2 AT A -

4.4 HHEHATEHHLEK
Foza T SRR AR CGR M T IR RO RE LR -

MUC B3 CEAFe LEA CoNLL
Method Dataset Encoder R P F1 R P F1 R P F1 R P F1 F1
LLaMA 2-7B ECB+ - 84.2 76.3 80.1 82.7 73.2 77.7 67.5 77.2 720 — - — 76.6
GPT-3.5 ECB+ - 81.7 81 81.481.078.679.876.177.076.5 — — — 79.2
(Held et al., 2021) ECB+ RoBERTa-base*2 87.0 88.1 87.5 85.6 87.7 86.6 80.3 85.8 82.9 74.9 73.2 74.0 85.7
(Nath et al., 2024) ECB+ Longformer 84.1 92.0 87.9 82.4 91.7 86.8 88.980.584.5 — - — 864
(Min et al., 2024) ECB+ RoBERTa-large*2 89.4 87.1 88.2 89.1 86.5 87.8 82.7 85.5 84.1 79.7 78.5 79.3  86.7
Ours ECB+ RoBERTa-base  85.5 87.5 86.5 83.8 85.0 84.4 84.0 81.6 82.8 75.8 76.1 76.0 84.6
LLaMA 2-7B GVC - 93.9 84.3 88.8 89.5 38.1 53.428.954.9379 - - -  60.0
GPT-3.5 GVC - 88.6 81.9 85.1 82.6 35.4 49.6 27.1 41.1 32.7 — — — 55.8
(Nath et al., 2024) GVC  Longformer 91.6 94.2 92.9 86.7 82.1 84.3 75.8 68.1 71.7 — - —  83.0

(Held et al., 2021) GVC  RoBERTa-base*2 91.8 91.2 91.5 82.2 83.8 83.0 75.5 77.9 76.7 79.0 82.3 80.6 83.7
(Min et al., 2024) GVC  RoBERTa-large*2 92.4 93.2 92.8 87.0 87.4 87.2 83.6 80.7 82.1 83.4 83.0 83.2 874
Ours GVC RoBERTa-base 94.3 92.0 93.1 92.4 75.4 83.1 69.3 76.8 72.9 88.9 70.3 78.5 83.0

F6. R RS EAb T IEAEECB+ G VCEIE S I A45 Xt

F644 HLE SRR .

1) W(Min et al., 2024) 38 FILLaMA 2-7B(Touvron et al., 2023)fCGPT-3.54% KA, 7
SR TH AR E AR S5 A TROR B OL T, B RRE R L IMETE — @ 2 0E, JUH R Bk
MGVCEUIRES I,

2) (Held et al., 2021) )7 EH TAE—M B I B IR T T LA, 5 F ik 3t
FRFE R LB T REIRE (O(n?) JTETIESF4NT, BUE T B FITHBRSR - A3
JTENAERFF RO (n) I A B Z BRI, BUS T 5107 B0 fEAE R (GVC . CoNLL
FI{HZE0.7) ;

3) (Min et al., 2024)f) 7 E7E (Held et al., 2021)A7 EEA B, 5B FIAN T B AT AR
B, R R AT SOE R, PR AT AN AR R B & EERERIFRITTIE o (HEE A
BHE 5 (Held et al., 2021)—2h (O(n?)) ., F5FR, ETIEFEECB+ EFRER 2 K T3
JTERASCEE T, B, SEMAGPT4RE O RIFERT

4) (Nath et al., 2024)8) 7 AR EMEH KE AR A BEIRE, XN FERE
£0(n?), FEFEZMBNGEE, NHERARR R - RXTEEGVC EEREMEME Y, HE
WILRRA AL -

4.5 THERSCE
4.5.1 AT EIHR
RISE AR S 1R B G S T R R TE RO A TR, ZEECB+MGVC L iTH

“https://platform.openai.com/docs/model-index-for-researchers
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RISER, SERINERTHTR -

CoNLL F1
Method Stage-1 Stage-2 Loss GVC ECB+
Baseline LH sentence L. 73.7 80.3
Ours LH explanation L 76.9 82.4
Ours LH sentence + explanation L 80.3 82.8
Ours LH sentence + explanation Les+ Loy 80.6 83.3
Ours LH+LLM-SLC sentence + explanation Les+Louz 83.0 84.6

AT R AR5

1) FE—BrB, FIAKER fif %3537 H 32K (LLM-SLC) B AE ik f A | i 350 2
G, WIHEECB+ LiRFF1.3, MAEGVCLNEZETRT 2.4, WA —MBoG S B E M .

2) DU B BORF i A 3R] H A) 7o KSR SR B0 i A A TR UAERE (explanation)
RIRTEECB-+MGVC L IS T12.1703.2; 35K B BCAY i 2 1] e 42 S () fiph 4 3 3] H A1)
T, RENEREE S ERMERT: ST T BRRIZR, 355N [ fid A 3R B B R 2 Rk
PREL, RTAENHR B PR REAE P R SR L ARERAE T 4R T10.5710.3 -

3) BRI S, AIE P BUEM D BUIE R Lo A 57 T L3M2.4. 7 B B o Al iR
713.0%16.9, —EREE LU i BOS T 5 IR SRR AR K o
4.5.2  REERURNFESCAHE R A R

AT T3 e 008 P T KRB AR R fh & TR AR SR o B 90O, PR 5 =02 4,
BRIGEX T ETRERSL (Ours) F(Min et al., 2024) A HMA SRR (UL
ARG HE, HATF TECB+E) BIRR, SLISLERINESHTR -

CoNLL F1
Stagel Stage2 Input Loss GVC ECB+
LH sentence Ly, 73.7 80.3
LH explanation (Ours) L 76.9 82.4
LH sentence + explanation (Ours) Lo 80.3 82.8
LH sentence + summary (Ours) L 80.4 82.2
LH sentence + explanation(Min et al., 2024) L - 82.3

8 RARTUA [ SUASHE 500 5L

CERR, RS SO R AN i A 1R R AR SR Y AT R A R AR A T S A R FR Y
FUBIGEST, A SO A0 i 42 1A g R o 1) A B R SCZRAR T (Min et al., 2024) 5 AR B
TSR OBEBRUR. -

5 A5

JIoh=H

AR T — M R I T R E SR R B I BL R FRTH R T TR, — BB AR R
[ S A TR H RS, BRCRM AR AR H 5 & oot S SR e s, —
B B 5 | AN RART s wog A Al A 2 A M A SR FE ORISR, 300 1 —Rhia) 2l B 0K B AL
BEHIR T AR AR R ERIRE ST  SRIRE, ASUNRERT SEVE R BUE S T 5 —
BRI S J R EIR, R EREIESE FCoNLL FI% A WFRm S BUG T B ERA; BB
MRTLTT %, ZEW R/, WRREE -

6 B
I AT H (No. EAT8040301) (B -
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