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Abstract

Textual data often contain biases that compromise fairness in Al systems, particularly in sensitive
areas such as gender, race, and politics. While large language models (LLMs) have shown
success across various tasks, they still face limitations due to inherent biases within the models
and restrictive safety policies that hinder direct bias mitigation. To overcome these challenges,
we propose UMAD (Unsupervised Multi-Agent Debate), a novel framework that leverages a
Multi-Agent Debate mechanism alongside Best-Worst Scaling (BWS) to foster more effective
discussions among LLMs, facilitating the identification of biases. By combining this with
gradient-based interpretation techniques, UMAD extracts token-level bias insights, which are then
integrated into models using in-context learning. This enhances the debiasing performance, as
shown by our experiments across three bias categories—gender, religion, and politics—using
five different LLMs. Our approach demonstrates significant improvements in metrics, with large
models matching or even surpassing GPT-4 in Style Accuracy (STA). We release our code at:
https://github.com/Couen/UMAD.git.

Warning: this paper contains content that may be offensive or upsetting.
1 Introduction

Bias in text, such as gender bias (Doughman and Khreich, 2023), political bias (Mou et al., 2023), and
religious bias (Hu et al., 2022), presents significant challenges to the fairness and reliability of Al systems.
With the rapid growth of Artificial Intelligence Generated Content (AIGC), these biases have become
harder to detect, as both explicit and implicit biases can be reproduced (Wang et al., 2023; Felkner et
al., 2023; Lee et al., 2023). This makes debiasing even more crucial, as biased Al-generated texts can
propagate and amplify harmful stereotypes in real-world applications.

Debiasing textual data aims to mitigate these biases while preserving content quality. Prevalent
debiasing methods primarily fall into two categories: data replacement and data generation. Data
replacement techniques, such as counterfactual data augmentation (CDA) (Qian et al., 2022; Zayed et
al., 2023) and selective masking (Thakur et al., 2023; Ghanbarzadeh et al., 2023), work by identifying
and replacing biased words. However, these approaches often compromise sentence fluency and may
introduce errors (Dale et al., 2021). On the other hand, data generation methods leverage auto-encoder
sequence-to-sequence models to rewrite biased texts. These methods typically rely on large amounts of
annotated data, which is expensive and difficult to obtain (Han et al., 2024). With the advent of large
language models, many studies have explored their use in reducing biases, such as in models like ChatGPT
(OpenAl, 2021), and LLaMA3 (MetaAl, 2024). However, this approach is further limited by the inherent
biases of the LLMs themselves and the restrictive safety policies imposed on these models, which result
in suboptimal debiasing performance (Nozza et al., 2022; Oba et al., 2024).

To address the limitations of existing methods, we propose the Unbiased Multi-Agent Debiasing
(UMAD) framework, which focuses on extracting token-level bias insights using gradient-based inter-
pretations and integrating these insights into LL.Ms through in-context learning. This allows for more

t Corresponding author.

©2025 China National Conference on Computational Linguistics
Published under Creative Commons Attribution 4.0 International License

Proceedings of the 24th China National Conference on Computational Linguistics, pages 1078-1094, Jinan, China, August 11-14, 2025.

(c) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China 1078



China National Conference on Computational Linguistics

targeted debiasing while preserving overall content quality. UMAD is fully unsupervised, eliminating
the need for costly annotated data, and combines a Multi-Agent Debate mechanism with the Best-Worst
Scaling (BWS) algorithm to enable collaborative bias annotation across multiple LLMs. By leveraging
these techniques, UMAD enhances the accuracy of bias detection and improves the robustness of the
debiasing process.

In summary, the key contributions of this paper are:

* We present the first unsupervised bias annotation framework that combines a Multi-Agent Debate
mechanism with the BWS algorithm, addressing the scarcity of annotated bias data and improving
the robustness of bias detection across diverse contexts and applications.

* We introduce a novel integration of gradient-based interpretations into the debiasing process, enabling
the extraction of token-level bias information and guiding LLMs to focus on biased tokens during
text generation.

* Our extensive experiments across five LLMs and three types of bias—politics, religion, and
race—demonstrate that UMAD significantly improves bias mitigation, achieving a 13% improvement
in the Unbias metric and a 20% increase in the Specific Task Accuracy (STA) metric. These results
highlight UMAD?’s superiority over existing methods in both debiasing performance and content
preservation.

2 Related Work
2.1 Text Debiasing

From the perspective of debiasing at token-level or sentence-level, existing research can be broadly divided
into data replacement and data generation approaches.

The replacement approach is well researched due to its simplicity. It requires accurately identifying
biased words and finding suitable replacements. Raza et al. (2023) suggested creating a list of biased
words and locating them within texts. Hallinan et al. (2023) used the BERT model to identify biased
named entities as biased keywords. Floto et al. (2023) introduced MARCO to identify biased words
through comparative analysis by unbiased and biased experts. Meanwhile, embedding-based and model
prediction-based methods have been widely used to find replacement words. The former uses word
embeddings to find semantically similar words (Raza et al., 2023), while the latter generates similar words
through model predictions (Floto et al., 2023).

The generation approach addresses debiasing at sentence-level, which leverages the text generation
abilities of pre-trained models (Madanagopal and Caverlee, 2023; Raza et al., 2023), diffusion models
(Floto et al., 2023), and LLMs (Mishra et al., 2024). They rewrote biased documents into unbiased
ones. Typically, they employed an encoder-decoder architecture, where biased texts are encoded and
then decoded to produce unbiased content (Madanagopal and Caverlee, 2023; Raza et al., 2023). LLMs
exhibited impressive performance in data debiasing by rewriting biased documents (Pesaranghader et al.,
2023). However, the hallucination of LLMs and their lack of transparent debiasing explanations, limit
their applications.

For the perspective of relying on annotated data, existing debiasing research can be divided into
supervised and unsupervised approaches. Data debiasing is often challenging due to the scarcity of
annotated data (Raffel et al., 2020) and most debiasing methods are supervised (Raza et al., 2023; Floto
et al., 2023; Madanagopal and Caverlee, 2023; Raza et al., 2023). Annotated data for one bias category
is hard to extend into different bias categories. To address this issue, recent research has proposed to
generate synthetic data to produce high-quality training data (Ouyang et al., 2022). Though synthetic
data generated by LLMs exhibits generalizability across various bias categories, it remains a supervised
approach, leaving unsupervised data debiasing largely unexplored.

2.2 Interpretable Technique

Interpretable technique can help understand a deep learning model’s decision-makings, and are often
categorized along two main aspects: local and global (Danilevsky et al., 2020). A local explanation
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provides information for the model’s prediction on a specific input and a global explanation focuses on
the overall predictive process of the model, independent of individual inputs.

Local interpretability approaches, such as LIME (Ribeiro et al., 2016), SHAP (Mosca et al., 2022),
and gradient-based methods (Karlekar et al., 2018), have been demonstrated their capacities of analyzing
models’ debiasing decisions. For example, Devatine et al. (2023) utilized LIME to clarify the decision-
making processes of pre-trained models for detecting political bias. Dhingra et al. (2023) employed
SHAP to detect and mitigate gender bias of LLMs. Danilevsky et al. (2020) indicated that gradient-based
methods are particularly effective in providing interpretability at the token-level feature. Therefore, we
use the gradient-based approach as an interpretable technique to uncover insights into token-level biases.

2.3 Multi-Agent Debate

Multi-agent debate involves a group of LLMs engaged in argumentative interactions to make decisions or
solve tasks. This approach was inspired by the suggestion that multiple LLMs can enhance each other’s
performance through debate and cooperation (Chan et al., 2023). Furthermore, research also demonstrated
that debate is an effective method to address the inconsistency issue of single LLM (Xiong et al., 2023).

For example, ChatEval was a multi-agent referee team, which enables LLMs to act as human evaluators
(Chan et al., 2023). LLMs have demonstrated annotation performance comparable to human annotators in
certain domains (Ziems et al., 2024), but they may inherently carry biases from their training corpora,
exhibiting a range of different biases (Feng et al., 2023). Inspired by these findings, we employ a
multi-agent debate framework for bias annotation, enhancing annotation performance and mitigating the
inherent biases of individual LLM:s.
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irec Mistral Mistral Nis own interests above all else.
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Figure 1: Illustration of UMAD framework, comprising three steps: @ Unsupervised Bias Annotation @
Gradient-based Bias Learning ® Saliency-map based Bias Mitigation.

3 UMAD Debiasing Framework

As illustrated in Figure 1, the proposed Unsupervised Multi-Agent Debate (UMAD) framework consists of
three modules: @ Unsupervised Bias Annotation, @ Gradient-based Bias Learning, and ® Saliency-map
based Bias Mitigation.

The first module in UMAD achieves unsupervised bias text annotation through four LLMs’ collaborative
debate, which serve as annotators in the Best-Worst Scaling (BWS) algorithm. The second module in
UMAD employs a gradient-based interpretation technique to train a pre-trained model with the annotated
biased data. The trained model then acts as a bias classifier and detector, capable of highlighting key
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biased words with saliency-map scores. Finally, the saliency-map based bias mitigation module aims to
guide LLLMs’ debiasing process with token-level bias insights from these saliency-map scores.

3.1 Unsupervised Bias Annotation
3.1.1 Best Worst Scaling

Best-Worst Scaling, initially developed by Louviere and Woodworth (1991), is an efficient annotation
framework using a comparative approach. It can generate highly reliable ratings by identifying the best
and worst items according to a specific criterion, making it a valuable tool for various annotation tasks.
For unsupervised bias annotation, it is challenging to annotate the data and quantitatively evaluate the
results. By leveraging BWS, explicit comparisons can be made between biased data, thus achieving
effective unsupervised bias annotation.

In BWS annotation procedure, data is firstly grouped into sets of n items, where annotators are asked to
identify the most and least biased items in each group. In this work, n equals 4 as 4-tuples is particularly
efficient in best-worst annotations (Hada et al., 2023).

For example, consider four items A, B, C, and D, where A is annotated as the most biased and D as
the least biased. Then the following six comparisons can be derived: A>B, A>C, A>D, B>D, and C>D.
By analyzing such comparisons across multiple 4-tuples, the real-valued bias score for each item can be
computed. Specifically, the bias score of an item is calculated as the difference between the number of
times it is selected as the most biased and the number of times it is selected as the least biased, normalized
by the total number of times the item is included in comparisons (Orme, 2009).

3.1.2 Multi-Agent Debate

In multi-agent debate procedure, four LLMs are employed as annotators in the BWS bias ranking process:
three as referees and one as the judge. These LLMs collaborate in debating and discussing to annotate
bias for each item. As shown in Fig. 2 , the multi-agent debate includes four steps.

First, two LLMs engage in debate to determine the most and the least biased documents. Next, a judge
evaluates whether the two LLMs’ opinions are consistent. If they do reach an agreement, the judge will
confirm their decisions. If not, a third referee will be consulted to provide an independent assessment to
resolve the discrepancies. Finally, the judge reviews all opinions. If a consensus is reached, the judge will
conclude the evaluation and label the most and the least bias documents. If not, the judge will declare the
discussion invalid and discards the evaluation result, ensuring that only consistent annotations are used for
further processing. Detailed description of the designed prompts can be found in the appendix (see Table
7 in Appendix B).

Table 1: Illustration of prompts designed to mitigate bias with saliency-map bias ranking information.
Tokens in the sentece are highlighted with varying degree of red, indicating different levels of bias.

Role Prompt
Please carefully rephrase the sentence below to remove any political bias. The sentence is
accompanied by a list of words ranked by their potential to introduce bias.
User  Biased Tokens: democracy, der, mafia, capitalism, failed, result, natural, united
Biased Text: The States is a and a state, the
of what happens when is ifiegulated.
Assis-  The United States has encountered challenges in its governance and economic regulation,
tant  leading to significant issues.

3.2 Gradient-based Bias Learning

After obtaining the annotated data, a gradient-based bias learning approach is utilized to extract token-level
bias information to aid bias mitigation. In detail, we employ GradCAM (Selvaraju et al., 2016) to visualize
the token-level bias features within each document. GradCAM demonstrates impressive potential in the
field of Computer Vision to reveal the importance of feature maps through gradient analysis. Danilevsky
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Task: Your objective is to pinpoint the document that most overtly
exhibits political bias and the one that displays minimal political bias
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political bias and sentence A political bias, and D has a more
Referee 1 displays minimal political bias. Referee 1 obvious political bias.

m Sentence D exhibits the greatest m Sentences A and B also exhibit
political bias and sentence A political bias, albeit to a lesser

displays minimal political bias is a extent than sentence D.

reasonable one.

@ The two referees above are @ T need to seek the help of

Referee 2 Referee 2

Judge Judge
Consistent Inconsistent
Conclusion Decision
- Round2
-Consi: Decisi .. i i Decisi
et ; = D has the most obvious
Sentence D is the most ooy . .
ST ety biased. Sentence A I political bios But * can't
Referee 3 has the least political bias. ~ Referee 3 i:;‘\:[:’qs': b .Z sgde res’
@ The three referees above @ The three referees above
Judge ¢ ' Judge  arenof in agreement.
Consistent Inconsistent
Conclusion O’ Conclusion
@ The most biased text is D, The discussion is invalid.
he least biased text is A. We decide to discard |
. this record.

Figure 2: Illustration of the Multi-Agent Bias Debate. Three referees and a judge collaboratively debate to
identify the most and least biased items for each group of four documents. Only the consistent annotations
will be kept for further processing.

et al. (2020) indicate that gradient analysis can capture the importance of word/token-level features.
Therefore, we use it to identify the token-level bias features.

Hence, We fine-tune a BERT model integrated with the GradCAM to obtain a bias classifier and
token-level bias detector. Let D = {d;, ds, ..., d,,} be a bias dataset composed of m documents, where
d; denotes the j-th document in D. Let y; denote the predicted label of d; by the fined-tuned BERT
classifier, where g; equals to O (for unbiased text) or 1 (for biased text).

The BERT model tokenizes d; into a sequence of tokens {t1,t2,...,tn}, where n is the number of
tokens in d;. Given tokens as input, we can extract the last layer of BERT to obtain the embedding
representation of the document, denoted as E € R™*768  Then we reshape £ to have FEreghaped €
RXIXT68 where Ereshaped = { A, A2, ..., AT} and A is the k-th feature map, k € [1,...,768].

In order to obtain a class-discriminative localization saliency map Saliencygj for the predicted label y;,

we compute the gradient weights azj, with respect to A¥ € R™*! by performing global average pooling
on the gradients across the spatial dimensions, as follows:

global average pooling
1 0y.
Y Yi
a = = 1
k A ZZ: ZJ: o A% (1

gradients via backprop

9y
k
oA,

where represents the gradient of the k-th feature map.

Then each gradient weight azj is combined with the corresponding feature map A* using weight sum
calculation, followed by the ReLU activation function for generating the saliency map Saliency?jj:
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768
Saliency,; = ReLU Z oy Ak ()
k=1

linear combination

Finally, the documents classified as biased texts by BERT classifier, we use Saliencyij to represent the
bias degree of each token in document d;.
3.3 Saliency-map based Bias Mitigation

Given Saliencyyj of document d;, the saliency-map based bias mitigation aims to integrate these bias
degree information into LLMs’ debiasing prompts.

We first remove the stop words and then define a sorting function SortTokens to sort the tokens in d;
according to their bias degree in Saliencyy}_, calculated as:

T;Omd = SortTokens(d;|Saliency,; ) ©)

Finally, LLMs will debias on d; to obtain d;, implemented as:

dj = DebiasLLM(Prompt|T7, . ., d;) )

Table 1 illustrates the detailed description of the designed Prompt for debiasing with saliency-map bias
ranking information.

4 Experiments

Category | Metric Baselines UMAD Avg Inc.
Gemma Mistral LLaMA3 GPT-3.5 GPT-4 | Gemma Mistral LLaMA3 GPT-3.5 GPT4

UnBias 0.00 0.01 0.02 0.89 0.41 0.58 1 0.58 1 0.58 1 058) 0587 31% 1

STA 0.45 0.14 0.56 0.20 0.82 0.36 | 0.73 1 0.66 T 0651 0704 18% 1

Politics | Un+STA 0.29 0.40 0.39 0.57 0.62 0.47 1 0.66 1 0.62 1 0621 06471 14% 1

F1 0.65 0.66 0.65 0.41 0.74 0.73 1 0.73 1 0.73 1 0731 0731 10% 1

SIM 0.78 0.58 0.70 0.68 0.63 0.50 | 049 | 0.56 | 059) 0574 -13% |

UnBias 0.03 0.49 0.31 0.98 0.41 0.66 T 0.66 1 0.66 T 0.66)  0.661 21% 1

STA 0.22 0.21 0.24 0.01 0.36 04171 0421 0.56 1 0411 0537 25% 1

Religion | Un+STA 0.14 0.32 0.27 0.40 0.38 0.52 1 0.52 1 0.60 T 0511 05871 24% 1

Fl1 0.73 0.74 0.74 0.03 0.83 0.72 | 072 ] 072 ] 0721 072 10% 1

SIM 0.62 0.53 0.53 0.51 0.48 0.48 | 042 039 051- 048- 1% |

UnBias 0.23 0.74 0.38 0.93 0.30 0.40 1 0.40 | 0.40 7 0404 04071 -11% |

STA 0.54 0.10 0.18 0.03 0.45 0.47 | 0.36 1 0.54 1 0401 04871 19% 1

Race Un+STA 0.44 0.31 0.25 0.33 0.40 0451 0.38 1 0.49 1t 0401 0467 9% 1

Fl 0.78 0.59 0.71 0.25 0.80 0.74 | 0.74 1 0.74 1 0741 074 11% 1

SIM 0.41 0.48 0.39 0.53 0.76 0.47 1 046 ] 032 0541  0.56 -4% |

Table 2: Debiasing performance comparison across bias categories of Politics, Religion, and Race in five
LLMs, as well as their improvements by UMAD.

4.1 Experimental Setup
4.1.1 Datasets

We evaluate our framework across three bias categories: Politics, Race and Religion, sourced from datasets
of MBIC (Spinde et al., 2021) and ToxicBias (Sahoo et al., 2022).

Specifically, MBIC is a political bias dataset sourced from various media outlets. It comprises 3,700
sentences, with 1,863 unbiased documents and 1,860 biased sentences. ToxicBias (Sahoo et al., 2022)
is an unintended bias dataset from a Kaggle competition, encompassing five types of biases: "Politics”,
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"Race", "Religion", "Gender" and "LGBTQ". For our study, we focus specifically on religious and racial
biases, which are the two most prevalent types in the dataset. Specifically, it includes 1,575 instances of
religious bias, 2,203 instances of racial bias, and 1,084 unbiased instances.

4.1.2 Baselines and Metrics

We use five LLMs as baselines to implement direct debiasing, including Gemma-7B-it from Gemma Team
(Gemma Team et al., 2024) (denoted as Gemma), Mistral-7B-Instruct from (Jiang et al., 2023) (denoted
as Mistral), LLaMA3-8B-Instruct from Meta (MetaAl, 2024) (denoted as LLaMA?3), and two LLMs from
OpenAl: gpt-3.5-turbo-0125 (OpenAl, 2021) (denoted as ChatGPT) and gpt-4-0125-preview (OpenAl,
2024) (denoted as GPT-4). During the multi-agent debate process, we employed three smaller-scale
models: Gemma, Mistral, and LLaMA3 as referees, and ChatGPT as the judge for scoring. In addition,
we compared three traditional models that can be used for text debiasing: CondBERT (Dale et al., 2021),
ParaGeDi (Dale et al., 2021), and Marco (Hallinan et al., 2023), which are traditional methods leveraging
pre-trained language models.

In our text debiasing task, we utilize five evaluation metrics: F1, Unbias, Style Accuracy (STA)
(Logacheva et al., 2022), Un+STA, and Content Preservation (SIM) (Pour et al., 2023). Notably, Unbias
and Un+STA are our new metrics designed to comprehensively assess the model’s debiasing effectiveness
while avoiding redundant debias on unbiased texts, addressing limitations of previous metrics. Detailed
calculation steps for the metrics can be found in the appendix (see Appendix B).

4.2 Experimental Results

4.2.1 Debias Analysis

We compare the debiasing performance of UMAD against the baseline models on Politics, Religion,
and Race bias. The results are reported in Table 2. Our framework almost outperforms all the baseline
models across all metrics except SIM scores, indicating the framework can improve bias identification
even on finer-grained token-level. Besides, lower SIM scores for UMAD are reasonable since the biased
documents require substantial rewriting to become unbiased, and they tend to be less similar to the original
biased text used as input.

Interestingly, we observe that our method shows greater improvements on smaller-scale models like
LLaMA3 and Mistral. With ranked biased token-level information, LLaMA?3 exhibits notable improve-
ments of 23%, 33%, and 24% in Un+STA scores across three datasets, while Mistral demonstrates
enhancements of 26%, 20%, and 7% in corresponding datasets. In models where performance are already
strong, such as GPT-4, the UMAD maintains or even further improves debiasing performance, which
further demonstrates the effectiveness of our proposed framework.

Additionally, models perform unbalance on different bias categories. Both the baseline models and
the UMAD framework perform better in mitigating political bias. This could be attributed to political
bias being more straightforward and less sensitive in datasets. For racial and religious biases, baseline
models show lower performance on the STA score, suggesting that LLMs struggle to accurately identify
key biased tokens during direct debiasing. Note that, our method with token-level bias information can
improve STA scores, enabling more precise debiasing.

Furthermore, we also compare the debiasing performance of LLM-based methods against traditional
methods across bias categories of Politics, Religion, and Race. Table 3 shows the result, where LLMs and
UMAD represent the average performance of 5 baseline LLMs. LLM-based methods significantly outper-
form traditional methods on UnBias, STA, and Un+STA, especially with UMAD. Notably, traditional
methods achieve best scores on F1 and SIM while get 0 on UnBias, indicating that they tend to classify all
the texts as biased and have insufficient ability to identify bias accurately.

4.2.2 Ablation Experiments

We conduct two sets of additional ablation studies. The first aims to validate the effectiveness of Best
Worst Scaling in identifying bias, while the second seeks to investigate the impact of bias levels in training
data on learning bias.
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Category Metric CondBERT ParaGeDi Marco LLMs UMAD

UnBias 0.00 0.00 0.54 0.26 0.58

STA 0.23 0.07 0.10 0.43 0.62

Politics  Un+STA 0.11 0.03 0.32 0.45 0.60
Fl1 0.66 0.66 0.56 0.62 0.73

SIM 0.95 0.39 0.91 0.67 0.54

UnBias 0.00 0.00 0.28 0.44 0.66

STA 0.08 0.46 0.15 0.20 0.46

Religion Un+STA 0.05 0.27 0.20 0.30 0.54
F1 0.74 0.74 0.67 0.61 0.72

SIM 0.93 0.55 0.88 0.53 0.45

UnBias 0.00 0.00 0.28 0.51 0.40

STA 0.10 0.27 0.12 0.26 0.45

Race  Un+STA 0.07 0.18 0.17 0.34 0.43
F1 0.80 0.80 0.67 0.62 0.74

SIM 0.92 0.53 0.87 0.51 0.47

Table 3: Debiasing comparisons between traditional methods and LLMs across biases. Bold values
indicate the highest performance.

To understand the necessity of BWS, we conduct first ablation experiment on a political dataset with
two schemes: without BWS(w/o BWS) and BWS, where *w/o BWS’ denotes referees directly assess bias
for each text. Table 4 shows the result of debiasing performance with and without BWS on three models.
Compared to models without BWS, models with BWS achieved higher scores on four of five metrics,
indicating that BWS can significantly improve the detection of bias within texts.

Method Model Unbias STA Un+STA F1 SIM
Gemma 0.90 0.15 0.53 0.53 0.48

w/o BWS  LLaMA3 0.90 0.32 0.61 0.53 0.33
GPT-3.5 0.90 0.31 0.61 0.53 0.56

Gemma 0.58 0.36 0.47 0.73 0.48

BWS LLaMA3 0.58 0.66 0.62 0.73 0.32
GPT-3.5 0.58 0.65 0.62 0.73 0.58

Table 4: Ablation study results on the Political debiasing with and without BWS algorithm. Bold values
indicate the highest performance.

To investigate the impact of bias levels in training data on learning bias, we conduct second ablation
experiment on a race dataset with different training data. The degree of bias is determined with BWS
scores and can be categorized into four levels: extreme ([-1,-0.8) U (0.8,1]), moderate ([-1,-0.5) U (0.5,1]),
mild ([-1,-0.3) U (0.3,1]), and full range ([-1,0) U (0,1]). The results are shown in Table 5, indicating two
interesting findings. First, unbiased training data has minimal effect on model’s performance. Compared
to the full range, utilizing data from moderate range achieves the comparable performance with the highest
F1 and the optimal Un+STA. It because the discarded data outside the range contain mostly unbiased text.
Second, besides bias level, training data quantity is also crucial. The performance by using part of the
annotation data from extreme range drops, indicating that the debiasing ability of UMAD also decreases
when training samples are insufficient.

4.2.3 Interpretable Case Study

In this section, we carry out a case study to validate the effectiveness of UMAD’s interpretablity. By
visualizing the top 120 topic words in LLaMA3’s successfully and unsuccessfully debiased texts in the
directly debiasing setting, we can gain some insights about LLMs’ debiasing preference and disregard.
The visualization is shown in Figure 3.

Firstly, as depicted in Figure 3a, LLaMA3 naturally focus on terms like "Mainstream", "Student”, and
"Transgender", indicating LLLaMA3’s proficiency in handling biases related to education and social issues.
Secondly, as highlighted in Figure 3b, LLaMA3 struggled with the terms like "Trump", "Republicans"
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Score Model Unbias STA Un+STA F1 SIM
Gemma 0.70 0.29 0.42 0.60 0.48
Extreme LLaMA3 0.70 0.34 0.46 0.60 0.36
GPT-3.5 0.70 0.23 0.39 0.60 0.52
Gemma 0.40 0.47 0.45 0.74 0.47
Moderate  LLaMA3 0.40 0.54 0.49 0.74 0.37
GPT-3.5 0.40 0.40 0.40 0.74 0.54
Gemma 0.81 0.24 0.43 0.58 0.50
Mild LLaMA3 0.81 0.32 0.48 0.58 0.38
GPT-3.5 0.81 0.17 0.38 0.58 0.57
Gemma 0.66 0.38 0.47 0.69 0.48
Full Range LLaMA3 0.66 0.44 0.51 0.69 0.38
GPT-3.5 0.66 0.31 0.43 0.69 0.53

Table 5: Ablation study results on Race debiasing on different ranges of BWS scores. Bold values indicate
the highest performance.

Category Bias Keywords
rights trump house republican democrats
gun black police president american
left party corona donald administration
Politics law racist media radical democratic
bad lives white social government
tax wing matter health movement
allah islam islamic terrorist religion
jews kill muslims canada women
law gay radical islamist terrorism
Religion time anti death countries catholic
mass isis religions terrorists american
god white racist innocent christians
guy kill white racist folks
bad anti black illegal america
cops race police person mexican
Race shot real lives males women
live hate crime matter violence
cop life trash racism privilege

Table 6: Top 30 biased keywords with the highest scores in each category, obtained from UMAD.

and "Democrats", which are significantly biased in political contexts, revealing inherent political bias in
LLaMA3.

Furthermore, we conduct a statistical analysis across political, religious, and racial datasets. Using our
proposed bias learning method, we extract the top 30 keywords most associated with bias, along with their
saliency scores, as detailed in Table 6. Specifically, in the Politics category, terms such as "democrat,"
"trump", and "republican" are identified as highly relevant to bias, while the Religious category highlights
words like "muslims”, "islam", and "jews". In the Racial category, terms such as "white", "black”, and
"racist" show strong associations with bias. These words are identified as closely related to bias through
our gradient-based interpretability method, underscoring the effectiveness of our approach in revealing
token-level bias relevance.

Notably, our method successfully identifies bias-relevant words in the Politics domain, where LLaMA3
faces challenges, providing valuable token-level insights to LLMs and demonstrating the efficacy of
UMAD in bias detection and interpretation.
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Figure 3: Word clouds of the LLaMA3’s preference and disregard in mitigating political bias. (a) keywords
that LLaMA3 effectively debias. (b) keywords that LLaMA3 struggle to debias.

5 Conclusion

In this paper, we propose UMAD, an Unsupervised Multi-Agent Debate framework. UMAD begins with
a collaborative multi-agent debate using the BWS algorithm for unsupervised bias annotation. We then
employ an interpretable technique to provide token-level bias insights to LLMs. Experimental results
demonstrate that our method significantly enhances LLMs’ debiasing performance, particularly benefiting
smaller-scale models like LLaMA3. This approach not only improves debiasing capabilities but also
offers valuable insights into token-level biases, contributing to transparent and reliable bias mitigation
strategies. Future work will focus on refining these techniques and exploring their applicability across
diverse contexts and languages.
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7 Limitations

Our UMAD framework shows promising results but also presents certain limitations. The current study
focuses on overall debiasing performance, without deeply exploring how the multi-agent debate mitigates
individual model biases. While the debate reduces individual model biases, collective biases may still
affect results. Future work will investigate the debate mechanism’s impact on individual bias reduction,
along with refinements such as fine-tuning with unbiased datasets or post-processing techniques to further
mitigate LLM biases.

Additionally, the datasets used for evaluation are limited. Although UMAD has proven effective
across three bias categories and five LLMs, broader testing on diverse datasets is needed to confirm
the generalizability of the results. Since this study is fully unsupervised and emphasizes debiasing
performance, future work will also provide a more detailed analysis of the debiasing process.
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A Multi-Agent Debias Prompt

We present the multi-agent debias prompt used by three referees and one judge in the unsupervised bias
annotation, as shown in Table 7.

Setting Prompt

System: As a referee, your task involves collaborating with fellow referees to
analyze four sentences. Your objective is to pinpoint the sentence that most overtly
exhibits gender bias and the one that displays minimal gender bias.

User: Four documents are as follows: { Dple } -

System: You are a judge, and you need to determine the final answer to the question
Judge (Round 1) by reading the discussion records of several referees.

User: { Dyple}. Referee 1: {Response}. Referee 2: {Response}.

System: You are a judge, and you need to determine the final answer to the question
as much as possible by reading the discussion records of several referees.

User: { Dyple}. Referee 1: {Response}. Referee 2: {Response}. Referee 3:
{Response}.

Referee

Judge (Round 2)

Table 7: Designed prompts used by referees and judges during the multi-agent debate process for
unsupervised bias annotation, where { Dy,pc } represents the set of four sentences. { Response} represents
the opinions provided by each referee.

B Evaluation Metrics - Detailed Explanations

Unbias: The Unbias metric measures the proportion of unbiased samples identified by the model, defined
as:

. Nunbiased
Unbias = —— € &)
N total_unbiased

where Nynbiased 1S the number of unbiased samples identified by the model, and Nigal unbiased 1S the total
number of unbiased samples in the dataset.

Style Accuracy (STA): The proportion of unbiased samples after debiasing that were originally biased
in the dataset, defined as: in bias identification, calculated as:

qT A — N, unbiased_after ( 6)
N, total_biased
where Nunbiased_after 15 the number of samples that are unbiased after debiasing, and Nyoa) biased 1S the total
number of originally biased samples in the dataset.
Un+STA: The Un+STA metric is a weighted combination of Unbias and STA, which provides an
overall evaluation of the model’s debiasing effectiveness while preserving style accuracy, calculated as

follows:
Un + STA = a x STA 4 (1 — «) x Unbias 7

where « represents the proportion of biased samples in the original dataset, and (1 — «) represents the
proportion of unbiased samples in the original dataset.
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Content Preservation (SIM): We train a sentence vector generator using an unsupervised training
method from SIMCSE (Gao et al., 2021) on the original biased texts. We then measure semantic
preservation by calculating the cosine similarity between sentence vectors before and after debiasing,
given by:

SIM = COS(Vbeforea Vafter) ®)

where Viefore 1S the sentence vector before debiasing and v, iS the sentence vector after debiasing.
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