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Abstract

This paper investigates domain adaptation in Chinese Spelling Correction (CSC) based on the
instruction-following ability of large language models (LLMs). In the instructions, we include
a variety of domain-specific requirements for spelling correction, such as the domain’s formal-
ity or writing tone, which go beyond the considerations of previous CSC research. To evaluate
the LLMs’ performance on instruction-following, we propose IDSpell, a semi-supervised con-
struction pipeline for a CSC dataset containing a wide range of domain-specific sentences along
with specific instructions. We construct a dataset with IDSpell and evaluate it on Qwen2.5 and
GPT-4o, where we find that instructions serve a meaningful influence in correction, increasing
the average F1 score by 10.4% compared to when the instructions are not provided. To further
enhance the result, we propose Contrastive Prompting, a method incorporating contrastive false
examples into the prompt to better guide the model to understand the instruction. Experiments
demonstrate that our method outperforms baseline prompting with an average improvement of
5.4%. Our dataset and code are publicly available for further research.

Keywords: Chinese Spelling Correction , Domain Adaptation

1 Introduction

Chinese Spelling Correction (CSC) is a crucial task in Natural Language Processing (NLP) that iden-
tifies and corrects spelling errors within Chinese sentences. CSC plays a fundamental role in a series
of NLP applications such as search query (Martins and Silva, 2004; Gao et al., 2010) or optical char-
acter recognition (Afli et al., 2016; Gupta et al., 2021). Since the applications are deployed in various
domain-specific contexts, fully adapting CSC models to diverse real-world domains has been a long-
time challenge. Numerous studies have tried to address this challenge by constructing CSC datasets with
domain-specific terminologies (Lv et al., 2023; Wu et al., 2023b; Jiang et al., 2024). However, focusing
exclusively on domain-specific corpora does not fully represent real-world scenarios. In practice, do-
mains are defined not only by their corpus but also by their specific writing requirements. For instance,
while the legal domain requires strict adherence to formal writing standards, a social media domain may
expect intentional deviations from standard spelling. These requirements vary significantly and often
conflict with each other across domains, yet cannot be properly conveyed by merely expanding the range
of vocabularies for each domain. Figure 1 demonstrates how a CSC model should perform differently to
the same input sentence when adapted to two different domain-specific requirements, emphasizing the
importance of the requirements on avoiding unnecessary or even misleading spelling corrections. In this
work, we leverage the instruction-following ability of large language models (LLMs) to explore these
previously unaddressed domain-specific requirements, specifically by providing the requirements in the
form of correction descriptions like in Figure 1 as part of the prompt.
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Figure 1: Given the same input, in the (a) Business email domain, “阔以” is corrected to “可以” for
formality, while in the (b) Social Media domain, “阔以” is accepted for its intentional informal tone.

Prompting on LLMs is not a mainstream direction in CSC, where the dominant approaches are based
on fine-tuning BERT (Devlin et al., 2019) style pre-trained language models. Previous CSC studies
show that LLM-based approaches significantly underperform compared to BERT-based, often over-
correcting (Wu et al., 2023a; Wang et al., 2024) and struggling with mapping phonetic pronunciations to
Chinese characters (Li et al., 2023). However, a fatal limitation of the BERT-based methods is that they
lack generalizability to other tasks. BERT-based methods define CSC as a sequence tagging task, where
characters in a sentence are mapped to their corresponding characters in the reference sentence (Wang
et al., 2018; Wang et al., 2019). This structure strictly confines these models to tagging-based tasks.
For instance, BERT-based CSC methods cannot be generalized to multilingual spelling correction, as
spelling errors in other languages often do not have character-to-character mapping, such as in English
“silable → syllable” or Korean “안된다→ 안[space]된다,” where misspellings frequently arise from
spacing issues. Domain adaption in CSC also cannot be defined as a tagging-based task when considering
domain-specific requirements, where many erroneous word pairs do not align with a strict character-level
mapping (details on section 3.2). Therefore, exploring domain-specific requirements in CSC using the
instruction-following capability of LLMs can be a good first step in generalizing CSC beyond the con-
straints of BERT-based tagging methods.

To achieve this, we introduce IDSpell, an Instruction-Driven dataset construction pipeline for
Domain-Specific Chinese Spelling Correction. This semi-supervised pipeline of 5 steps constructs a
CSC dataset consisting of domain-specific sentences, each paired with an instruction describing the
domain-specific requirement. Using the pipeline, we construct a dataset and experiment with it on two
autoregressive LLMs (QWEN2.5 and GPT-4o), where the instruction poses impactful performance im-
provement on both models. To further enhance the performance, we propose Contrastive Prompting,
where a contrastive false example is provided along with each instruction in the few-shot examples.
Contrastive prompting shows the best performance among all the prompting modes, with further analy-
sis revealing the effectiveness of false cases on the models’ understanding of the instructions.

Our contributions are summarized below:

• To the best of our knowledge, we are the first to explore generalizing CSC with the instruction-
following ability of LLMs.

• We introduce a semi-supervised dataset construction pipeline for domain-specific CSC with instruc-
tions. We also present an accompanying dataset.

• We propose contrastive prompting for CSC with instructions, demonstrating the effectiveness of
contrastive examples for future CSC research.
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2 Related Works

2.1 Domain Adaptation in CSC
Domain adaptation refers to a model’s ability to generalize and perform effectively across specialized
domains, each characterized by its unique terminology and contextual nuances. Despite being trained on
large quantities of data, pre-trained language models like BERT (Devlin et al., 2019) frequently perform
poorly on downstream tasks because their training datasets lack adequate domain specialization and
depth. This challenge is also evident in the widely-used CSC benchmark, SIGHAN (Wu et al., 2013;
Yu et al., 2014; Tseng et al., 2015), which is annotated by Chinese learners as a Foreign Language
(CFL), and thus contains minimal domain-specific vocabulary. Recognizing this limitation, Lv (2023)
introduces the first annotated multi-domain CSC dataset, featuring manually curated data from three
distinct domains: Law, Medical Treatment, and Official Document Writing. Further research expands
upon this concept, incorporating a broader range of domains with domain-specific terminologies (Wu et
al., 2023b; Jiang et al., 2024). However, these datasets still do not fully address domain adaptation in
terms of domain-specific requirements beyond terminology.

2.2 Autoregressive LLMs in CSC
Recent state-of-the-art CSC methods predominantly use BERT (Devlin et al., 2019) as their backbone
due to its strength in sequence tagging tasks (Zhang et al., 2020; Zhu et al., 2022; Huang et al., 2021).
Liu (2024) introduces a rephrasing masking strategy on top of BERT’s architecture, similar to autore-
gressive LLMs’ inference in requiring full-sentence prediction but differing in that all characters are
predicted simultaneously. Despite its similarities, this approach remains within the BERT framework.
Few significant models are proposed that leverage autoregressive frameworks for CSC, while many stud-
ies indicate LLMs underperform on CSC compared to BERT-based methods (Li and Shi, 2021; Hu et
al., 2022; Jiang et al., 2024). Some studies reveal their fluent yet over-corrected predictions as the reason
behind the under-performance (Wu et al., 2023a; Wang et al., 2024). A recent study (Li et al., 2024)
mitigates over-correction by introducing character-level tokenization on QWEN1.5 (Bai et al., 2023),
an open-source Chinese LLM, achieving notable improvements. However, this approach still requires
significant computation for re-tokenization and continued pre-training, and it still does not fully cherish
the generalizability that LLMs could offer in CSC.

3 Representing Domain Requirements

To leverage the instruction-following ability of LLMs, we represent the domain-specific requirements
by two means: 1) correction descriptions for in-context learning and 2) keyword pairs in the source-
reference sentences for evaluation.

3.1 Correction Descriptions
Correction descriptions are sentences that illustrate unique requirements for various domains. Each
correction description is paired with one domain and describes one requirement of the paired domain.
They are written in an instructive manner, such as “You must always correct . . . ” or “. . . can be retained
when...”. Step 2 in Figure 2 shows an example of a correction description for the news domain, instructing
to pay attention to the formality of the context. These instructions are provided within the prompts.

3.2 Keyword Pairs
Keyword pairs are two words the instruction directs attention to, found in source and reference sentences.
For instance, the instruction in the final dataset outline of Figure 2 specifies how to handle proper nouns
within the domain. In this case, the keyword pairs are proper nouns, one in its misspelled form and the
other in its corrected form, each found in the input and output sentences. These keyword pairs are then
used in evaluation by checking whether the correct keywords are found in the predictions.

Keyword pairs are a new concept distinct from the edit pairs typically used in previous CSC stud-
ies (Wu et al., 2023b), which focus on character-level correction pairs. Keyword pairs differ from edit
pairs in three aspects: 1) word-level definition rather than character-level, 2) flexible character count
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Figure 2: Overview of IDSpell. The final dataset is highlighted with a dotted outline on the left, with
English translations accompanied in a smaller font for reference.

between paired words and 3) account for potential identity between two words, to emphasize prevent-
ing over-correction. Traditional CSC edit pairs cannot adequately capture keyword pairs, leading to
undetected or inappropriate corrections.

For example, the Chinese word “报” (bào，meaning “to report”) is commonly used on social media
as a playful substitute for “不好”(bù hǎo, meaning “not good”) due to phonetic similarity, despite their
distinct meanings. However, this substitution would most likely be a spelling error in formal domains
such as official documents. Therefore, the keyword pair for this case is “报→ 报” in the social media
domain, when it is “报→不好” for the official document domain.

The formal definition of keyword pairs is given as follows. Given a source sentence X and a reference
sentence Y ′, a keyword pair is defined as TX → TY ′ , where TX = xi,j and TY ′ = y′i,k. Here, i denotes
the position of the first character, while j and k denote the positions of the last characters of the keywords
in the source and reference sentences, respectively. The conventional definition of CSC restricts TX and
TY ′ to be equal in length (i.e., k = j). Keyword pairs remove this constraint, allowing k to be any value
regardless of the value of j.

3.3 Task Definition
Applying keyword pairs, the new task definition is as follows:

X = {x1, · · · , xi−1, xi,j , xj+1, · · · , xn} (1)

Y = {y1, · · · , yi−1, yi,j , yj+1, · · · , yn} (2)

Y ′ = {y1, · · · , yi−1, y
′
i,k, yj+1, · · · , yn} (3)

Given the source sentence X (1), Y (2) is the corrected sentence under the tagging-based CSC definition,
while Y ′ (3) is the corrected sentence with keyword pairs. Y has character-level mapping with X , while
for X to Y ′, the keyword pair xi,j → y′i,k (from Section 3.2) does not align character to character. From
X to Y ′, TX is replaced by TY ′ , while correcting character-level misspellings elsewhere.

This modification allows greater flexibility in spelling correction. However, as character-level mapping
becomes impossible, CSC can no longer be treated as a sequence tagging problem under this definition,
making previous BERT-based tagging methods inapplicable.
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Data Source Description Instances
SIGHAN15
(Tseng et al., 2015)

The most commonly used CSC benchmark dataset, collected
from Chinese essays written by foreign speakers.

5

CSCD-NS
(Hu et al., 2022)

A CSC dataset designed for native speakers, selectively collected
from Weibo posts from official accounts.

82

EC-SPELL
(Lv et al., 2023)

A small-scale multi-domain CSC dataset focusing on legal, med-
ical, and official document writing.

6

LEMON
(Wu et al., 2023b)

A large-scale multi-domain CSC dataset of 7 different domains,
annotated from various real-world spelling errors.

36

WEIBO1 A widely used Chinese social media platform. Instances are col-
lected from posts containing keywords, excluding posts with user
mentions, and restricting keywords to be within the main content.

163

GPT-4
(Achiam et al., 2023)

LLM generated instances from the keyword pairs without
matches found in the predefined sources.

110

Total 402

Table 1: Overview of the data sources for IDSpell constructed dataset.

4 Methods

4.1 IDSpell

We present IDSpell, a semi-supervised pipeline for constructing instruction-following datasets for CSC.
All unsupervised components within the pipeline are implemented using GPT-4 (Achiam et al., 2023).
As depicted in Figure 2, the pipeline consists of five primary stages.

1. Seed Instruction Annotation: Human annotators curate a set of 20 seed instructions, each paired
with one domain. A diverse set of instructions spanning multiple domains is selected for coverage.
The seed instructions curated for the final dataset in this paper cover 10 different domains with
different domain-specific requirements from each other.

2. Instruction Augmentation: A pre-trained language model (LM) augments the seed data into 100
correction descriptions. No constraints are imposed on domain selection to maximize domain di-
versity.

3. Keyword Pair Generation: Given the correction description and the domain, the LM generates
five keyword pairs that are distinct from each other.

4. Instance Extraction and Generation: For each correct keyword from the generated keyword pairs,
instances containing the keyword are searched iteratively across predefined data sources, ranging
from existing CSC datasets to real-world textual data. If no suitable instances are found, then LM
generates new instances that incorporate the keyword, given the context of the instruction. For
extracted sentences with parallel source sentences, all the correct keywords in the source sentence
are replaced with their respective misspelled keyword to construct the final input sentence. For
the generated sentences and the extracted sentences without parallel source sentences, keyword
replacement is performed directly on the reference sentence.

5. Assessment: Finally, for the extracted instances, the LM evaluates whether each instance aligns
with the paired domain and instruction, discarding the invalid ones that are either not within the
context of the given domain or do not correlate with the instruction. After the final automated
validation, human annotators conduct a final review to ensure dataset consistency.

1Weibo: https://m.weibo.cn/
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025
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Figure 3: Ratio of instances with positive and negative keyword pairs across domains. The top seven
domains with the most instances are listed on the left and right sides.

Through the pipeline, we construct a dataset for experiments in this paper. We select some existing CSC
datasets and a real-world social media platform as the data sources, as listed in Table 1 with descriptions
and the number of instances they contribute to our dataset. The final dataset contains 402 input-output
instances with 87 instructions across 41 domains. It is characterized by 204 unique keyword pairs and
121 character-level edit pairs.

4.2 Contrastive Prompting

We present contrastive prompting, which employs contrastive false keywords within the instructions.
This method is grounded in the following hypothesis.

Hypothesis Rooted in the inherent characteristic of domain-specific requirements in CSC, which em-
phasizes preventing over-correction, a higher number of instances involve negative keyword pairs, which
consist of two identical keywords, rather than positive keyword pairs, which consist of two different key-
words. We find that over 70% of instances have negative keyword pairs (Figure 3). Notably, instances
with negative pairs are predominantly concentrated in informal domains such as “Entertainment” and
“Fashion”, while positive keyword pairs are more clustered in formal domains like “Law” and “News”.
Building on this finding, which highlights the impact of keyword pairs on domain characteristics, we
hypothesize that incorporating additional dimensions into the keyword pairs by providing both positive
and negative forms could further enhance the model’s understanding of domain-specific requirements.

Contrastive False Keywords Based on the hypothesis, we generate a contrastive false case for each
instance, where the correct keyword in the reference sentence is replaced with an incorrect one. For
the keyword pairs of two different words, the incorrect keyword is directly used to replace the correct
keyword. For keyword pairs with two identical words, we employ the LLM to generate the incorrect key-
word by inferring a correction for the keyword without being provided the corresponding instruction or
domain. Generated false keywords semantically align with the correct keywords, but fail to adhere to the
domain-specific requirements. These contrastive false cases are included within the few-shot examples
during prompting. The implementation of false keyword generation is detailed in the Appendix A.2.

5 Experiments

In this section, we evaluate the performance of different LLMs on constructed IDSpell dataset from
section 4.1 and compare different prompting methods.
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Mode
Keyword Level Sentence Level

Qwen2.5 7B GPT 4o mini Qwen2.5 7B GPT 4o mini
P R F1 P R F1 P R F1 P R F1

IC
=

0 Inst. 23.3 49.7 31.7 42.6 51.7 46.7 11.3 24.1 15.4 34.1 41.4 37.4

Non-Inst. 20.0 46.2 27.9 35.7 48.3 41.1 10.1 23.4 14.2 28.1 37.9 32.3

IC
=

3 Inst. 35.1 49.0 40.9 54.9 53.8 54.4 17.8 24.8 20.7 43.0 42.1 42.5

Non-Inst. 29.6 51.7 37.7 45.5 51.7 48.4 17.4 30.3 22.1 37.6 42.8 40.0

Contrast. 37.4 51.0 43.1 58.2 56.6 57.3 20.7 28.3 23.9 46.8 45.5 46.2

Table 2: LLMs’ performance on the ICSpell dataset. Three prompting modes are 1) Inst.: Instructions
are provided, 2) Non-Inst.: Instructions are not provided, and 3) Contrast.: Instructions are provided
with contrastive false cases in few-shot examples. These abbreviations for prompting modes stay consis-
tent in the following tables and figures. IC indicates the number of few-shot examples provided during
inference (IC=0 for zero-shot, IC=3 for few-shot).

5.1 Experimental Settings
Models Two baseline autoregressive LLMs are evaluated. (1) QWEN2.5 (Bai et al., 2023): One of
the strongest open-source Chinese LLMs, available in sizes ranging from 0.5B to 72B parameters. We
use the instruction-tuned versions of the models for the experiments. (2) GPT-4o mini (Achiam et al.,
2023): A more compact version of GPT-4o, a state-of-the-art LLM variant based on an autoregressive
transformer architecture.

Prompting Modes The LLMs are experimented on three different prompting modes, where 1) the in-
put sentence is presented without the domain and instruction, and 2) the domain and instruction are given
before the input sentence. Additionally, in the few-shot setting, we also evaluate contrastive prompting
where 3) the domain is specified with the instruction, followed by contrastive false cases in the few-shot
examples. For the few-shot examples, priority was given to instances from the same domain but with a
different keyword pair (instances with the same keyword pair are completely excluded from the few-shot
examples). Detailed prompts are in Appendix A.1.

Evaluation Metric To focus on the model’s understanding of instructions, we report precision, recall,
and F1 scores at both the keyword and sentence-level evaluations. For the keyword-level evaluation, a
prediction is considered correct if the reference keyword and all character-level edit pairs are included,
regardless of the surrounding context.

5.2 Main Results
Table 2 presents the main results comparing the performance of the LLMs across each prompting mode
under zero-shot and few-shot settings. The results are reported in both the keyword level and the sentence
level evaluation.

In the zero-shot setting, both models consistently demonstrate improved performance when the in-
struction is explicitly given with the input sentence compared to when they are omitted, indicating that
the instructions help the models better align with the domain-specific requirements. The performance
further improves in the few-shot setting, where the improvement is consistent across most metrics, except
for a slight decline of 0.7 in keyword-level recall on the QWEN2.5 7B when instructions are provided.
In the few-shot setting, contrastive prompting achieves the highest F1 scores on both models, with GPT-
4o mini reaching a peak of 57.3 in the keyword-level evaluation. Among the three prompting modes,
prompting with only instructions ranks second, while the model consistently performs the lowest when
instruction is not provided.

Precisions follow the same pattern as F1 scores, with contrastive prompting mode reaching the highest
precision, while performance is lowest when no instruction is provided. However, recalls show a slight
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Table 3: F1 scores of BERT-based tagging methods on IDSpell dataset.

Model Keyword Level Sentence Level
IDSpell IDSpell SIGHAN15

BERT 20.9 15.7 53.1
Soft-Masked BERT 22.9 16.8 52.9
ReLM 18.7 12.6 58.6
GPT 4.1 Non-Inst. 50.1 38.3 37.7
GPT 4.1 Inst. 58.9 43.9 –
GPT 4.1 Contrast 66.9 56.3 –

0.5B 1.5B 3B 7B 14B

20

30

40

50

IDSpell

Inst.
GPT Inst.

Non-Inst.
GPT Non-Inst.

Contrast.
GPT Contrast.

Figure 4: F1 score across three prompting modes on Qwen2.5 models of different parameter sizes. GPT-
4o mini’s performance is shown across the graph as a comparison. The experimental settings are the
same with the 3-shot evaluation in the main result.

deviation from this trend. For GPT-4o Mini, the recall aligns similarly to the precision and F1 score
patterns, with contrastive prompting getting the best results. However, the recall is unexpectedly the
highest for QWEN2.5 7B when instructions are not provided, followed by contrastive prompting, and
lowest when instruction is included.

Keyword-level evaluations are consistently higher than sentence-level performance, which suggests
that the potential of LLMs in domain understanding for CSC tasks can be shadowed when only evaluated
holistically by sentence-level comparison.

6 Further Analysis

6.1 Comparative Evaluation and Scaling

We evaluated three BERT-based tagging methods on IDSpell dataset. The BERT-based methods in-
clude pre-trained BERT (Devlin et al., 2019), which is applied to CSC as a sequence tagging task, the
soft-masked BERT (Zhang et al., 2020), which employs an error detection model to provide a better
representation of the [MASK] token, and ReLM (Liu et al., 2024), which rephrases the sentence on top
of a tagging-based structure. We use the pre-trained models open-sourced by Wu (2023b) for all three
BERT-based models, each trained on 34 million synthesized sentence pairs from wiki2019zh and
news2016zh for CSC.

Table 3 shows the performance of three BERT-based tagging methods along with GPT-4.1 (Achiam
et al., 2023), evaluated under three prompting modes. While BERT-based tagging models show decent
performance on SIGHAN15 (Tseng et al., 2015), their results on IDSpell are notably poor. GPT-4.1
performs worse on SIGHAN15, consistent with known limitations of autoregressive models in traditional
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Inst. Non-Inst. Contrast.
88.0

88.5

89.0

89.5

90.0

90.5

91.0
General Typo Accracy
Qwen 2.5 7B
GPT-4o mini

Inst. Non-Inst. Contrast.
75.0

77.5

80.0

82.5

85.0

87.5

90.0

92.5

95.0
Keyword Accuracy

Figure 5: Accuracy comparison of LLMs in correcting general character-level typos and keywords across
three prompting modes. The experimental setting is the same as the 3-shot evaluation in the main result.

Keywords QWEN2.5 7B GPT 4o mini
0 75.6% 81.5%
1 77.3% 89.1%
2 80.7% 89.9%
3 84.0% 91.6%
1 (w/o. label) 76.5% 85.7%
2 (w/o. label) 77.3% 88.2%
3 (w/o. label) 78.2% 89.9%

Table 4: Keyword correction accuracy, given increasing numbers of false keyword pairs as few-shot.
“w/o. label” indicates that only the false keyword was provided without the correct keyword.

CSC (Li and Shi, 2021; Wu et al., 2023a; Wang et al., 2024). However, it significantly outperforms all
BERT-based baselines on IDSpell dataset across all prompting modes, particularly in the contrastive
setting, which highlights the limitations of tagging-based approaches as well as the potential of LLMs in
domain-specific CSC.

Figure 4 presents the performances of QWEN2.5 models with parameter sizes ranging from 0.5B to
14B. These results are compared with those of GPT-4o mini in three prompting modes, all evaluated
under identical experimental settings. Although the exact parameter sizes of the GPT models are not
disclosed, the comparison provides useful insights. A consistent increase in performance is observed
across all prompting modes as the size of the QWEN2.5 models increases. While the 14B model still
performs slightly below the GPT-4o mini overall, the steady improvement trend suggests the potential
to surpass GPT-4o mini with larger model scales. Notably, the performance of GPT-4o mini without
instructions is exceeded by the Qwen2.5 with 14B parameters in the other two prompting modes.

6.2 Effect of Contrastive Examples

Our analysis reveals that the three prompting modes show consistent patterns in correcting keywords
and character-level typos. As shown in Figure 5, both LLMs achieve higher keyword accuracy when
instructions are included. For general character-level typos, Qwen performs the best without instructions,
while GPT performs best with contrastive few-shot examples, both performing the worst when only
instructions are given. These results suggest that instructions improve keyword understanding but may
impede general typo correction, while contrastive prompting balances both.

Table 4 further investigates the impact of contrastive false examples on keyword understanding. We
select 10 instructions from the IDSpell dataset with more than four distinct keyword pairs, resulting
in 119 instances with 54 unique keywords. The model was evaluated by progressively increasing the
number of keyword pairs from a zero-shot setting to three keywords. Additionally, we test the effect
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domain News
instruction Proper nouns like names and locations should be kept accurate.
source ... 深夜在微bo晒照片，网友不谈定了
target ... 深夜在微博晒照片，网友不淡定了
Inst. ... 深夜在微博晒照片，网友不谈定了
domain Social Media
instruction Identify and retain deliberately used colloquial expressions.
source 早上好，吃了嘛你呐？
target 早上好，吃了嘛你呐？
Non-Inst. 早上好，吃了吗你呐？

Table 5: Limitations of prompting modes.

target 营业最多的人已当上时间管理大师美美幸福了，...
pred. 营业最多的人已经当上时间管理大师，美美幸福了，...
target 啊啊啊啊遇见你是我最大的小美好！!
pred. 啊啊啊啊遇见你是我最大的小美满！!

Table 6: Cases of over-correction

of providing only the false keyword from the keyword pair to assess the sole impact of false examples
without the correct label on keyword understanding. Results demonstrate improved accuracy with in-
creasing keyword pairs in both complete keyword pair and false-keyword-only settings, indicating that
contrastive examples significantly enhance keyword comprehension and contribute to the effectiveness
of the contrastive prompting mode.

6.3 Case Study

Table 5 illustrates the limitations of different prompting modes. In the first example, when instruction is
provided, the model correctly fixes the keyword “微bo” to “微博,” yet fails to correct the general typo
“谈.” The second example shows the model over-correcting an intentional informal expression “吃了嘛”
to “吃了吗” when the instruction is not provided. However, when presented with few-shot contrastive
examples, the model successfully handles both cases.

Table 6 demonstrates common over-correction patterns. Despite accurate keyword-level corrections,
these cases are evaluated as incorrect at the sentence level. Examples include adding grammatical el-
ements (e.g., adding “经” and a comma) and substituting correct words with synonyms (e.g., “好” to
“满”). While few-shot learning reduces these over-corrections, they persist across all prompting modes.

7 Conclusion

In this work, we investigate domain adaptation in Chinese Spelling Correction (CSC) in a more general-
izable manner by focusing on the instruction-following ability of Large Language Models (LLMs). Our
experiments with contrastive prompting demonstrate superior performance across two different evalu-
ation metrics, achieving a keyword-level F1 score of 57.3 with GPT-4o mini, which is 15.5% higher
than when the input sentences are given without correction descriptions, and 5.1% higher than when the
correction descriptions are given. Further analysis reveals that contrastive false keywords contribute sig-
nificantly to this improvement in performance. Additionally, our comparative evaluation demonstrates
the weakness of BERT-based tagging methods in instruction-following CSC. Our findings establish a
foundation for developing more nuanced, domain-aware CSC models that better serve real-world appli-
cations, while highlighting the potential of LLMs in CSC research.
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A Prompts

A.1 Prompting Modes
All prompts for the experiments follow the general structure in Table 7, where the section {Prompting
Mode} varies across prompting modes as in Table 8.

Table 7: General Prompt Structure (Shared Across All Modes)

General Structure

Chinese 你是一位精通中文的人，对中文的各个领域都有深入的理解。

{Prompting Mode}
输入文本: {input}
正确输出:

Translation You are a fluent Chinese speaker with deep understanding across various domains.
{Prompting Mode}
Input: {input}
Correct Output:

A.2 Contrastive False Keyword Generation
The QWEN2.5 7B instruct model is used for the contrastive keyword generation. Positive keyword pairs
from the dataset are provided as few-shot examples to guide the model in generating words that are
different from, yet remain semantically identical to, the given keyword. The inference is iterated until
the model’s prediction deviates from the original keyword, progressively increasing the temperature, top-
k, and top-p values to enhance the diversity of the generated output. We then apply post-processing to
refine the quality of the generated false keyword pairs. Prompt used for false keyword generation is at
Table 9.
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Table 8: Prompting templates in Chinese and English.

Instruction

Chinese 以下是{domain}领域中输入的文本。请纠正输入文本中的错别字，然后
直接输出纠正后的文本。如果错别字不存在，直接输出原本输入。注
意，{instruction}

Translation The following is an input text from the {domain} domain. Please correct any typos
and output the corrected sentence directly. If there are no typos, copy the original input.
Caution: {instruction}

Non-Instruction

Chinese 请纠正输入文本中的错别字，然后直接输出纠正后的文本。如果错别字不存
在，直接输出原本输入。

Translation Please correct any typos in the input and output the corrected sentence directly. If there
are no typos, copy the original input.

Contrastive

Chinese 以下是{domain}领域中输入的文本。请纠正输入文本中的错别字，然后
直接输出纠正后的文本。如果错别字不存在，直接输出原本输入。注
意，{instruction}比如，“{false output}”是一个纠正错误的示例。

Translation The following is an input text from the {domain} domain. Please correct any typos
and output the corrected sentence directly. If there are no typos, copy the original input.
Caution: {instruction} For example, “{false output}” is an example of an
incorrect typo correction.

Table 9: Contrastive False Case Generation Prompt)

Contrastive False Cases Generation

Chinese 参考以下给定的上下文，直接输出指定关键词的纠正方案。

上下文: {input}
关键词: {keyword}

Translation Given the context, output the correction for the specified keyword.
Context: {input}
Keyword: {keyword}
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