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Abstract

Arabic poetry is one of the richest and most cul-
turally rooted forms of expression in the Ara-
bic language, known for its layered meanings,
stylistic diversity, and deep historical continu-
ity. Although large language models (LLMs)
have demonstrated strong performance across
languages and tasks, their ability to understand
Arabic poetry remains largely unexplored. In
this work, we introduce Fann or Flop, the first
benchmark designed to assess the comprehen-
sion of Arabic poetry by LLMs in 12 historical
eras, covering 14 core poetic genres and a vari-
ety of metrical forms, from classical structures
to contemporary free verse. The benchmark
comprises a curated corpus of poems with ex-
planations that assess semantic understanding,
metaphor interpretation, prosodic awareness,
and cultural context. We argue that poetic com-
prehension offers a strong indicator for test-
ing how good the LLM understands classical
Arabic through Arabic poetry. Unlike surface-
level tasks, this domain demands deeper inter-
pretive reasoning and cultural sensitivity. Our
evaluation of state-of-the-art LLMs shows that
most models struggle with poetic understand-
ing despite strong results on standard Arabic
benchmarks. We release Fann or Flop 1 along
with the evaluation suite 2 as an open-source
resource to enable rigorous evaluation and ad-
vancement for Arabic language models.

1 Introduction

Arabic is among the world’s most lexically rich lan-
guages, with a vocabulary exceeding 12.3 million
words—far surpassing that of most modern lan-
guages (AlSuyuti, 15th Century; Andrews, 2024).
A single word can convey multiple meanings, var-
ied pronunciations, and diverse interpretations, re-
flecting the language’s profound semantic com-

1https://huggingface.co/datasets/omkarthawakar/FannOrFlop
2https://github.com/mbzuai-oryx/FannOrFlop
†Equal contribution.

Figure 1: Chronological Wheel of Arabic Poetic Eras.
This circular taxonomy visualizes the evolution of Ara-
bic poetry across 12 major historical eras, from the Pre-
Islamic and Transitional periods through the Abbasid,
Andalusian, and Mamluk dynasties, up to the Modern
era. The layout reflects both temporal flow and the rich
cultural shifts that shaped poetic expression. Detailed
taxonomy by genre, meter, and notable poets presented
in Table 2.

plexity. Despite its official status in 27 coun-
tries—ranking third in global geopolitical pres-
ence (wikipedia, 2025)—only a fraction of this
lexicon remains in common use today.

To unify communication across its many di-
alects, Modern Standard Arabic (MSA) emerged
in the late 19th and early 20th centuries as a for-
mal register (oussama, 2024). Today, it is the
primary language of education, media, and gov-
ernance in the Arab world. Although linguists
distinguish Classical Arabic (CA) from MSA, na-
tive speakers generally view them as a unified for-
mal variety (wikipediaArabic, 2025). Neverthe-
less, even the most comprehensive Arabic dictio-
naries—such as Lisan al-Arab (Manzur, 14th Cen-
tury), Taj al-Lugha (al Jawhari, 10th Century), and
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Feature AQMAR Tafsir Ashaar Ara
Bench

Arabic
SQuAD ARCD AraBERT

Collection
CAMeL
Corpus

Tash
keela PADIC MADAR Fann or

Flop

Dialectal Variety ✗ ✗ ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓ ✓ ✓

Poetic Device Annotation ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Verse/Sentence-Level Annotation ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Temporal/Historical Context ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

QA-Style Task Format ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓

Open-Source ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison of key Arabic NLP datasets. Existing Arabic NLP resources typically address isolated
features such as dialectal coverage, QA formats, or classical text processing. In contrast, Fann or Flop uniquely
integrates multiple underrepresented dimensions (i.e. dialectal diversity, poetic device annotation, verse-level granu-
larity, temporal grounding, and a QA-style evaluation format) positioning it as the first comprehensive benchmark
for Arabic poetry understanding. AQMAR (Mohit et al., 2012), Tafsir (Ahmed et al., 2022), Ashaar (Alyafeai et al.,
2023), AraBench (Sajjad et al., 2020), Arabic-SQuAD (Mozannar et al., 2019), ARCD (Mozannar et al., 2019),
AraBERT Collection (Antoun et al., 2020), CAMeL Corpus (Abdul-Mageed et al., 2020; Khalifa et al., 2018),
Tashkeela (Zerrouki and Balla, 2017), PADIC (Meftouh et al., 2015), MADAR (Bouamor et al., 2018).

al-Mu‘jam al-Mu‘asir (alsharekh, 2019; Ar-Riyadh,
2025)—cover only a small portion of the histori-
cal corpus, revealing the inherent challenges of
Arabic lexicography and sociolinguistic narrowing
of usage. Within this broader linguistic context,
Arabic poetry has served as a repository of cul-
tural and intellectual expression from the older era
to the modern time. Poetic forms such as long
odes (qasida), lyrical love poems (ghazal), elegies
(ritha’), strophic songs (muwashsha), and vernac-
ular verse (zajal) are marked by distinct metrical,
rhetorical, and performative characteristics. While
contemporary poets explore free verse and mod-
ernist motifs, classical forms continue to exert a
strong literary and cultural influence.

Recent advances in LLM, such as GPT (Chen
et al., 2025), LLaMA (Touvron et al., 2023),
AceGPT (Huang et al., 2023), Jais (Sengupta et al.,
2023), and Falcon (Malartic et al., 2024), have
demonstrated impressive multilingual capabilities,
including Arabic. However, most Arabic natural
language processing (NLP) benchmarks focus on
tasks such as sentiment analysis, question answer-
ing, or recognition of named entities (Antoun et al.,
2020; Abdul-Mageed et al., 2021; Obeid et al.,
2020), typically in MSA or dialectal prose. These
benchmarks often miss the linguistic depth and cul-
tural nuances that are inherent in Arabic poetry.
As LLMs are increasingly evaluated for their abil-
ity to handle complex linguistic phenomena, such
as metaphor, figurative language, and stylistic nu-
ance, their limitations become evident (Liu et al.,
2022; Bisk et al., 2020). The FLUTE benchmark
(Chakrabarty et al., 2022) and the FigLang 2024
workshop (FIGLANG202, 2024) have reaffirmed
that non-literal language understanding remains a

significant challenge. This challenge is particularly
acute in Arabic, where poetry is densely layered
with intertextuality and cultural symbolism. Arabic
poetry thus provides a uniquely demanding testbed
for assessing deep linguistic in language models.

To address this gap, we introduce Fann or Flop,
the first benchmark dedicated to evaluating LLMs’
understanding of Arabic poetry. Our benchmark
comprises 6,984 poem-explanation pairs curated
from 12 distinct historical poetic eras (see Figure 1),
which can be broadly seen as spanning three major
historical periods: pre-Islamic, classical, and con-
temporary. It covers 14 poetic genres and includes
a range of metrical forms, as detailed in Table 1.
Each sample is manually verified by native Arabic
speakers with domain knowledge to ensure linguis-
tic authenticity and interpretive accuracy. This rich
and diverse collection makes Fann or Flop a reli-
able benchmark for evaluating deep cultural and
literary reasoning in Arabic NLP. Figure 2 repre-
sents the examples from our proposed Fann or Flop
dataset, showcasing the diversity of eras, genres,
and poetic styles covered.

Our goal is to provide a diagnostic on how well
your language model understands and interprets
genuine Classical Arabic. Unlike general text, po-
etry requires sensitivity to rhetorical devices, met-
rical patterns, and sociohistorical context, making
it a rigorous and culturally grounded indicator of
language proficiency. Our benchmark serves as a
clear indicator of whether a model has truly been
exposed to and internalized high-quality Arabic
content, offering a focused lens into its cultural
and linguistic depth. We evaluate a range of open-
source and commercial LLMs using Fann or Flop
and find that, despite strong performance on con-
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Era Approx. Years Genres (Theme) Meter Notable Poets

Pre-Islamic
(Jahiliyyah)

Until 610 CE Satire, Separation,
Wisdom

At-Tawil, Al-Kamel,
Al-Basit

Imru al-Qays, Antarah ibn
Shaddad, Zuhayr ibn Abi
Sulma

Transitional Poets
(Mukhadramun)

Late 6th – Early
7th c.

Praise, Apology,
Religious

Ar-Rojz, Ar-Ramel Hassan ibn Thabit, Labid ibn
Rabi’a, Al-Khansa

Islamic 610–661 CE Religious, Wisdom,
Patience

Al-Madid, Al-Kamel Abu Sallama Al-Arhabi, On-
ayf Ibn Kitra

Umayyad 661–750 CE Love, Satire, Politi-
cal

At-Tawil, Al-Wafer,
As-Sari’

Jarir, al-Farazdaq, al-Akhtal

Abbasid 750–1258 CE Praise, Elegy, Wis-
dom

Al-Basit, Kamel,
Al-Monsareh, Al-
Moktadab

Abu Nuwas, al-Mutanabbi, al-
Buhturi, Abu Tammam

Fatimid 909–1171 CE Religious, Praise,
Sadness

Ar-Rojz, Al-
Mutakareb

Ibn Hayus, Abu al-Ala al-
Ma’arri

Andalusian 756–1492 CE Love, Longing,
Wisdom

Mowachah, Al-
Mowaliya, Al-Mohtath

Ibn Sahl Al-Andalusi, Ibn Za-
ydun, Ibn Khafaja

Ayyubid 1171–1250 CE Religious, Praise,
Elegy

Al-Kamel, Al-Khafif Ibn al-Farid, Mohyiddine Bin
Arabi

Mamluk 1250–1517 CE Wisdom, Praise,
Religious

Al-Wafer, Ar-Rojz Bahaa’eddine Zuhair,
Safiyueddine Alhilli

Between the Two
Dynasties

1258–1517 CE Religious, Wisdom,
Reproach

Al-Mutadarek, Ar-
Ramel

Bashar bn Burd

Ottoman 1517–1800 CE Religious, Love,
General

Al-Kamel, Al-khafif Bnt Al-Shahna, Ibn Razka

Modern 19th c. – Present Nationalism, Love,
Social Justice

Free Meter Ahmad Shawqi, Hafeth
Ibrahim

Table 2: Taxonomy of Arabic Poetic Eras with Genre and Meter Coverage. This table provides a structured
overview of 12 major eras in Arabic poetic history, detailing their approximate chronological spans, the most
prominent poetic themes (genres) representative of each era, the dominant metrical patterns (Arabic buh. ūr) used
in poetic composition, and notable poets who exemplify the literary character of their time. The genre column
highlights recurring thematic concerns such as satire, elegy, love, nationalism, and religious devotion, while the
meter column showcases the classical metrical forms like At-Tawil, Al-Kamel, and Ar-Rojz, along with innovations
such as free verse in the modern period. This taxonomy reflects the dynamic interplay between form, content, and
historical context in shaping Arabic poetic expression.

ventional Arabic tasks, most models struggle with
the interpretive depth required by poetry. These
findings highlight the need for culturally informed
benchmarks that better reflect the depth and di-
versity of Arabic. We release Fann or Flop as an
open-source resource to support the development
and evaluation of Arabic-capable language models.

2 The Fann or Flop Dataset

2.1 Dataset Taxonomy

To capture the linguistic, historical, and thematic
richness of Arabic poetry, we construct an expert-
verified taxonomy that organizes poems across both
form and era. As illustrated in Figure 1 and detailed

in Table 2, the taxonomy traces 12 distinct poetic
eras, from the pre-Islamic period to modern times,
encompassing 14 genres that capture the dominant
styles, concerns, and historical contexts of each era.
It illustrates how poetic expression evolved over
the centuries.

This structured framework was carefully re-
viewed and validated by scholars specializing in
Arabic language and literature to ensure both lin-
guistic accuracy and contextual relevance. Their
expertise helped align the taxonomy with estab-
lished literary traditions while accommodating the
nuances of classical and modern poetic forms. Be-
yond its utility for literary and philological analy-
sis, the taxonomy serves as a robust foundation for

20226



Abbasid  ( يسابعلا )

""
ُ

تو ،ةليمج ن8عل اع7ًدب افًصو ةديصقلا هذ) دّع
ُ

@Aم زDةرا 
 ت]ب لY حرشأس .تاراعتسلااو تاQRبشOلا مادختسا IJ رعاشلا

:ةدح ^[ع

 ،ام امًوي اضًيأ و8 ()نْيُ فوس )عٍان( اتًيم ()ني نم ل! : لولأا ت%بلا
 (Nإ KLشIُ تGبلا اذ8 .اضًيأ و8 ى<بيُ فوس )كٍاب( اتًيم ي<بي نم ل!و

 .ءان]تسا لاب عيمWXا لاطي يذلا تولما ةيمتح
 ،hiتfgو لوKeس )روخذمَ( عاتم وأ لام نم نزّخيُ ام ل! : ي-اثلا ت%بلا
 زrLيُ تGبلا اذ8 .نمزلا رورم عم gopqيُسَ )رو!ذمَ( رmnشlو ركذيُ نم ل!و
.ةرuشلاو تا<لتملما لاوز
 ،قوفت وأ لاع ھنأ دقتعا نمف ،هدحو الله لاإ ىقبي لا : ثلاثلا ت%بلا
 الله ةيلزأ (�ع دكؤيُ تGبلا اذ8 .ھنم مظعلأاو (�علأا وN) 8اع� الله نإف
 .ء�pi ل! (�ع ھقوفتو ھتمظع (�عو ،ھئاق�و
 ،ھب انفل! دق )ةاي�Wا رومأ نم ام ارًمأ :يأ( ائGًش نإ : ع1ارلا ت%بلا
 ةقشم (Nإ KLشIُ تGبلا اذ8 .ھقيقحت لي�س �� ىقش�و ()س� رملأا اذuلو
 .ھفاد8أ قيقحتل ناس�لإا �)سو ةاي�Wا

ساون وبأ :رعاشلا

لمرلا : رحبةمك01ا :عونلا

8
ُ

ف عٍان ُّل
َ

A 8@نُ?سَ
ُ

ف كٍاب ُّل
َ

ىDبُ?سَ

8
ُ

LM  8فيَسَ رٍوخذمَ ُّل
ُ

OPQMيُسَ رٍوكذمَ ُّل

ل
َ

غ سَْ?
َ

UْVَ Wَّ
ف لاعَ نْمَ ىقبْيَ ِ

َ
أ َُّ̂ا

َ
A_عْ  

ش َّنإِ
َ

ائْ?
ً

ق 
َ

ك دْ
ُ

نيفِ
َ

ل هُ  ا
َ

i ھُ
َ

iوَ A@سْ
َ

ش
ْ

ىق  

Umayyad ( يوملأا ) Pre-Islamic ( ملاسلإا لبق/ يلھاجلا )

 قدزرفلا :رعاشلا

ءاno :عونلا  لrوطلا : رحب 

ف
َ

ف يِ&%سِ
َ

أ
ُ

أ يمِّ
َ

ق ضَرْ
َ

نإِ كِمِوْ
َّ

أ 8ِ9
َ

قحُ ىرَ
ْ

ةبَ
ً

خ 
َ

قوْ
َ

امّجَ ءَا
ً

ف 
ُ

ث
ُ

قو
ُ

Fَا

أوَ
َ

ث
ْ

Jعَ 8ِ9
َ

K َامَبِ دٍعْس QِRَ أ
َ

Sْل
ُ

خوَ ھُ
َ

أ ُ&ْ%
َ

غلا ثِيدِاحَ
َ

قودُصَ بِ[رِ
ُ

Fَا

ظعِ
َ

لما مُا
َ

ق
َ

أيَ يرِا
ْ

ف رُاdeَا نُمَ
َ

ذإِ اFَعَجْ
َ

hلا امَ ا
ُّ

أ اَّيَ&
َ

خ
ْ

ل
َ

ف
َ

kْlَقورُبُ ا
ُ

Fَا  

 ا=لاح فصتو ،ةعوط ةليبق نع ةديصقلا هذ' ثدحتت
@و ،ا=صئاصخو

ُ
 .ا'دارفأ ضعN كولسل رعاشلا راHنFسا نع CDع

:ةدح [\ع تZب لW حرشأس

أف يKLسف : لولأا ت%بلا
ُ

 وأ( ةرعاشلل ءٌادن :�iنّإ كِموق ضرأ يمّ
 مّلأا! اn¢أب اuفصتو ،ةعوط ةليبق ضرأ ةراfز (Nإ ھيف وعدت )ةثدحتلما
ةبَقْحُ ىرأ .يفطاع طابتراو ةfوق ةقلاع نع ةrLعمُ ،اuل ةبسgلاب

ً
خ 

َ
قوْ

َ
 ءَا

امّجَ
ً

ف 
ُ

ث
ُ

قو
ُ

uَأب )ةبَقْحُ( ضرلأا نم ةقطنم ةرعاشلا فصت :ا¢nةعساو ا 
خ( ةبصخو

َ
قوْ

َ
امّجَ ءَا

ً
ف( ةKLفو ا8رامث نّأو ،)

ُ
ث
ُ

قو
ُ

uَا(. 
أو : ي-اثلا ت%بلا

َ
ث
ْ

�ِi َع�
َ

أ َ�ِ© امَبِ دٍعْسَ (
َ

ل8ْ
ُ

ت :ھُ
ُ

 ةبيط (�ع ةرعاشلا �iث
 مuقلاخأ ب�س» )دٍعْسَ( ةداعس ل8أ مn¢أ دكؤتو ،مuمركو ةليبقلا ل8أ
خوَ .ةديم�Wا

َ
KْLُ أ

َ
غلا ثِيدِاحَ

َ
قودُصَ بfِرِ

ُ
uَا: �

ُ
 ةليبقلا ل8أ نأ (Nإ KLش

قودُصَ( قٌداص مuملاك نّأو ،ةناملأاو قدصلاب نوKeمتي
ُ

uَام اذ8و ،)ا 
 .ءا�رغلا ىدل ةقث لحم مuلعجي
ظعِ : ثلاثلا ت%بلا

َ
لما مُا

َ
أيَ يرِاقَ

ْ
ف رُاWXَا نُمَ

َ
 نامأ زrLيُ ھٌي�ش� :اuَعَجْ

� ثيح ،ةليبقلا
ُ

لما( اn±ويب ھبش
َ

....)يرِاقَ

@ ،رثؤم ءاثر ةديصقلا هذ'
ُ

 ijkاملل نfقيمع نfٍنحو قٍوش نع CّDع
ةصاخو ،ليمlmا

ً
 .رعاشلا بلق [\ع نtزtزع نٍاHمو بZٍبح ىركذل 

 :ةدح [\ع تZب لW حرشأس

 نا! ل³eٍمَو بGٍبح ىركذ (�ع ءا<بلل ةٍوعدبِ رعاشلا أدبي : لولأا ت%بلا
طقْسِ" .ھيف ميقي

ُ
للا 

َّ
 وأ نا<م مسا نو<ي نأ ¸َّ·ريُ ،دَّدحمُ نٌا<م و8 "ىو

 وأ نKعفترم نKب ھعقولم حٌيضوت "لموحف لوخدلا نKب" ،ةيلبج ةقطنم
 .نKلباقتم نKنا<م
 ٌ¸«او ھنأ يأ ،"¸«وتف" ھلوقب ل³eلما رعاشلا فصي : ي-اثلا ت%بلا
لماف" ،ملاعلما

ْ
 "اuمسر فعI مل" ،ل³eلما (Nإ ةيدؤلما قfرطلا (Nإ KLش� "ءِارَقِْ

 (Nإ KLشI "لامشو بونج نم اXmn½� الم" ،ةيقاب لازت لا ل³eلما راثآ نأ يأ
 .نمزلا رورم مغر رّمتسا يذلا نKتلما ھئان�و ل³eلما عاس�ا
 راثآ يأ "مارلآا رَعََ»" ،ديدج نم ل³eلما رعاشلا فصي: ثلاثلا ت%بلا
 "لفلف بح ھنأ! اn¢اعيقو" ،ةعساولا ھتاحاس �� يأ "اn±اصرع ��" ،ءانبلا
IشKL إN) ناÁنلما لفلفلا بوبحك ءانبلا راثآ راشÁةرش. 

ؤرُمْا :رعاشلا
ُ

 رْ/ُ. نُب س*قلا 

 لrوطلا : رحب لزغ :عونلا

فقِ
َ

ن ا
َ

كذِ نْمِ كِبْ
ْ

6مَوَ ب2ٍبِحَ ىرَ
ْ

قس9ِِ ل7ِِ
ْ

للا طِ
ّ
نCْبَ ىوِ

َ
خَّدلا 

ُ
ف لِو

َ
لِمَوْحَ

ف
َ

ت
ُ

ف MِNَو
َ

لما
ْ
قِ

ْ
ل ءِارَ

َ
فعRَْ مْ

ُ
لمِ اXمُسْرَ 

َ
Y ا

َ
Zَ[َ\ْ]َنجَ نْمِ ا

ُ
شوَ بٍو

َ
لِامَ

ت
َ

l اَ[kِاعَيقِوَ اَ[iِاصَرَعَ eِf مِارلآا رَع9ََ ىرَ
َ

أ
َ

ن
َّ

ف ُّبحَ ھُ
ُ

ل
ْ

ف
ُ

 لِ

Transitional ( نومرضخملا )

"@
ُ

تو ،زايحنلااو ملظلل عٍطاق ضٍفر نع ةديصقلا هذ' CِّDُعَ
ُ

 رُ=ظ
~mا ة=جاوم �� رعاشلا ةعاlmتو ،رو

ُ
 ةٍئZب نع ھليحر لُصّف

أس .ةٍدساف
ُ

 :ةدح [\ع تZب لW حرش لُصِّف

امر8َِ اي : لولأا ت%بلا
ً

 ضٍاق :مر8( مكا�Wا وأ Âpiاقلا (Nإ ھٌجوم ءٌادن :
ازمر ان8 ھب دصَقيُ مكاح وأ

ً
أوَ .)لدعلل 

َ
أ تَنْ

َ
 َّنأ (�ع دٌيكأت :لِدْعَ ل8ُْ

لاداع نو<ي نأ ھب ضÃLفيُ مكا�Wا
ً

لأا دَرَوَ نْإ .
َْ

ق ءًام صُوَحْ
َ

 ھٌي�ش� :�ِ�بْ
IُعrّL لا و8 "صوحلأا" .ملظلا نعÅÆيذلا ص Iغ قبسKLا �� هWلوص� 

 لوص�Wا �� رعاشلا قبس نم كان8 نأ �qعمب ،قوق�Wا وأ ءالما (�ع
 مّت ثيح ،رعاشلا (�ع عقو مٍلظ دوجو (Nإ KLشIُ تGبلا .ھقح (�ع
اقاقحتسا لقأ و8 نلم ھقوقح ءاطعإ

ً
.

ل : ي-اثلا ت%بلا
َ

ذيَ
ْ

8َrَأ َّن
َ

ل8ْ
ُ

أبِ ھُ
َ

 و8 ب8ذي نأب ملاظلا (�ع ءٌاعد :�8ْ�ِ
 وأ طابترلاا �� بغري لا رعاشلا َّنأ �qعمب ،رعاشلا ھل8أ عم ھعم نمو
ت لا .ء�pi �� مuعم ةكراشلما

َ
ش نْعَمَجْ

َ
>
ْ

ل
َ

uُُشوَ م
َ

ك
ْ

 نم ٌ¸«او بٌلط :�ِ�
 ،مKL8صمب هKLصم ط�ر مدعو ،نKلماظلا ن�Kو ھنGب عمWXا مدع» مكا�Wا
امامت ضفري وuف

ً
 ..…مËn طابترلاا وأ ھباشÁلا 

ل :رعاشلا
َ

ةعَيuرَ نُب دُيب
َ

 

قارف :عونلا زجرلا : رحب 

امرxَِ اي
ً

أوَ 
َ

ن
ْ

ت
َ

أ 
َ

xُْنإلِدْعَ ل
ْ

لأا دَرَوَ 
َْ

ق ءًام صُوَحْ
َ

{ِ_بْ

ل
َ

ذيَ
ْ

xَ~َأ َّن
َ

xْل
ُ

أبِ ھُ
َ

xْ_ِ} ت لا
َ

ش نْعَمَجْ
َ

D
ْ

ل
َ

شوَ مُُ�
َ

ك
ْ

_ِ}

iوَ
َ

iوَ مُِ�ِ�ابآ لَسْ
َ

ل {ِ_سْ
َ

ق
َ

� دْ
َ

تيَْ�
ُ

0ا هِافسَ نْعَ 
ْ

oَ�ِْل  

Islamic ( يملاسلإا ) Andalusian ( يسلدنلأا )

23*عِ:رعاشلا  كتِاف نب 5َ

 رفاولا: رحب ةيسايس:عونلا

ف
َ

ل
َ

أ اـَّم
َ

ـص
ْ

لصَ اوحُبَ
ُّ

لإِاومُاقوَ او
َ
Eا ىـ

ْ
Fُْلا دِر

ْ
انيمِوِّسَمُ قِاتعِ

ف
َ

ل
َ

تسْا اَّم
َ

لمَحَ اوعُمَجْ
ُ

لعَ او
َ

SْTِْفم
َ

ظ
َ
ذ َّلـ

َ
Eا ووُ

ْ
Fَقيَ لِئِاـع

ْ
ت
ُ

ل
ُ

انو

ةــَّيقِبَ
َ

تحَ مِْ_مِوْـيَ 
َّ
أ ىـ

َ
ـسمaُْاـت

َ
للا دُاو

َّ
غوِاريُ ھِيفِ لِـيْ

ُ
انو  

ةكرعم ةديصقلا روّصت
ً

 ثيح ،fDبك شZٍجو ةنمؤم ةليلق ةئف نfب 
تو ،ا��امي�و ا��اب�ب ةلقلا رصت�ت

ُ
@و نfلماظلا ةعاط نيد

ُ
 نأش نم �\ع

:ةدح [\ع تZب لW حرشأس .ةي=للإا ةلادعلا

 موقلا ماق ثيح ،ةكرعلما موي ةيادب تGبلا اذ8 فصي:لولأا ت%بلا
 م8و لاتقلا ةحاس (Nإ اوuجوت مث ،سمشلا قورش عم ةلاصلا ءادأب
 ةطيشgلا لويWÆا (Nإ "قاتَعِلا درWXُْا" ةرابع KLش�و .نومظنمو نودعتسم
 .ةمfزعلاو ةfزوWXuا (Nإ زمري امم ،ةليصلأا
 ةعومÐXا (�ع KLبكلا شWXGا موÎX تGبلا اذ8 ¸«وي:ي-اثلا ت%بلا
ذ"و .افًينعو ائًجافم موÑXلا نا! ثيح ،ةليلقلا

َ
 م8 "لئِاعWXََا ووُ

 فوفص �� (�تقلا ةÓLكو لاتقلا ةدش (�ع لدي امم ،فويسلا با�Òأ
 .نKنمؤلما
 ثيح ،ليللا لخد Õqح راÔnلا لاوط لاتقلا رمتسا:ثلاثلا ت%بلا
 … برuلاو ھfومتلاو رارفلل ليللا ةملظ مجاuلما فرطلا لغتسا

 ،ةقيمع ةيسفن ةقئاض نم ي�اع� رعاش نع ةديصقلا ثدحتت
 .ھملاآو ھنزح نع CDع@ ةرثؤم ةtرعش روص للاخ نم كلذ [\جتي

 :ةدح [\ع تZب لW حرش�س

انfزح ھسفن دÐXا ةfؤر نّأب رعاشلا رعشI : لولأا ت%بلا
ً

 نو<تل ةيفا! 
 دÐXا نزح �©اضي ÅÆØpiلا ھنزح .كلذ نم ÓLكلأ جاتحي لاو ،هاو<ش
 وأ ميظع و8 الم زمر ان8 "دÐXا" .ي<بي سانلا هاري نأ ھيفكي لب ،ھتاذ
 .هراسحنا وأ ھلماعم عايض (�ع لدت هاو<شو ،بوغرم
لما ھبلق رعاشلا يفخيُ : ي-اثلا ت%بلا

ُ
 نfزح نKٍنأ �� ب�سÁي يذلا ملأت

فزَ رَدَّْصلا عُدَصْيَ" .ةرازغ» عومدلا جرخيُ
ْ

ةرَ
ً

ت ةغيلب ةروص "
ُ

 مللأا ةدش رuظ
لحْيَ" و ،هردص قزميُ يذلا

ُ
 عومدلا نلايسلِ قيقد ھٌي�ش� "ايًجِاسَ عَمَّْدلا بُ

 .رfزغلا
 ،ھيف قراغ و8و ھنزح يفخيُ فيك رعاشلا لءاسÁي: ثلاثلا ت%بلا
ت ةروصلا .للبلا ءافخإ عيطتسI لا ،ءالما عوبgي نم جرخي نمك

ُ
rLز 

 .ھنايك �� لغلغتلما مللأا ءافخإ ةلاحتسا
 

 ةجافخ نبا :رعاشلا

 لrوطلا : رحب @?ص :عونلا

ك
َ

ف
َ

ش يYِا
َ

ك
ْ

أ ىوَ
َ

ن
ْ

أ 
َ

sا ىرَ
َْ

ش دَْ]
َ

زَّرلا بُسْحَوَ ايًكِا
َ

أ ايَا
َ

ن
ْ

ت 
َ

 ايًكِاب يYِارَ

أ
ُ

ف يرِاد
ُ

ز رَدَّْصلا عُدَصْيَ ادًاؤ
فَ

ْ
ةرَ
ً

أ عَجْرَوَ 
َ

لحْيَ نCٍنِ
ُ

 ايًجِاسَ عَمَّْدلا بُ

كوَ
َ

فيْ
َ

أ 
ُ

أ نْمِ يرِاوَ
ُ

تدْجَوَ رٍاوَ
ُ

ل �ِ~
َ

لما لَِ[ْ�مَ نْعَ ارًدِاصَ ھُ
َْ

 ايًدِاصَ ءِا

Figure 2: Representative Poetic Samples Across Arabic Literary Eras. This figure presents curated excerpts from
Arabic poems spanning key historical eras, illustrating the evolution of language, themes, and stylistic expression.
The Pre-Islamic sample reflects tribal valor and rhetorical precision; the Umayyad excerpt captures satire and social
commentary; the Abbasid example highlights philosophical reflection and refined metaphorical use; the Transitional
era showcases a poetic voice confronting injustice and advocating moral clarity; and the Andalusian selection reveals
emotional openness and psychological depth through lyrical expression. Together, these samples provide insight
into how Arabic poetry has adapted to diverse historical, cultural, and ideological contexts. Refer to Appendix F.1,
Figure 9 for the GPT-4o-generated English translations of the Arabic poetic samples.

computational modeling. It enables more precise
automatic genre classification and facilitates tempo-
ral contextualization across different eras of Arabic
poetry, thereby supporting culturally informed and
interpretable Arabic NLP research.

2.2 Data Collection

We curated Arabic poems from a well-established
digital archive3, which hosts a broad spectrum of
poets, genres, and historical periods. A custom
web scraper was developed to extract the poem
texts along with associated metadata, including

3https://arabic-poetry.net
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Figure 3: Fann or Flop Pipeline. Fann or Flop is built out of the multi-stage pipeline. It begins with scraping
Arabic poems from a trusted online archive using a custom web scraper. Extracted poems are matched to an
initial expert-verified taxonomy and filtered to remove duplicates, ambiguous metadata, and invalid entries. The
filtered texts then undergo normalization (e.g., unifying diacritics, punctuation, and letter forms) and Arabic-specific
tokenization, with non-poetic or irrelevant content excluded. Manual corrections are applied to fix OCR and
encoding errors. In the final stage, linguistic experts verify each sample to ensure proper alignment with genre and
era labels.

the poet’s name, historical era, genre, meter, and
poem’s title. The resulting dataset extends across
12 distinct eras, from the pre-Islamic period to the
modern era, and reflects a diverse range of poetic
forms and styles. All entries were curated follow-
ing our expert-verified taxonomy (see Table 2), en-
suring consistency across genre and era classifi-
cations. This structured approach preserves both
the linguistic richness and historical specificity of
Arabic poetry, providing a valuable resource for re-
search in both Arabic NLP and digital literary stud-
ies. By aligning each sample with a well-defined
literary context, the dataset enables more accurate
model evaluation and supports culturally grounded
language understanding.

2.3 Data Filtering and Verification

To ensure data quality, consistency, and alignment
with the expert-defined taxonomy, we applied a
multi-step filtering and verification pipeline, illus-
trated in Figure 3. The process consisted of the
following stages:

- Duplicate and Metadata Filtering: Starting
with a collection of over 10,000 Arabic poems,
we removed duplicate entries and discarded
those with missing or ambiguous metadata,
such as unknown poets or unspecified histori-
cal eras, resulting in a curated dataset of 6,984
high-quality poems.

- Unicode Normalization: All poems were
standardized using Unicode normalization to

address orthographic inconsistencies common
in Arabic, including variations in diacritics,
punctuation, and letter forms (e.g., alternate
representations of alif and ta marbuta).

- Text Tokenization and Content Filtering:
We applied an Arabic-specific tokenizer to
segment the text accurately. Non-poetic or
irrelevant content, such as editorial comments,
footnotes, and prose fragments, was automati-
cally excluded.

- Manual Correction of Encoding Errors:
A sample subset of poems was manually re-
viewed to correct common OCR and encoding
issues that were not resolved through auto-
mated preprocessing.

- Expert Validation of Labels: All genre and
era annotations were reviewed by Arabic lan-
guage and literature experts. This validation
step ensured that each poem was accurately
categorized in accordance with the taxonomy
introduced in Section 2.1.

3 Fann or Flop Benchmark Evaluation

Evaluation Framework. To assess the quality of
LLM-generated explanations for Arabic poetry, we
adopt a multi-layered evaluation pipeline. This
framework integrates (i) automatic lexical metrics,
(ii) semantic and entailment modeling, (iii) hu-
man expert annotation (interpretive depth), and (iv)

20228



Model BLEU chrF(++) BERTScore Textual Faithfulness/ Fluency/ Interpretive-
Entailment Consistency Grammaticality Depth

C
lo

se
d

GPT-4o-2024-08-06 (OpenAI, 2024) 0.0395 0.2882 0.6410 0.6775 3.92 (± 0.99) 4.96 (±0.20) 7.52
GPT-4o-mini-2024-07-18 (OpenAI, 2024) 0.0395 0.2542 0.6124 0.4383 2.91 (±0.75) 4.28 (±0.57) 7.50
Gemini-2.5-Flash (AI, 2025b) 0.0153 0.2618 0.6319 0.7475 4.25 (±1.00) 4.98 (±0.16) 7.22
Gemini-2.0-Flash (AI, 2025a) 0.0395 0.2618 0.6393 0.7154 3.99 (±1.04) 4.95 (±0.22) 6.50
Gemini-1.5-Pro (Reid et al., 2024) 0.0395 0.2618 0.6333 0.6180 3.59 (±1.00) 4.80 (±0.41) 5.38
Fanar-Star (Team et al., 2025) 0.0138 0.1538 0.5677 0.6468 2.16 (±0.92) 3.40 (±0.76) 2.88

O
pe

n

Deepseek-V3 (Liu et al., 2024) 0.0395 0.2771 0.6335 0.5117 3.36 (±0.91) 4.98 (±0.16) 4.75
Deepseek-R1 (Guo et al., 2025) 0.0395 0.2771 0.6335 0.5117 3.38 (±0.92) 4.98 (±0.16) 4.25
Llama-3.3-70B (Meta AI, 2024) 0.0153 0.2618 0.6393 0.5364 2.51 (±0.90) 3.37 (±0.73) 7.20
Qwen-3 (Team, 2025) 0.0296 0.2837 0.6158 0.6468 3.98 (±0.90) 4.73 (±0.45) 6.50
Aya-Expanse (Dang et al., 2024) 0.0329 0.2771 0.6328 0.6468 3.76 (±0.90) 4.68 (±0.47) 5.88
Jais (Sengupta et al., 2023) 0.0312 0.2698 0.6245 0.6023 3.21 (±0.88) 4.35 (±0.52) 5.35
ALLaM-7B (Bari et al., 2024) 0.0119 0.0463 0.5375 0.5997 1.32 (±0.62) 2.11 (±0.89) 3.12
AceGPT-v2-70B-Chat (Huang et al., 2023) 0.0402 0.0412 0.5759 0.6061 2.52 (±0.91) 3.46 ±0.95) 4.12

Table 3: Comparison of closed and open-source models on the Arabic poem understanding task using both
automatic and human evaluations. BLEU, chrF(++), and BERTScore capture lexical and semantic similarity with
reference explanations, while textual entailment assesses factual alignment. Human evaluation includes interpretive
depth, while faithfulness and fluency are automatically judged using GPT-4o as a reference grader. Closed models
like GPT-4o and Gemini-2.5-Flash achieve strong overall performance, while open models such as Deepseek-V3
and Aya-Expanse show promising consistency and interpretability. This benchmark highlights the potential of open
models and the need for deeper cultural reasoning in Arabic poetic understanding.

Model Pre-Islamic Transitional Early Islamic Umayyad Abbasid Fatimid

C
lo

se
d

GPT-4o-2024-08-06 (OpenAI, 2024) 0.6285 0.6304 0.6341 0.6285 0.6421 0.6398
GPT-4o-mini-2024-07-18 (OpenAI, 2024) 0.5980 0.6060 0.6134 0.5998 0.6125 0.6127
Gemini-2.5-Flash (AI, 2025b) 0.6245 0.6264 0.6286 0.6253 0.6326 0.6282
Gemini-2.0-Flash (AI, 2025a) 0.6290 0.6303 0.6326 0.6312 0.6404 0.6373
Gemini-1.5-Pro (Reid et al., 2024) 0.6255 0.6293 0.6223 0.6278 0.6338 0.6307
Fanar-Star (Team et al., 2025) 0.5694 0.5749 0.5695 0.5696 0.5720 0.5666

O
pe

n

Deepseek-V3 (Liu et al., 2024) 0.6225 0.6303 0.6311 0.6263 0.6313 0.6330
Deepseek-R1 (Guo et al., 2025) 0.6271 0.6296 0.6321 0.6247 0.6324 0.6359
Llama-3.3-70B (Meta AI, 2024) 0.5705 0.5703 0.5701 0.5668 0.5831 0.5719
Qwen-3 (Team, 2025) 0.6111 0.6152 0.6129 0.6136 0.6164 0.6145
Aya-Expanse (Dang et al., 2024) 0.6214 0.6232 0.6220 0.6232 0.6343 0.6294
Jais (Sengupta et al., 2023) 0.6172 0.6218 0.6241 0.6183 0.6285 0.6239
ALLaM-7B (Bari et al., 2024) 0.5786 0.5826 0.5917 0.5790 0.5862 0.5799
AceGPT-v2-70B-Chat (Huang et al., 2023) 0.6194 0.6246 0.6329 0.6213 0.6261 0.6225

Model Andalusian Ayyubid Mamluk Between Dynasties Ottoman Modern

C
lo

se
d

GPT-4o-2024-08-06 (OpenAI, 2024) 0.6386 0.6440 0.6563 0.6440 0.6510 0.6487
GPT-4o-mini-2024-07-18 (OpenAI, 2024) 0.6151 0.6167 0.6273 0.6176 0.6202 0.6140
Gemini-2.5-Flash (AI, 2025b) 0.6297 0.6340 0.6421 0.6336 0.6415 0.6341
Gemini-2.0-Flash (AI, 2025a) 0.6346 0.6409 0.6533 0.6414 0.6504 0.6441
Gemini-1.5-Pro (Reid et al., 2024) 0.6313 0.6349 0.6409 0.6355 0.6443 0.6387
Fanar-Star (Team et al., 2025) 0.5746 0.5684 0.5569 0.5831 0.5586 0.5392

O
pe

n

Deepseek-V3 (Liu et al., 2024) 0.6337 0.6404 0.6482 0.6393 0.6404 0.6368
Deepseek-R1 (Guo et al., 2025) 0.6353 0.6404 0.6509 0.6408 0.6423 0.6373
Llama-3.3-70B (Meta AI, 2024) 0.5791 0.5755 0.5935 0.5854 0.5797 0.5794
Qwen-3 (Team, 2025) 0.6153 0.6163 0.6189 0.6160 0.6242 0.6149
Aya-Expanse (Dang et al., 2024) 0.6289 0.6366 0.6475 0.6367 0.6393 0.6398
Jais-30B-v3 (Sengupta et al., 2023) 0.6279 0.6321 0.6413 0.6307 0.6348 0.6316
ALLaM-7B (Bari et al., 2024) 0.5876 0.5925 0.6004 0.5884 0.5933 0.5864
AceGPT-v2-70B-Chat (Huang et al., 2023) 0.6168 0.6280 0.6466 0.6212 0.6205 0.6265

Table 4: Era-wise Evaluation using BERTScore. Model-wise performance breakdown using BERTScore
evaluation across different Arabic poetic eras, evaluating understanding and generation quality within historical
and stylistic contexts. The eras span from Pre-Islamic to Modern periods, offering a fine-grained analysis of model
capabilities across evolving linguistic and cultural expressions. This table highlights gaps in temporal generalization
and cultural grounding, motivating the need for era-aware training and evaluation in Arabic literary modeling.
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LLM-as-Judge scoring. Together, these comple-
mentary layers capture both surface-level fidelity
and the deeper interpretive demands of poetic un-
derstanding.

3.1 Automatic and Semantic Metrics
For automatic evaluation, we compute BLEU (Pa-
pineni et al., 2002) and chrF(++) (Popović, 2017)
scores to quantify semantic and character-level
overlap between model outputs and actual poem ex-
planation references. While useful for consistency
checks, these metrics are limited in capturing the
nuanced variation allowed in literary interpretation.

To assess semantic alignment, we employ
BERTScore (Zhang et al., 2019), leverag-
ing Arabic-pretrained transformers such as
AraBERT (Antoun et al., 2020) to quantify the
semantic similarity between model-generated ex-
planations and human-authored references. In addi-
tion, we incorporate Textual Entailment (TE) anal-
ysis using mDeBERTaV3 (He et al., 2021), a multi-
lingual model fine-tuned for Natural Language In-
ference (NLI). This enables us to evaluate whether
the reference explanation logically entails the gen-
erated output. Unlike surface-level similarity met-
rics, this approach provides a deeper measure of
semantic consistency, capturing whether the gener-
ated interpretation remains faithful to the intended
meaning of the expert-authored reference, even
when expressed using different lexical or syntactic
forms.

3.2 Human Evaluation and Inter-Annotator
Agreement

To capture interpretive and literary nuance beyond
automated metrics, we performed human evalua-
tion on model-generated explanations. Annotators
used a rubric-based scale (0–10) grounded in poetic
analysis, comprising the following criteria:

- Literal Comprehension (0–1): Does the ex-
planation correctly reflect the surface meaning
of the poem?

- Thematic and Emotional Depth (0–2): Does
it convey underlying themes, sentiment, or
tone (e.g., longing, satire, mysticism)?

- Cultural and Historical Appropriateness
(0–2): Does it demonstrate awareness of cul-
tural, religious, or historical context?

- Stylistic Sensitivity (0–3): Does it acknowl-
edge rhetorical and literary features such as

metaphor, figurative language, rhythm, or im-
agery?

- Expressiveness and Coherence (0–2): Is the
explanation clear, well-articulated, and stylis-
tically appropriate in Arabic?

Annotators. Three native Arabic speakers with
expertise in Arabic literature and linguistics vol-
untarily applied the evaluation rubric, reflecting a
shared commitment to advancing Arabic linguis-
tic research and strengthening LLM evaluation in
culturally specific domains.
Rubric Guidelines. The evaluation rubric was
collaboratively refined by the annotators to capture
the cultural, literary, and linguistic dimensions of
Arabic poetry understanding, ensuring a balanced
and consistently applied framework (see Table 17
for a detailed breakdown).
Inter-Annotator Agreement (IAA). To evaluate
the reliability of the interpretive depth scoring, 10%
of the data was randomly sampled and Krippen-
dorff’s α was computed across the three annotators,
resulting in an IAA of 87.7%. This level of agree-
ment underscores the consistency of the scoring
process and validates the robustness of the interpre-
tive depth metric.

3.3 LLM-as-Judge Evaluation

Based on human-annotated interpretive depth
scores (Section 3.2), GPT-4o (OpenAI, 2024)
demonstrated the strongest performance among
all open- and closed-source models (Table 3),
thereby motivating its adoption as the LLM-as-
judge. In this role, it evaluates explanation qual-
ity across two key dimensions: Faithfulness/Con-
sistency—whether the explanation accurately re-
flects the poem without introducing hallucinated
or misleading content—and Fluency/Grammatical-
ity—whether it is grammatically correct, clear, and
natural in Arabic.

4 Results and Analysis:

Table 3 presents the performance of both closed and
open-source models on Arabic poem understanding
using a combination of automatic metrics (BLEU,
chrF(++), BERTScore, Textual Entailment, faith-
fulness and fluency) and human evaluation such
as interpretive depth analysis. These metrics col-
lectively assess the quality, relevance, and clarity
of model-generated explanations when interpreting
Arabic poetry.
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ورٍمْعَنِبْاكِلِمَلْاثِرِاحلْاَدعَْبَأ

نِاـمُعىـلإِقِارـعِلْاكُـلْمُُھَـل

مٍرْـجَنِـبْىجَمََـشيـنَِبًةرَوَاـجَمُ

نِاوھَلْانَـمِحَـیتُِأاـمًاـناوھَ

مٍرْجَنِـبْىجَمََـشوُـنَباـھُعَنمْیَوَ

نِاـنحَلااَذكَــنَانَحَمُـُـھزَیعِمَ

Poem

ورٍمْعَ نِبْا كِلِمَلْا ثِرِاحلْاَ دعَْبَأ    نِامَُع ىلَإِ قِارَعِلْا كُلْمُُ ھلَ 
 قارعلا نم ھكلم دتمی يذلا كلملا ،ورمع نب ثراحلا ركذب رعاشلا أدبی
 انھ رعاشلا مدختسی .هذوفن عاستاو ھتطلس ةمظع سكعی امم ،نامع ىلإ
 ةعساشلا ةیفارغجلا تافاسملا ركذ للاخ نم میظعتلاو رخفلا بولسأ
 ةوقلا نم ةلاھ ثراحلا ىلع يفضی امم ،كلملا اھیلع رطیسی يتلا
 ثراحلا ریثأت ةیرارمتساب يحوی "دعب" ةملك مادختسا نأ امك .ةبیھلاو
.ةیخیراتلا ھتناكم نم ززعی امم ،ھلیحر دعب ىتح  
 

مٍرْجَ نِبْ ىجَمَشَ ينَِبً ةرَوَاجَمُ    نِاوَھَلْا نَمِ حَیتُِأ امَ اًناوَھَ 
 ةرواجملا هذھ فصیو ،مرج نب ىجمش ينب ةرواجم ىلإ رعاشلا ریشی
 رعاشلا مدختسی .لئابقلا نیب عارصلاو رتوتلا سكعی امم ،ناوھ اھنأب
 هذھ ةجیتن ةلیبقلا بیصی دق يذلا لذلاو فعضلا نع ةیانكلا انھ
 يف لئابقلا اھھجاوت يتلا تایدحتلا كلذ للاخ نم زربیو ،ةرواجملا
 نأب يحوی "حیتأ ام" ةملك مادختسا نأ امك .اھتوقو اھتناكم ىلع ظافحلا
.مھیلعً اضورفم لبً ایرایتخا سیل ناوھلا اذھ  
 

مٍرْجَ نِبْ ىجَمَشَ وُنَب اھَُعَنمَْیوَ    نِاَنحَلْا اَذ كََناَنحَ مُُھزَیعِمَ 
 ،اھقوقح نم ةلیبقلا نوعنمی مرج نب ىجمش ينب نأ فیك رعاشلا فصی
 اھب نوظفتحی يتلا دراوملا وأ ةورثلل ةراعتساك "مھزیعم" ةملكً امدختسم
 ،ءاجرلاو لسوتلا سكعی "نانحلا اذ كنانح" مادختسا نأ امك .مھسفنلأ
 بولسلأا اذھ .بلطلاو فاطعتسلاا نمً اعباط تیبلا ىلع يفضی امم
 ةدعاسم وأ لخدت ىلإ ةجاحلاو لئابقلا نیب رتوتلا نع ربعی يغلابلا

.تاعازنلا لحل ةیجراخ

GPT-4o

ورٍمْعَ نِبْا كِلِمَلْا ثِرِاحلْاَ دعَْبَأ    نِامَُع ىلَإِ قِارَعِلْا كُلْمُُ ھلَ 
ً امظعتسموً اركنتسم ،"دعبأ" يراكنلإا ماھفتسلاا بولسأب رعاشلا لھتسی
 ركذیو ،ورمع نب ثراحلا كلملا ةافو دعب روملأا ھیلإ تلآ يذلا لاحلا

 نع ةیانك يھو ،نامع ىلإ قارعلا نم ھناطلس دادتماو ھكلم ةعس
 حصفیس يذلا نھارلا عضولا عم ةلباقم يف اھعضی يتلا ھتوقو ھتمظع
.رضاحلاو يضاملا نیب دیدشلا نیابتلا ىلعً ادكؤم ً،اقحلا ھنع  
 

مٍرْجَ نِبْ ىجَمَشَ ينَِبً ةرَوَاجَمُ    نِاوَھَلْا نَمِ حَیتُِأ امَ اًناوَھَ 
 ىجمش ينب ةلیبق ةرواجم وھو ،میظعلا كلملا دعب لاحلا رعاشلا فصی
 لذلا ةدش ىلعً ادكؤم ،ً"اناوھ" اھنأب ةرواجملا هذھ فصیو ،مرج نب
 ةغلابملل "ناوھلا نم حیتُأ ام" ریبعت مدختسیو ،مھب تقحل يتلا ةناھملاو
 عقی نأ نكمی ام ىصقأ ھنأكو ،مھیلع عقو يذلا ناوھلا مجح فصو يف
.قحلالا لذلاو قباسلا زعلا نیب نراقی كلذب وھو ،لذ نم  
 

مٍرْجَ نِبْ ىجَمَشَ وُنَب اھَُعَنمَْیوَ    نِاَنحَلا اَذ كََناَنحَ مُُھزَیعِمَ 
 نب ىجمش ينب نأ وھو ،يلمع لاثم ركذب ناوھلا فصو يف رمتسی

 دوعی امم كلذ ریغ وأ ىعرملا وأ لبلإا امبر( امً ائیش نوعنمی مرج
 ةرابعب تیبلا متتخیو ،مھ مھزیعم نم مھنوعنمی وأ )ریخلاب موقلا ىلع
 ،لاحلا ىلع عجفتو رسحت وأ ماحرتسا ةغیص يھو ،"نانحلا اذ كنانح"
 ىلإ جاتحی نم عضوم يف اوحبصأ ىتح هاھتنم لذلا غولب ىلع لدتو
.يضاملا يف مھنمً انأش لقأ تناك ةلیبق نم ةمحرلاو ةقفشلا

Gemini 2.5 Flash

ورٍمْعَ نِبْا كِلِمَلْا ثِرِاحلْاَ دعَْبَأ    نِامَُع ىلَإِ قِارَعِلْا كُلْمُُ ھلَ 
 ناك يذلا ،ورمع نب كلملا ثراحلا نع تیبلا اذھ يف رعاشلا لءاستی
 دیكأتل يراكنلإا ماھفتسلاا بولسأ امًدختسم ،نامع ىتح قارعلا كلمی
 وأ يسایسلا عضولا يف ارًیغت كلذ سكعیو ،ةقباسلا ھتناكم نع هدعُب
 ىلإ قارعلا" ركذ امنیب ،ھتمظع ىلع لدت "كلم" ةملك .يعامتجلاا

 عم ةنراقملاب ةقباسلا ھتمظع زربی امم ،ھتطلس قاطن نم عسوی "نامع
.يلاحلا ھعضو  
 

مٍرْجَ نِبْ ىجَمَشَ ينَِبً ةرَوَاجَمُ    نِاوَھَلْا نَمِ حَیتُِأ امَ اًناوَھَ 
 نب ىجمش ينبو ثراحلا نیب ةرواجملا تیبلا اذھ يف رعاشلا فصی

 برقلا ریوصتل "ةرواجم" يف ةراعتسلاا زاجم امًدختسم ،مرج
 ،ثراحلا باصأ يذلا لذلا رھظُت "اناوھ" امنیب ،يسایسلاو يفارغجلا
 .ةغلابملا بولسأ مادختساب لذلا اذھ ةدش زربُی "ناوھلا نم حیتُأ ام"و
.ىنعملا ززعی اًیوغل امًغانت يفضُی "اناوھ"و "ةرواجم" نیب سانجلا  
 

مٍرْجَ نِبْ ىجَمَشَ وُنَب اھَُعَنمَْیوَ    نِاَنحَلا اَذ كََناَنحَ مُُھزَیعِمَ 
 ،مھتزیعم نم ثراحلل مرج نب ىجمش ينب عنم تیبلا اذھ رھظُی
 يتلا مھتمحر نع ریبعتلل ةینكم ةراعتساك "نانحلا اذ كنانح" نیمدختسم
 اضًقانت زربُی ةوقلاو نانحلا نیب ينمضلا ھیبشتلا .هدض حلاس ىلإ لوحتت
 ،فعضلاو ةوقلا ضقانت زربُی "نانح"و "عنم" نیب قابطلا امنیب ،اًیمارد
.قباسلا كلملا ىلع ةلیبقلا قوفت رھظُی امم

Qwen 3

ورٍمْعَ نِبْا كِلِمَلْا ثِرِاحلْاَ دعَْبَأ    نِامَُع ىلَإِ قِارَعِلْا كُلْمُُ ھلَ 
 ةكلمم كلتمی ناك يذلا ،ورمع نب كلملا ثراحلا ركذب رعاشلا أدبی
 ةیوھ دیدحت وھ يفرحلا ىنعملا .نامع ىلإ قارعلا نم دتمت ةعساو
 ،كلذ زواجتی يزاجملا ىنعملا نكل .ھمكح قاطن حیضوتو ثراحلا

 ناك ثیح ،ناوھلاو دجملا نیب ضقانتلا ةركفل ساسلأا عضی ثیح
.فیعض فقوم يف اًقحلا حبصأ ھنكلو امًیظع اكًلم ثراحلا  
 

مٍرْجَ نِبْ ىجَمَشَ ينَِبً ةرَوَاجَمُ    نِاوَھَلْا نَمِ حَیتُِأ امَ اًناوَھَ 
 نب يجمش ينبل ارًاج حبصأ نأ دعب ثراحلا ةلاح رعاشلا فصی ،انھ
 ،ھل تحیتأ يتلا ةناھملاو فعضلا ةلاح ىلإ ریشت "اًناوھ" ةملكلا .مرج
 رعاشلا مدختسی .دیجملا ھیضام عم خراصلا ضقانتلا ىلع لدی امم
.ضقانتلا اذھ زیزعتل "اًناوھ"و "ةرواجم" نیب قابطلا  
 

مٍرْجَ نِبْ ىجَمَشَ وُنَب اھَُعَنمَْیوَ    نِاَنحَلا اَذ كََناَنحَ مُُھزَیعِمَ 
 ثراحلل مرج نب يجمش ينب عنم نع رعاشلا برعُی ،تایبلأا هذھ يف
 نع ةیانك يھ "نانحلا اذ كنانح مھزیعم" ةرابع .مھضرأ لوخد نم
 ،ثراحلل اًذلام حبصت نأ نم مھضرأ نوعنمی ثیح ،مھنانحو مھمرك
 ھیبشت يھ انھ ةینمضلا ةراعتسلاا .قیمعلا مھفطاعت ىلع لدی امم
.نملآا ذلاملاب ضرلأا

Aya-expanse
ورٍمْعَ نِبْا كِلِمَلْا ثِرِاحلْاَ دعَْبَأ    نِامَُع ىلَإِ قِارَعِلْا كُلْمُُ ھلَ 

 نِبْا كِلِمَلْا ثِرِاحلْا .راكنتسلااو بجعتلا ىلع لدی ماھفتسا فرح َ:دعَْبَأ
 كُلْمُُ ھلَ .میظع نٍاطلس وذ كٌلم وھو ،ورمع نب ثراح ىلإ ریشی :ورٍمْعَ
 يف قارعلا نمً ادتمم ،ثراح كلم قاطن ددحی :نِامَُع ىلَإِ قِارعِلْا
 رّبعُی .ھلومشو ھكلم ةوق ىلع لدی امم ،بونجلا يف نامع ىلإ لامشلا
.ذوفنلا نم ردقلا اذھب كٍلم ةمیزھ نم ةشھدلاو ةأجافملا نع تیبلا اذھ  
 

مٍرْجَ نِبْ ىجَمَشَ ينَِبً ةرَوَاجَمُ    نِاوَھَلْا نَمِ حَیتُِأ امَ اًناوَھَ 
 :مٍرْجَ نِبْ ىجَمَشَ ينَِب ً.اروِاجمُ ناك نأ دعب :يأ ،نامز فرظ ً:ةرَوَاجَمُ
 .ورمع نب ثراح تمزھ يتلا ةلیبقلا يھو ،مرج نب ىجَمَشَ ينب ةلیبق
 ةمیزھ يأ ،لبق نم ھلثم رَُی مل ،دیدش نٌاوھ :نِاوھَلْا نَمِ حَیتُِأ امً اناوھَ
.ثراحب تقحل يتلا ةمیزھلا ةدش تیبلا اذھ زربُی .ةلذمو ةقحاس  
 

مٍرْجَ نِبْ ىجَمَشَ وُنَب اھَُعَنمَْیوَ    نِاَنحَلْا اَذ كََناَنحَ مُُھزَیعِمَ 
 نِبْ ىجَمَشَ وُنَب .ھكلم ةداعتسا نم ورمع نب ثراح نوعنمی يأ :اھَُعَنمَْیوَ
 اَذ كََناَنحَ مُُھزَیعِمَ .اھترطیس دیكأتل ةزئافلا ةلیبقلا ركذ راركت :مٍرْجَ
 "نانحلا اذ كنانح" .)مھراصتنا وأ مھرصن ىنعمب انھ :ةزیعم( :نِاَنحَلْا
 ينب امھارھظأ ناذللا ناطلسلاو ةوقلا ھب دصقی امبر ً،ازاجم انھ مدختسی

 دیب تحبصأ يتلا( ھسفن ثراح ةوق نع رعاشلا ثدحتی امبر وأ ،ىجَمَشَ
 ناك ام ىلع ىجَمَشَ ينب ةرطیس رارمتسا زربُی تیبلا .)نلآا ھموصخ
 كٍلم ،ورمع نب ثراح ةمیزھ فصت ةدیصقلا ،راصتخاب .ثراحلً اكلم
 رارمتساو ةمیزھلا ةدش زربُتو ،مرج نب ىجَمَشَ ينب دی ىلع ،میظع
 ةمیزھ نم رعاشلا بارغتسا ةدیصقلا رھظُتو .ةرصتنملا ةلیبقلا ةرطیس
.مجحلا اذھب كٍلم

Original Explanation

Figure 4: Qualitative Comparison of Model-Generated Explanations for a Single Arabic Poem. This figure
presents a representative Arabic poem alongside its original human-written explanation and corresponding verse-
by-verse explanations generated by four different language models. The comparison highlights how each model
interprets the poem’s rhetorical devices, imagery, and thematic depth relative to the gold explanation. This qualitative
analysis illustrates variations in faithfulness, fluency, and literary sensitivity, offering insight into each model’s
ability to handle nuanced Arabic poetic language and convey its intended meaning.

Overall, closed models such as GPT-4o and
Gemini-2.5-Flash achieve consistently strong
scores across both automatic and human evalua-
tions. Notably, Gemini-2.5-Flash attains the high-
est textual entailment score (0.7475), along with
high fluency and faithfulness scores, indicating
strong alignment with poetic content and natural
language clarity. GPT-4o also performs well across
all dimensions, with the highest BERTScore and
a strong balance of semantic coherence and lin-
guistic quality. Among open models, Deepseek-
V3, Aya-Expanse, and Qwen-3 show competitive
performance, especially in fluency and textual en-
tailment. However, models like ALLaM-7B and

AceGPT-v2 lag significantly in both lexical and se-
mantic overlap, as well as in human-judged fluency
and consistency.

A key insight from this evaluation is that most
state-of-the-art models perform well on content
expressed in Modern Standard Arabic (MSA) but
struggle with the classical forms and linguistic in-
tricacies present in historical and poetic Arabic.
Despite high scores in generic semantic metrics,
many models fail to capture deeper cultural and
metaphorical meanings embedded in traditional
Arabic poetry. Our analysis highlights the impor-
tance of domain-specific evaluation for literary and
cultural tasks. It also underscores the need for
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building or fine-tuning models that are more sen-
sitive to classical Arabic forms. The gap between
fluency and interpretive depth in some models sug-
gests that future research should focus not just on
surface-level correctness but also on deeper rea-
soning and cultural grounding. Such efforts are
essential for advancing Arabic NLP in creative and
heritage-preserving applications.

Table 4 shows era-wise performance of closed
and open-source models on Arabic poem under-
standing using BERTScore, which captures seman-
tic similarity with human explanations. Closed
models like GPT-4o and Gemini variants perform
consistently well, especially on modern and recent
historical eras. In contrast, open models such as
Deepseek-V3 and Aya-Expanse perform reason-
ably on some eras but struggle with older poetic
forms like Pre-Islamic and Umayyad due to their
complex language and cultural depth. This high-
lights that while current models are effective on
MSA, they face challenges with classical Arabic.
A complementary analysis using Textual Entail-
ment is included in the Appendix (refer Table 18),
further supporting these findings.

Additionally, Figure 4 shows a qualitative com-
parison of model-generated explanations for a clas-
sical Arabic poem. It compares outputs from GPT-
4o, Gemini 2.5 Flash, Qwen 3, and Aya-Expanse
against a human-written explanation. The fig-
ure highlights differences in faithfulness, fluency,
and interpretive depth, showing how well each
model captures the poem’s meaning, style, and
literary richness. This example clearly illustrates
the strengths of advanced models like GPT-4o in
understanding nuanced poetic language.

5 Conclusion

Arabic poetry represents one of the richest and most
culturally nuanced forms of expression within the
Arabic language, characterized by layered mean-
ings, stylistic diversity, and deep historical roots.
In this paper, we introduced Fann or Flop, the first
benchmark specifically developed to evaluate the
capabilities of LLMs in understanding Arabic po-
etry across 12 historical eras, spanning from pre-
Islamic to contemporary periods, and encompass-
ing a broad spectrum of poetic genres and met-
rical forms. Our benchmark includes carefully
curated diagnostic questions aimed at assessing
semantic comprehension, metaphorical interpreta-
tion, prosodic awareness, and sensitivity to cultural

contexts. Through extensive evaluation, we demon-
strated that despite strong performances on stan-
dard Arabic language tasks, state-of-the-art LLMs
consistently struggle with the interpretative and
culturally embedded dimensions of Arabic poetic
texts. By releasing Fann or Flop as an open-source
resource, we aim to encourage further research,
promote rigorous assessment methodologies, and
support advancements in linguistically and cultur-
ally rich Arabic language modeling.

6 Limitations and Societal Impact

While Fann or Flop provides a rigorous framework
for evaluating LLMs’ understanding of Arabic po-
etry, it has several limitations. The benchmark
covers only a portion of the broader Arabic poetic
tradition, as some poems could not be included due
to missing metadata, unclear authorship, or lack
of reliable era or genre annotations. Additionally,
poetry often invites multiple valid interpretations,
which current evaluation metrics may not fully cap-
ture, even with expert-curated references. Expand-
ing the dataset to include more diverse annotations,
as well as dialectal and regional poetic forms, re-
mains a key area for future work.

On the societal front, this benchmark contributes
to the preservation and computational accessibility
of Arabic literary heritage by positioning poetry
as a meaningful testbed for language understand-
ing. By promoting the development of culturally
informed and linguistically grounded models, Fann
or Flop encourages more inclusive and context-
sensitive NLP. Nonetheless, as with any system
trained on culturally rich and potentially sensitive
material, there is a risk of misinterpretation or mis-
use. Ensuring transparency, human oversight, and
responsible deployment is essential to safeguard
the ethical impact of this work, especially in educa-
tional, literary, and public-facing applications.
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A Appendix

This appendix provides supplementary material to
support our study of Arabic poetry understanding
in language models. It includes four key sections:
(1) a brief overview of related work in Arabic NLP,
highlighting recent progress in benchmark devel-
opment and the specific gaps our work addresses;
(2) detailed dataset statistics, including token dis-
tribution, genre coverage, and temporal represen-
tation across poetic eras; (3) additional details on
the prompts used for model generation and evalu-
ation; and (4) a selection of qualitative examples
from the Fann or Flop benchmark that illustrate its
richness and the interpretive challenges it presents.
Together, these components underscore the linguis-
tic, historical, and cultural depth of our dataset and
evaluation framework.

B Related Work

Understanding Arabic poetry computationally in-
tersects with multiple subfields of NLP, including
language modeling, data set construction, figura-
tive language interpretation, and the evaluation of
cultural knowledge. To contextualize our contribu-
tion, we review prior work across two key domains:
Arabic NLP benchmarks and poetry understanding
in LLMs.

B.1 Arabic NLP Benchmarks

Over the past decade, Arabic NLP has advanced
considerably with the introduction of large-scale
benchmarks such as SOQAL (Arabic-SQuAD and
ARCD) (Mozannar et al., 2019), AraBench (Sajjad
et al., 2020), and the AraBERT Collection (An-
toun et al., 2020). These benchmarks cover essen-
tial tasks such as sentiment analysis, named entity
recognition (NER), and question answering, and
typically support both MSA and dialectal varieties.
However, they largely overlook CA, which remains
underrepresented in the main resources. Conse-
quently, while models trained on these datasets
perform well on surface-level tasks, they lack the
depth to assess cultural, rhetorical, and literary un-
derstanding, especially in classical poetic contexts.

Additional resources such as the CAMeL
corpus (Abdul-Mageed et al., 2020; Khalifa
et al., 2018), Tashkeela (Zerrouki and Balla,
2017), PADIC (Meftouh et al., 2015), and
MADAR (Bouamor et al., 2018) have enriched the
field through morphologically annotated corpora,
diacritized texts, and dialectal content. However,

these datasets are primarily designed for structural
tasks such as morphological disambiguation or di-
alect identification, without engaging the semantic
or figurative dimensions of the poetic language.

More recently, efforts have extended Arabic
NLP to the literary and religious domains. The
Tafsir dataset (Ahmed et al., 2022) introduces a
benchmark derived from Tafsir al-Tabari, includ-
ing NER and topic modeling in CA. AQMAR (Mo-
hit et al., 2012) targets recall-oriented NER in Ara-
bic Wikipedia, offering annotations across standard
and domain-specific entity types. Although both
datasets engage with classical Arabic and seman-
tic granularity, they do not address poetry or the
interpretive challenges it poses.

Among the most directly relevant efforts is
Ashaar (Alyafeai et al., 2023), the first large-scale
Arabic poetry dataset. It includes tasks such as me-
ter classification, era identification, and poet recog-
nition, along with descriptive metadata. Despite
its contributions to computational poetics, Ashaar
lacks verse-level annotation, rhetorical device mod-
eling, question-answer style interpretation, and his-
torical contextualization, limiting its ability to eval-
uate deeper poetic reasoning in language models.

B.2 Poetry Understanding in NLP
Outside Arabic, poetry and figurative language
have emerged as valuable testbeds for assessing
the reasoning of LLM (Liu et al., 2022; Bisk
et al., 2020; Olivero, 2024). Benchmarks like
FLUTE (Chakrabarty et al., 2022) and the FigLang
shared tasks (FIGLANG202, 2024) reveal persis-
tent challenges in handling metaphor, simile, and
symbolic expression. Recent works (Gallipoli and
Cagliero, 2025; Zhao et al., 2024) further expose
the limitations of LLMs in interpreting literary
texts, including complex poetic structures and non-
literal meaning. Despite Arabic’s longstanding
poetic legacy, this evaluation line remains largely
unexplored for Arabic, leaving a notable gap in
culturally grounded reasoning tasks.

Fann or Flop addresses this gap by combining
a chronological taxonomy of Arabic poetry with
interpretive question-answering. It spans 12 eras
and integrates dialectal variation, rhetorical analy-
sis, historical context, and verse-level annotation.
As summarized in Table 1, no existing benchmark
offers this breadth of poetic features, positioning
Fann or Flop as the first comprehensive diagnostic
tool for evaluating Arabic poetic understanding in
LLMs.
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C Fann or Flop Data Statistics

To better characterize the distributional properties
of our curated Arabic poetry dataset, we present a
series of descriptive statistics that cover both his-
torical and thematic dimensions.

These include the distribution of poems across
major eras (Figure 5a), the overall distribution of
poetic genres (Figure 5b), and a genre-by-era break-
down (Figure 6).
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(a) Distribution of poems by historical era. The chart shows
the proportion of poems collected from each era. Abbasid, Mod-
ern, and Andalusian periods are the most represented, reflecting
their central role in Arabic literary production.
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(b) Distribution of poems by genre. This chart shows the
proportion of poetic genres across the dataset. Praise, Satire, and
Love dominate the distribution, while genres such as Apology
and Sadness appear less frequently.

Figure 5: Era and Genre Statistics. Subfigure (a) displays
the distribution of poems across historical eras, while subfig-
ure (b) shows the overall genre distribution across the dataset.

Complementing these visualizations, we also in-
clude detailed per-era tables listing the most repre-
sented poets and the number of poems attributed
to each. Together, these statistics contextualize the
coverage of the dataset and support downstream ap-
plications such as genre classification, diachronic
literary analysis, and poet-specific modeling.

Tables 5 to 16 provide a breakdown of the num-
ber of poems attributed to prominent Arabic poets
across different historical eras. Each table is dedi-
cated to one era:
Table 5: Pre-Islamic era; Table 6 Transitional
(Early Islamic) period; Table 7: Modern era; Ta-
ble 8: Islamic era; Table 9: Umayyad era; Table 10:
Abbasid era; Table 11: Between 2 Dynasties; Ta-
ble 12: Fatimid Dynasty; Table 13: Andalusian era;
Table 14: Ayybid era. Table 15: Mamluk Dynasty;
Table 16: Ottoman era.

Era Pre-Islamic
Poet Poems
Aws ibn Hajar 35
al-Samaw’al 12
al-Sulayk ibn al-Sulaka 7
Imru’ al-Qais ibn Hujr 34
Zuhayr ibn Abi Sulma 48
Salama ibn Jandal 14
Tarfah ibn al-Abd 26
Urwah ibn al-Ward al-Absi 31
Ubayd ibn al-Abras 40
Amr ibn Qami’a 21
Amr ibn Kulthum 24
Antarah ibn Shaddad 82
Total 374

Table 5: Poem counts for major poets from the Pre-Islamic
era.

Era Transitional Poet
Poet Poems
Al-Hadira 7
Al-Hutay’a 95
Al-Khansa 92
Hassan ibn Thabit 74
Amir ibn al-Tufayl 41
Amr ibn Barraqa 5
Labid ibn Rabi’a 69
Total 383

Table 6: Poem counts for major poets from the Early-Islamic
Transitional period.

Era Modern
Poet Poems
Ahmed Shawqi 460
Hafiz Ibrahim 240
Total 700

Table 7: Poem counts for major poets from the Modern era.
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Figure 6: Genre distribution across historical eras. This stacked bar chart illustrates how poetic themes evolved across
different dynasties. It highlights patterns such as the prominence of Praise and Satire during the Abbasid and Umayyad eras, and
the diverse thematic expression in Modern poetry.

Era Islamic
Poet Poems
Abu Muhammad al-Faq’asi 28
Al-Akraa bin Muath Al-Kushairi 16
Asmaa Bin Kharja El-Fazari 4
Aasha Taroud 4
Khuzaima ibn Thabit al-Ansari 14
Khalid ibn al-Walid 7
Az-Zzubayr bin Al-Awam 4
As-Samhari Al-Okliy 11
Al-Ghitamish Al-Dabbi 4
Abd al-Rahman ibn Abi Bakr al-Siddiq 3
Jubaiha’ al-Ashja’i 7
Habib ibn Khidrah al-Hilali 6
Ka’b ibn Mashhur al-Makhbali 13
Mas’ud al-Mazini 3
Satira al-Usaybiyya 4
Ziyad ibn Abihi 3
Ziyad ibn Hanzala al-Tamimi 4
Murrah ibn Junada 3
Atika bint Zayd 6
Abd al-Aziz ibn Zararah al-Kalabi 6
Urwa ibn Hizam 6
Ali ibn al-Husayn 6
Amr ibn al-’As 26
Amra bint Mirdas 4
Other Poet with 1 or 2 poems 102
Total 294

Table 8: Poem counts for major poets from the Islamic era.

Era Umayyad Era
Poet Poems
Al-Akhtal 136
Jarir 239
Al-Farazdak 178
Ubaydallah ibn al-Ruqayyat 15
Total 568

Table 9: Poem counts for major poets from the Umayyad
Era.

Era Abbasid
Poet Poems
Abu al-Atahiya 362
Abu Firas al-Hamdani 129
Abu Nuwas 701
Abu Tammam 29
Ibn al-Rumi 227
Imam al-Shafi’i 20
al-Buhturi 601
al-Mutanabbi 273
Total 2342

Table 10: Poem counts for major poets from the Abbasid era.

Era Between Dynasties
Poet Poems
Bashar bin Bord 321
Total 321

Table 11: Poem counts for major poets from the Between 2
Dynasties.
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Era Fatimid Dynasty
Poet Poems
Abu al-Ala al-Ma’arri 183
Ibn Hayyus 120
Arqala al-Kalbi 106
Total 409

Table 12: Poem counts for major poets from the Fatimid
Dynasty.

Era Andalusian
Poet Poems
Abu Ishaq al-Albiri 38
Ibn Khafaja 225
Ibn Zaydun 146
Ibn Sahl al-Andalusi 37
Total 446

Table 13: Poem counts for major poets from the Andalusian
era.

Era Ayyubid Dynasty
Poet Poems
Ibn al-Farid 35
Sibt Ibn al-Tawawidhi 291
Muhyiddin Ibn Arabi 87
Total 413

Table 14: Poem counts for major poets from the Ayyubid
Dynasty.

Era Mamluk Dynasty
Poet Poems
Baha al-Din Zuhayr 368
Safiyy al-Din al-Hilli 40
Total 408

Table 15: Poem counts for major poets from the Mamluk
Dynasty.

Era Ottoman
Poet Poems
Abu al-Ma’ali al-Talawi 75
Ibn Razka 19
Ibn Matuq al-Musawi 74
al-Kawkabani 2
Bint al-Shuhna 2
Abd al-Rahman al-Musili 58
Muhammad al-Isba’i 31
Muhammad al-Sharafi al-Safaqsi 65
Total 326

Table 16: Poem counts for major poets from the Ottoman
era.

You are an academic expert in Arabic literature and
poetry analysis. Your task is to provide a deep
linguistic, rhetorical, and literary explanation for
every verse of the Arabic poem provided below,
regardless of its style or period.

The poem to be analyzed is: <POEM_CONTENT>

Please adhere strictly to the following guidelines: 
1. Carefully read the entire poem to understand its

deep meaning and global message, general theme,
purpose, emotional tone, and cultural or
historical context, which should inform your
verse-by-verse analysis.

2. For each verse (or each paired line, if the poem
follows a two-hemistich structure), write one
cohesive paragraph in formal Arabic that
integrates:
- The literal meaning :( )يفرحلا ىنعملا What the

poet is directly saying.
- The figurative, symbolic, or rhetorical meaning

( يزاجملا ىنعملا ): Emotional or intellectual
connotations, artistic imagery, and rhetorical
devices, such as  ،ةیانكلا ،ةراعتسلاا ،ھیبشتلا

.etc ،ةیروتلا ،سانجلا ،قابطلا You must
explicitly name these forms and explain their
function within the verse’s meaning and effect.

3. The explanation must be:
- Unified : Do not separate the literal and

figurative meanings. Present them in a single
integrated paragraph.

- Focused on the verse alone : Do not reference
other verses explicitly within your
explanation. However, you may consider the
overall poem global message and meaning
implicitly for interpretive accuracy.

4. Avoid generic commentary (e.g., "the poet
expresses love or sadness"). Instead, your
analysis must refer directly to the language and
structure of the verse and explain how the
meaning is conveyed.

5. If there are multiple possible interpretations ,
choose the clearest and most textually supported
one , without mentioning alternative readings.

6. Each paragraph should be between 2 to 4 well-
formed sentences , reflecting literary insight and
academic precision.

7. Ensure that every verse of the poem is
explained. Do not skip or summarize verses.

8. Generate a global explanation of the whole poem
piece to support your verse explanation and refer
to it to ensure consistency and connectivity and
coherence from start to end. The explanation
should not exceed a few lines.

9. Return your output in the following strict and
valid JSON format only:
• No extra text, no explanations, no markdown:

```json
{
"explanation": "<full poem summary>",

[{
"verse": "<full text of verse 1>",
"explanation": "<full Arabic explanation

for verse 1>”
},

{
"verse": "<full text of verse 2>",
"explanation": "<full Arabic explanation

for verse 2>" },

//... continue for all remaining verses ...
]

}

Prompt

Figure 7: The verse-level explanation prompt used for
evaluation. This prompt instructs the model to produce de-
tailed verse-by-verse explanations in Arabic. It guides the
model to integrate both literal and figurative interpretations,
explicitly name rhetorical devices (e.g., metaphor, personifica-
tion, paronomasia). The prompt enforces coherence, academic
rigor, and structural consistency by requiring output in a strict
JSON format.
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D Annotator Rubric Guidelines

Table 17 presents the scoring rubric used by annota-
tors. Each annotator assigns a single value for every
criterion, and the criterion scores are summed to
produce an individual interpretive depth score. The
final reported score is the average of these values
across annotators.

Criterion Score Guideline

L
ite

ra
l

C
om

pr
eh

en
s. 0 Misinterprets or ignores the poem’s lit-

eral meaning; adds unrelated content.

1 Correctly reflects the surface meaning
of the poem.

T
he

m
at

ic
&

E
m

ot
io

na
lD

ep
th

0 Fails to capture themes, sentiment, or
tone.

1 Identifies a theme or emotion only su-
perficially.

2 Clearly conveys central themes and
emotions with nuance.

C
ul

tu
ra

l&
H

is
to

ri
ca

l
A

pp
ro

pr
ia

te
ne

ss

0 Culturally/historically inaccurate; ig-
nores context.

1 Shows partial or limited awareness of
context.

2 Demonstrates accurate and insightful
cultural/historical awareness.

St
yl

is
tic

Se
ns

iti
vi

ty

0 No recognition of rhetorical/literary fea-
tures.

1 Mentions some features, but inaccu-
rately or superficially.

2 Correctly identifies key features, but
lacks depth.

3 Nuanced discussion of literary devices
(e.g., metaphor, rhythm, imagery).

E
xp

re
ss

iv
en

es
s

&
C

oh
er

en
ce

0 Incoherent, disorganized, or ungram-
matical.

1 Understandable but lacks fluency or co-
hesion.

2 Clear, well-structured, and stylistically
appropriate in Arabic.

Table 17: Annotator evaluation rubric of model-
generated explanations. Each criterion is scored inde-
pendently, with higher values indicating better perfor-
mance.

E Prompts Used

E.1 Model Generation Prompt
To generate verse-level explanations suitable for
evaluating both open- and closed-source models,
we developed a carefully optimized generation
prompt. The prompt design followed an iterative

and augmented process. Initially, we used a simple
bilingual (in Arabic and English) prompt asking for
explanations. Based on early outputs, which tended
to capture local semantic meaning but lacked coher-
ence and global context, we progressively refined
the prompt to elicit more structured and connected
responses.

Through multiple rounds of testing, expert eval-
uation, and prompt engineering, we incorporated
explicit instructions to address both local (verse-
specific) and global (poem-wide) interpretive ele-
ments as support. This enhancement significantly
improved the quality of the generated explana-
tions, resulting in outputs that were more coherent,
context-aware, and semantically aligned with the
original verses.

After extensive comparison, expert reviewers
favored the English version of the prompt over
its Arabic counterpart, as it more consistently
achieved local-global alignment and produced well-
connected, high-quality explanations. This final
version of the English prompt (Figure 7) was
adopted for all subsequent evaluations.

E.2 Model Evaluation Prompt

To ensure consistent and reliable automatic LLM-
Judge evaluation of model-generated poem expla-
nations, we designed a clear and structured sys-
tem prompt (see Figure 8). The prompt positions
the evaluator as an expert Arabic linguist and liter-
ary critic, responsible for assessing AI-generated
verse-by-verse explanations against ground-truth
references.

Each poem is evaluated on two key dimen-
sions: Faithfulness/Consistency, which measures
how accurately the explanation reflects the verse’s
intended meaning, and Fluency/Grammaticality,
which assesses the quality of the generated text
in Modern Standard Arabic. Annotators assign
a score from 1 to 5 for each criterion based on
the overall performance across all verses, without
providing per-verse feedback or open-ended com-
mentary.

The prompt ensures simplicity, objectivity, and
high inter-annotator agreement, making it well-
suited for evaluating poetic reasoning in culturally
rich and linguistically nuanced contexts like Arabic
poetry.
F Additional Examples: Qualitative,

Translated, and Quantitative Insights
In the following section, we present a more de-
tailed evaluation of the Textual-Entailment (Refer
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System Prompt used to evaluate the poem explanation for Faithfulness and Fluency metric

You are an expert Arabic linguist and literary evaluator.

Your task is to ** evaluate a full Arabic poem ’s verse -by-verse explanations **.
You will compare **ground -truth** (human -written) explanations with
** generated ** explanations from an AI model.

You will judge each verse explanation based on the following two criteria:

---

### Evaluation Criteria (per verse)

1. ** Faithfulness / Consistency **:
Is the generated explanation consistent with the meaning of the verse?
- Score 5: Deeply faithful to the verse ’s content
- Score 3: General alignment but loses poetic imagery
- Score 1: Misinterprets or invents meaning

2. ** Fluency / Grammaticality **:
Is the generated explanation well -formed Modern Standard Arabic?
- Score 5: Fluent , grammatically correct
- Score 3: Understandable with minor issues
- Score 1: Awkward , incomplete , or ungrammatical

---

### What You Will Receive

You will receive for each poem:
- ‘poem_title ‘
- "ground_truth ": a list of objects { "v": <int >, "text": <string > }
- "generated ": a list of objects with the **same v indices **

---

### What You Must Do

- Compare all verses together and assign a single score of 1-5 for each
criterion.

- Do **not** provide per -verse scores or any comments.

Then:
- Calculate average scores for the whole poem
- Provide an ‘overall_score ‘ (1-5) that reflects your judgment across all

verses

---

Do NOT provide any comments or rationale.
Respond with valid JSON **only** in this format:

### Output Format (in JSON)

{
"faithfulness_score ": <1-5>,
"fluency_score ": <1-5>,
"overall_score ": <1-5>

}

Figure 8: System prompt used for LLM-Judge evaluation of verse-by-verse poem explanations. LLM (OpenAI,
2024) compare AI-generated outputs with original explanations and assign overall scores for faithfulness to meaning
and fluency in MSA, following clearly defined criteria. The structured format ensures consistency and reliability
across evaluations.
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Model Pre-Islamic Transitional Early Islamic Umayyad Abbasid Fatimid
C

lo
se

d

GPT-4o-2024-08-06 (OpenAI, 2024) 0.6425 0.6502 0.7116 0.6166 0.6699 0.7050
GPT-4o-mini-2024-07-18 (OpenAI, 2024) 0.4355 0.4789 0.5436 0.4200 0.4266 0.4532
Gemini-2.5-Flash (AI, 2025b) 0.7275 0.7308 0.7527 0.7112 0.7417 0.7542
Gemini-2.0-Flash (AI, 2025a) 0.6908 0.7156 0.7458 0.6798 0.7033 0.7462
Gemini-1.5-Pro (Reid et al., 2024) 0.6004 0.6372 0.6497 0.6312 0.6035 0.6502
Fanar-Star (Team et al., 2025) 0.6142 0.6354 0.6621 0.5900 0.6413 0.6717

O
pe

n

Deepseek-V3 (Liu et al., 2024) 0.5066 0.5875 0.6174 0.5482 0.4736 0.5581
Deepseek-R1 (Guo et al., 2025) 0.5066 0.5875 0.6174 0.5482 0.4736 0.5581
Llama-3.3-70B (Meta AI, 2024) 0.5456 0.5469 0.5747 0.5211 0.5341 0.5387
Qwen-3 (Team, 2025) 0.6142 0.6354 0.6621 0.5900 0.6413 0.6717
Aya-Expanse (Dang et al., 2024) 0.6142 0.6354 0.6621 0.5900 0.6413 0.6717
ALLaM-7B (Bari et al., 2024) 0.5619 0.5630 0.6037 0.5844 0.5848 0.6158
Jais (Sengupta et al., 2023) 0.6124 0.6289 0.6482 0.6047 0.6295 0.6421
AceGPT-v2-70B-Chat (Huang et al., 2023) 0.5851 0.5656 0.6104 0.5770 0.6119 0.6095

Model Andalusian Ayyubid Mamluk Between Dynasties Ottoman Modern

C
lo

se
d

GPT-4o-2024-08-06 (OpenAI, 2024) 0.7128 0.6774 0.7393 0.6656 0.7379 0.6843
GPT-4o-mini-2024-07-18 (OpenAI, 2024) 0.4869 0.4303 0.4507 0.4240 0.4836 0.3988
Gemini-2.5-Flash (AI, 2025b) 0.7778 0.7416 0.7866 0.7398 0.7994 0.7544
Gemini-2.0-Flash (AI, 2025a) 0.7527 0.7320 0.7698 0.7164 0.7585 0.6951
Gemini-1.5-Pro (Reid et al., 2024) 0.6710 0.6074 0.6377 0.5971 0.6441 0.5965
Fanar-Star (Team et al., 2025) 0.6749 0.6454 0.7105 0.6342 0.7151 0.6429

O
pe

n

Deepseek-V3 (Liu et al., 2024) 0.5927 0.5065 0.5448 0.4929 0.5226 0.4705
Deepseek-R1 (Guo et al., 2025) 0.5927 0.5065 0.5448 0.4929 0.5226 0.4705
Llama-3.3-70B (Meta AI, 2024) 0.5873 0.5221 0.5849 0.5129 0.5712 0.4897
Qwen-3 (Team, 2025) 0.6749 0.6454 0.7105 0.6342 0.7151 0.6429
Aya-Expanse (Dang et al., 2024) 0.6749 0.6454 0.7105 0.6342 0.7151 0.6429
ALLaM-7B (Bari et al., 2024) 0.5892 0.6044 0.6736 0.5905 0.6556 0.6302
Jais (Sengupta et al., 2023) 0.6540 0.6399 0.6812 0.6183 0.6625 0.6348
AceGPT-v2-70B-Chat (Huang et al., 2023) 0.6215 0.6131 0.6683 0.5681 0.6273 0.6044

Table 18: Era-wise Evaluation using Textual Entailment (TE). Era-wise performance of closed and open-source
models on the Arabic poem understanding task, measured using the Textual Entailment metric. This metric evaluates
how well the model-generated explanation logically aligns with the original poem content. The results are grouped
across key historical eras, from Pre-Islamic to Modern, allowing a fine-grained view of model strengths and
limitations across time periods. Closed models such as GPT-4o and Gemini variants demonstrate consistently
high entailment across most eras, while select open models like Deepseek-V3 and Aya-Expanse show promising
results in specific historical contexts. This analysis highlights the importance of temporal generalization and cultural
grounding in building robust Arabic literary reasoning models.

Table 18) metric across the 12 historical eras, com-
paring both open-source and closed-source models
on this dimension. To support comprehensive en-
gagement and a clearer understanding of the data
evaluated, we also include selected English transla-
tions of Arabic poetic samples, as well as additional
qualitative Arabic examples. These additions offer
deeper insight into the linguistic diversity, thematic
range, and overall quality of the dataset used in our
analysis.

F.1 English Translated Qualitative Samples

To support accessibility and improve cross-
linguistic understanding, we translated selected
Arabic poetry samples shown in Figure 2 into En-
glish. For this task, we used GPT-4o, which pro-
vided deeper context-aware translations that more

accurately capture the figurative and rhetorical nu-
ances of the original verse, outperforming basic
literal tools such as Google Translate. These trans-
lations allow non-Arabic speakers to more easily
engage with the literary richness, emotional depth,
and stylistic variety explored in our research.

F.2 Additional Qualitative Samples
To further showcase the dataset’s richness, we
present additional qualitative samples spanning di-
verse historical periods, poetic genres (e.g., satire,
elegy, political verse), and metrical patterns (See
Figure 10). These examples were selected to
demonstrate the stylistic, thematic, and rhetorical
variety encountered in our evaluation.

20242



Abbasid  ( يسابعلا )

This poem offers a profound depiction of existential truths, using
vivid metaphors and rhetorical elegance. Here's a verse-by-verse
explanation:
Verse One: Everyone who mourns the dead will one day be
mourned, and every weeper will himself be wept over. The verse
reflects the inevitability of death, which spares no one.
Verse Two: All that is hoarded—wealth or possessions—will
eventually perish, and all who are remembered will one day be
forgotten. A meditation on the impermanence of material wealth
and fame.
Verse Three: Only God remains. Whoever believes they have risen
or triumphed, God is far above them. A declaration of God's eternal
supremacy and the fleeting nature of human status.
Verse Four: There are matters we have been entrusted with; for
them, we strive and suffer.A reflection on the hardship of life and
the human pursuit of purpose.

Poet: Abu Nuwas

Genre: WisdomMeter: Ar-Ramel

Everyone who mourns—will one day 
be mourned

Everyone who weeps—will one day be 
wept over

Everything stored—will one day perishEveryone remembered—will one day 
be forgotten

None remains but God aloneWhoever rises—God is higher still 

Indeed, some matters have already 
been taken care of for us

It is for Him we strive and suffer 

Omayyad ( يوملأا ) Pre-Islamic ( ملاسلإا لبق/ يلھاجلا )

Poet: Al-Farazdak 

Genre: Satire Meter: At-Tawil 

I see a vast, hollow land rich in fruitSo go forth—my motherland is 
your people’s land

The best words from strangers are 
honest ones

And praise Saʿd for what it deserves

The solid dwellings neighbors feel 
no fear nearby 

When the Pleiades fail to bring rain, 
their lightning still flashes in vain. 

This poem speaks of the Ṭuʿah tribe, describing their character,
values, and the poet’s disapproval of certain behaviors among them.
Here's a brief breakdown of each verse:
Verse One: So go forth—my motherland is your people’s land."
A call from the poet to a woman (likely a poetess), inviting her to
visit the land of Ṭuʿah, likening it to a mother—symbolizing deep
emotional connection. see a vast, hollow land rich in fruit."
Describes a fertile, expansive area with abundant yield.
Verse Two: "And praise Saʿd for what it deserves.” The poet praises
the tribe's goodness and noble character. "The best words from
strangers are honest ones.” Emphasizes the tribe’s reputation for
truthfulness, which earns them trust even from outsiders.
Verse Three: " The solid dwellings—neighbors feel no fear nearby."
A metaphor highlighting the tribe’s hospitality and the safety they
offer; their homes are places where others feel secure.

This poem is a heartfelt elegy reflecting the poet’s deep yearning for a
lost beloved and a cherished place. I will explain each verse
individually:

Verse One: The poet opens with a call to weep over the memory of a
beloved and a once-inhabited home. Siqṭ al-Liwā is likely a
mountainous site, located between al-Dukhūl and Ḥawmal—two
opposing landmarks.
Verse Two: He describes the home’s enduring traces—Tawḍiḥ and
al-Miqrāʾ—still visible despite time, shaped by winds from the south
and north, signifying the home’s resilience and vastness.
Verse Three: The scene is completed with scattered deer droppings
in its courtyards and lowlands, likened to peppercorns—evoking a
vivid image of abandonment and lingering traces of past life.

Poet: Imro’ Al Quais 

Genre: Love (Ghazal) Meter: At-Tawil 

In the valley of Al-Luwa, between 
Ad-Dakhul and Hawmal

Stop, let us weep over the memory of 
a beloved and a home

Because it was woven from the 

south and the north

it became clear and the reading did 
not fade

And its lowlands are like black 
peppercorns 

You see the droppings of wild deer 
scattered across its plains 

Transitional ( نومرضخملا )

This poem expresses a firm rejection of injustice and bias,
showcasing the poet’s courage in confronting corruption and
distancing himself from a morally degraded environment. I will
explain each verse individually:
Verse One: The poet addresses Haram, symbolizing the judge or
ruler, affirming his role as a man of justice. The line “If al-Aḥwaṣ
reaches the water before me” metaphorically points to injustice,
where someone less deserving claims rights ahead of the poet. It
criticizes the misallocation of entitlements and the poet’s
exclusion.
Verse Two: The poet prays that the oppressor and his kin be
separated from his own people, reflecting a complete
disassociation. In saying “Do not equate their nature with mine,” he
urges the ruler not to compare or unite him with the wrongdoers,
firmly rejecting any resemblance, affiliation, or shared fate.

Poet: Labid Bin Rabi’a 

Genre: Separation Meter: Ar-Rojz

If al-Aḥwaṣ reaches the water 
before me

O Harem, you who are known for 
justice

Do not equate their nature with 
mine

For his people would destroy my 
people

I have warned against the 
foolishness of ignorance.

(Between) their lineage and mine—
there is no comparison. 

Islamic ( يملاسلإا ) Andalusian ( يسلدنلأا )

Poet: Issa Bin Fatek 

Genre: Politics Meter: Al-Wafer 

They mounted their noble, swift 
steeds, well-trained and ready

At daybreak, they prayed and 
rose to stand firm

The sword-bearers kept on 
slaughtering us relentlessly.

When they gathered in force, 
they charged at their foes

The darkness of night, in which they 
slipped away and evaded us

For the rest of the day—until it 
reached them 

The poem narrates a battle between a small group of faithful
warriors and a much larger opposing force. Through faith,
discipline, and resilience, the minority emerges victorious, while the
poem denounces tyranny and elevates divine justice. I will explain
each verse individually:

Verse 1: At dawn, the believers begin their day with prayer before
mounting their noble steeds (jurd al-ʿitāq), symbolizing their
preparedness and noble resolve.
Verse 2: The larger army launches a fierce and sudden assault. The
mention of “sword-bearers” (dhūw al-jaʿāʾil) underscores the
violence and high casualties inflicted upon the faithful.
Verse 3: The battle rages until nightfall, when the attackers use the
cover of darkness to escape—highlighting the spiritual and moral
triumph of the steadfast believers.

This poem expresses the poet’s profound emotional turmoil, using 
powerful imagery to convey his grief. Below is a verse-by-verse 
analysis:

Verse 1: The poet finds it enough to see glory itself lamenting—his
personal sorrow is a reflection of the decline of noble values. “Glory”
serves as a symbol of lost greatness, making his grief all the more
universal.
Verse 2: He hides a heart overwhelmed by pain, whose sighs are so
intense they "split the chest" and bring tears flowing like milk—a
vivid metaphor for suppressed anguish.
Verse 3: Immersed in sorrow, he questions how he could possibly
conceal it—like one soaked by a spring who cannot pretend to be
dry. The image stresses the impossibility of hiding deep emotional
wounds.

Poet: Ibn Khafaja 

Genre: Patience Meter: At-Tawil 

It is enough of a tragedy that you see 
me in tears

My complaint is complete when I 
see glory itself in sorrow 

The echo of groans draws out calm, 
flowing tears

I conceal a heart that cracks the 
chest with every sigh 

Thirsting even as it emerges from 
the very source of water

And how could I hide this burning 
fire I’ve found within me 

Figure 9: Translated Samples. This figure presents English translations of the Arabic samples shown in Figure 2. The
translations are included to facilitate understanding and accessibility for non-Arabic speakers, allowing broader engagement with
the poetic content without requiring prior knowledge of Arabic.
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Love (Ghazal لزغ   )

""
ُ

تو ،ةليمج ن8عل اع7ًدب افًصو ةديصقلا هذ) دّع
ُ

@Aم زDةرا 
 ت]ب لY حرشأس .تاراعتسلااو تاQRبشOلا مادختسا IJ رعاشلا

:ةدح ^[ع

أ:لولأا ت)بلا
َ

أ اـم اـي
ُ

لقمُ ا.َ-سِ*حَ
َ

ة
ً

لوَ  
َ
لما لاوـ

َ
ةـحَلا

َ
ل 

َ
أ م

َ
 أدبي :حرشِ=َ>;

لائاق نJعلا لامج حدمب رعاشلا
ً

اPرعمُ ،"ةلقم ا.-سحأ ام ايأ" 
ً

 نع 
أ مل ةحَلالما لا ولو" فيضيُ مث .ا.T ديدشلا ھبا>;إ

َ
 [Jشُ\ و]و ،"ب>;

لاامج س*ل نJعلا لامج نأ _^إ
ً

 ،قٌيقدو نٌقتمُ لٌامج و] لب ،ايًداع 
 س*ل ان] لام>kاف .لماiلا ھلامج ريدقتل ةققدمُ ةظحلام _^إ جاتحي

 .لمأتلا قحتسs ليصافتو ةقد ھيف لب ،طقف اnًر]اظ

خ:ي0اثلا ت)بلا
َ

ةــَّيقِول
ٌ

خ يـف 
َ

ـس  اـ.xِّقِول
ُ

ثلا بِنَعِ نمِ ءُادnوَ
َ

لع
َ

 :حرشِ=
 و]و ،"بلعثلا بنع نم ءادnوَسُ"ـب نJعلا ؤPؤب داوس ان] رعاشلا ھبشُ\
sخ" ةمل� .ھنول لامجو نكادلا ا]داوس ز[�يُ عٌ\دب ھٌي=ش

َ
ةَّيقِول

ٌ
" sع�� 

 نJعلا قلخ لامج ز[�يُ "ا.xقولخ ��" عم ا]رnركتو ،ةقل�kا ةنسح
 يذلا- بلعثلا بنع رعاشلا مدختس\ .ليصافت نم ھnوتحت ام لامجو
 .نJعلا ؤPؤب داوس قمع حيضوتل -نكادلا دوسلأا ھنولب فرعُ\

ن اذإِ:ثلاثلا ت)بلا
َ

ظ
َ

ك  ھِفِطعِ �� زُابلا رَ
َ

ش ھُتسَ
ُ

اعاع
ً

 …………_�عَ 

أ
َ

أ اـم اـي
ُ

لقمُ ا.َ-سِ*حَ
َ

لوَة
َ
لما لاوـ

َ
ةـحَلا

َ
ل 
َ

أ م
َ

بَِ;:

خ
َ

ةــَّيقِول
ٌ

خ يـف 
َ

ـساـ.Dِّقِول
ُ

نعِ نمِ ءُادGوَ
َ

ثلا بِ
َ

لع
َ

بِ

ن اذإِ
َ

ظ
َ

زابلا رَ
ُ

 VW ِكھِفِطع
َ

ش ھُتسَ
ُ

اعاع
ً

لما `_عَ 
َ

بِكِن  

Praise (Madḥ حدم )

 ،ميمت klبل ھتداقو 8Aمن ھب ماق وٍزغ نع ثدحتت ةديصقلا هذ)
 ^[ع ت]ب لY حرشsس .رسلأا نم بنق نب ميّتل هرoرحت فصتو

:ةدح

غ:لولأا ت)بلا
َ

ن ازَـ
َ

قوَ رٌمِ
َ

ت �ِ�بَ دَا
َ

ل َّرـمَوَ  مٍيمِ
َ

لأا ھُ
َ

غدِوعُُّسلابِ نُمِايَ
َ

 ازَ
ن
َ

 دئاق مسا و] رمنو ،يّركسع مٍو>� نّش _�ع لدي "ازغ" لعف :رٌمِ
قوَ .وزغلا

َ
ت �ِ�بَ دَا

َ
 �� ميمت ��ب ةليبق داق رمن نأ رطشلا اذ] نJبي :مٍيمِ

ل َّرمَوَ .تاوقلا عمجو رمأو رادأ ��عs "داق" .ا]وزغ
َ

لأا ھُ
َ

 :دِوعُُّسلابِ نُمِايَ
 حاجنلاب يأ دِوعُسّلابِ رمن _�ع مايلأا رورم فصي رطشلا اذ]
 وأ ةكرابلما مايلأا ¢�عمب "موي" عمج "نمايلأا" .تاراصتنلااو قيفوتلاو
 .ة¤£انلا

ف:ي0اثلا ت)بلا
َ

لا َّكفَ
ْ

غ
ُ

ت نْعَ َّل
َ

ق نِبْ مِيْ
ُ

توَ  بٍنْ
َ

لاَّسلا �ِ� مٌيْ
َ

 لِسِ
لاوَ

ْ
فدِويُقُ

َ
لا َّكفَ

ْ
غ
ُ

ت نْعَ َّل
َ

ق نِبْ مِيْ
ُ

 رnرحت ةيلمع رطشلا اذ] فصي :بٍنْ
ف" .رسلأا نم بنق نب ميت

َ
غلا"و ،لازأ ��عs "َّكفَ

ُ
 وأ ديقلا _^إ [Jشُ\ "لّ

توnَ.ھطPرت تنا� �§لا دافصلأا
َ

لاَّسلا �ِ� مٌيْ
َ

لاوَ لِسِ
ْ

 رطشلا اذ] :دِويُقُ
 ادًيقم اً[Jسأ نا� ثيح ،هرnرحت لبق بنق نب ميت ةلاح »ªوي
ت ةفدا[®م تامل� "دويقلا"و "لسلاسلا" .للاغلأاو لسلاسلاب

ُ
 ةدش ز[�

 �� ميمت ��ب ةوقو رمن ةلوطب روصت ةديصقلا ،راصتخاب.هرسأ
 .بنق نب ميت ـك م²ٍّم ٍ[Jسلأ م]رnرحتب م.±عا>° ز[�تو ،م]وزغ

Wisdom (Ḥikma ةمكح )

 وأ ،ةعيبطلا IJ مكحتلا ^[ع رعاشلا ةردق نع ثدحتت ةديصقلا"
 ةردقلا هذ) نأ ةقيقح حرش"و ،مكحتلا كلذل هروصت لقلأا ^[ع
:ةدح ^[ع ت]ب لY حرشsس .ءايشلأا ةعيبطب ةدودحم

أ:لولأا ت)بلا
َ

او]رَ حnُرلا ُّبُ.َ´ ي³ذإِ نعَ
ً

� يرـسµَوَ  
ُ

ل
َّ

 تُ¶شِ اـم
غلا

َ
أمُام

َ
 ھتردق نع رعاشلا [ّ�عُ\ ."يsدارإب" وأ "ي³ذإب" ¢�عمب :ي³ذإِ نعَ

او]رَ حnُرلا ُّبُ.َ´n.حnرلا �� مكحتلا _�ع
ً

 ،ءود]و فطلب ب.´ حnرلا :
ا[Jشمُ

ً
او]رَ" .رعاشلا ا²كلتمي �§لا مكحتلا ةجرد _^إ 

ً
 ءود] فصت "

� يرـسµَوَ .ا.±كرح ةسلاسو حnرلا
ُ

ل
َّ

غلا تُ¶شِ اـم
َ

 مامغلا [Jسµَو :مُام
 �� مكحتلا _�ع ةردق رعاشلا فيضيُ .ءاشأ امثيح )با¤¹لا(
�" .حnرلا _^إ ةفاضلإاب با¤¹لا

ُ
ل
َّ

 ."تدرأ امل�" ��عs "تُ¶شِ اـم

لوَ:ي0اثلا ت)بلا
َ

غلا َّنـكِ
َ

ل مَاـم
َ
ت  عٌاـبطِ ھُـ

َ
ـسُّجبَ

ُ
كوَ اـ.Tِ ھُ

َ
لوَمُاركِلا اذ

َ
 َّنـكِ

غلا
َ

ل مَاـم
َ
 اعًضاخ س*ل ھنّأ يّأ ،ةصا�kا ھعابط ھل مامغلا نّكل :عٌاـبطِ ھُـ

ت .رعاشلا ةدارلإ امًامت
َ

ـسُّجبَ
ُ

ت :اـ.Tِ ھُ
َ

 [Jشُ\ ان] .�¿ابتلا وأ رخافتلا :سُّجبَ
 رعاشلا ةدارلإ عضخي لا ھنأ ¢�عمب ،ھعابطب رخافتي مامغلا نأ _^إ
Àشiكوَ .ھصئاصخو ھن*ناوق ھل لب قلطم ل

َ
 يّأ ،ماركلا اذكو :مُاركِلا اذ

اضيأ م²ل ،ةيلاعلا ةناiلما يوذ ماركلا صا�°لأا
ً

 لا �§لا م²عÂابط 
 ......... رعاشلا ھبشُ\ .ةلو²سÀ ا²عاضخإ نكميُ

أ
َ

c يbذإِ نعَ
َ

اوgرَ حGُرلا ُّبُ.
ً

j يرـسhَوَ 
ُ

ل
َّ

تlشِ اـم
ُ

غلا 
َ

مُام  

لوَ
َ

غلا َّنـكِ
َ

ل مَاـم
َ
عٌاـبطِ ھُـ ت 

َ
ـسُّجبَ

ُ
كوَ اـ.tِ ھُ

َ
مُاركِلا اذ  

غ
َ

ن ازَـ
َ

قوَ رٌمِ
َ

ت }zِبَ دَا
َ

مٍيمِ ل َّرـمَوَ 
َ

لأا ھُ
َْ

دِوعُُّسلابِ نُمِايَ  

ف
َ

ف
َ

لا َّك
ْ

غ
ُ

ت نْعَ َّل
َ

ق نِبْ مِيْ
ُ

ن
ْ

بٍ توَ 
َ

لاَّسلا VِW مٌيْ
َ

لاوَ لِسِ
ْ

ق
ُ

دِويُ  

Satire (Hijaa !"ءا )

 ،توA@��او ملظلل ةضفار ةٍرئاث حٍور نع مّنت ةديصقلا هذ)
 :ةدح ^[ع ت]ب لY حرشأس .مزحو ةوقب ھل يدصتلا ^�إ وعدتو

ف نم ةدّوم مزلاو  كس³ نم ةوخإ ضفرإ:لولأا ت)بلا
َ

 أدبي :كتَ
ةوخلأا ضفري و²ف ،ةnوق ةٍحيصن ھيجوتب رعاشلا

َ
 ر²ظيُ نم عم 

لما د]زلاو ةnر]اظلا ىوقتلا يأ( كسÄلا
ُ

 كسÄلا اذ] نّلأ كلذو )عنّصت
اراتس نوiي دق

ً
كؤnُو .عاد�kاو رّشلا يفخي 

ّ
 ةدّومزلا ةيم]أ _�ع د

 دق يّوقلا اذ²ف ،)كتفلا( عا>°و يّوق و] نم عم )ةقادصلاو ةدولما(
افيلح نوiي

ً
.ملظلا ة²جاوم �� لضفأ 

اظعنمُ كريأب ض.Æاو:ي0اثلا ت)بلا
ً

ثحي :ككسلا �� فوّطف ھPو  
ّ

 
 "كريأ" مادختساب ،ةعا>°و ةٍوقب قلاطنلااو ضو.-لا _�ع رعاشلا
اظعنم"( ھيف س=ل لا ٍ»ªاو لiٍشÀ )كتوق وأ كحلاس يأ(

ً
ايلج يأ "

ً
 

ار]اظ
ً

ثحnُو .)
ّ

 مدعو ةوقلا را²ظإ _�ع يأ ،تاقرطلا �� ھب لوجتلا _�ع 
 .ءادعلأا ة²جاوم نم فو�kا
اف²ف²َمُ تَيقل اذإف :ثلاثلا ت)بلا

ً
³ دق امًيخر ىًوحأ   

َ
 فصي :كسَ

اعون ان] رعاشلا
ً

 نور]اظتم يأ( "نوف²ف²م" م²ُف ،ءادعلأا نم 
 يأ( "نوميخر"و )م]ر]اظ �� نونيل يأ( "ءاوحأ" ،)عوض�kاو فعضلاب
³ دق" ةقيق¤kا �� م.-كل ،)م²ملاك �� نوقيقر

َ
 اور]اظت يأ( "اوiسَ

ارطخ دّشأ م] ءلاؤ]و .)د]زلاو ىوقتلاب
ً

 .نJحnرصلا ءادعلأا نم 
 

ف نم ةدّوم مزلاو كسb نم ةوخإ ضفرإ
َ

ت
َ

ك

اظعنمُ كريأب ض.�او
ً

ككسلا VW فوّطف ھ�و   

تيقل اذإف
َ

اف�فَ�مُ 
ً

b دق امًيخر ىًوحأ 
َ

 كسَ

Praise (Madḥ حدم )

ذفلا ھتدايقو ةلودلا فيس ةعا�� ةديصقلا دجّمت هذ)"
ّ

 ،ة
 حرشsس.نيدلاو د��ا مدخت ةيلوطب ةم��مك ھتاراصتنا روّصتو
Yةدح ^[ع ت]ب ل:

ق _�عَ:لولأا ت)بلا
َ

أ رِد
َ

ت مِزعَلا لِ]
َ

توَ  مُئِازعَلا يsأ
َ
ق ىـلعَ يsأـ

َ
 مِاركِلا رِد

لما
َ

iةقلاع ان] رعاشلا ررقي :مُرِا
ً

ةيدرط 
ً

 قيقحت نPJو ةدارلإاو مزعلا نJب 
 مراiلماو ،[Jبكلا مزعلا با¤Ëأ نم يsأت ة[Jبكلا مئازعلاف .فاد]لأا
 و] ان] مزعلا .ةفnرشلا سوفنلا يوذ ماركلا نم ردصت ةميظعلا
 .ھل ب=سلما و] حاجنلاو ،ب=سلما
sوَ:ي0اثلا ت)بلا

َ
ظع

ُ
ـصلا نِـيعَ يـف مُـ

َ
توَ  ا]رُاغصِ ِ[Jغ

َ
غـص

ُ
 نِـيعَ يـف رُ

 فلتخي روملأا ريدقت َّنأ ان] رعاشلا »ªوي :مُئِاظعَلا مِيظعَلا
 ص�Íلا رظن �� ةميظع ودبت ة[Jغصلا ءايشلأاف .صا�°لأا فلاتخاب
 ميظعلا ص�Íلا رظن �� ة[Jغص ة[Jبكلا ءايشلأا ودبت امن*ب ،لي¶ضلا
 قفأ قيض _�ع لدي اذ] .ةيماسلا فاد]لأاو ة[Jبكلا تاحومطلا يذ
 .ميظعلا قفأ عاسsا لباقم [Jغصلا
iيُ:ثلاثلا ت)بلا

َ
ل
ّ
فـِ

ُ
ـس 

َ
في

ُ
لودَلا 

َ
قوَ ھُـَّمَ] شَـ*َ>kا ةِـ

َ
 ھُـنعَ تزَـَ>َ; دـ

�kا شُويُ>kا
َ

 "ةلودلا فيس" ش*ج ةوق _^إ رعاشلا [Jش\ :مُرِاض
 ىرخأ شويج ا.-ع تز>; �§لا ةبعصلا تام²لما لمحت _�ع ھتردقو
 اذ] ز[�يُ .)بور¤kا �� ةمرض�Ñا ��عs "مراض�kا"( ةعساو ة[�خ تاذ
.ا][Jغ ھنع ز>; ام قيقحت _�ع ةلاعفلا ةدايقلا ةردق ت*بلا
 

Elegy (Rithaa ءاثر )

 ،ھبابحأ دقفل ديدشلا ھنزحو رعاشلا نع ةديصقلا هذ) ثدحتت
 ام لY ھنم بلس يذلا نمزلا نم طٍونقو قٍيمع سٍأي نع Aّ@ع"و
:ةدح ^[ع ت]ب لY حرشsس .زoزع نم كلمي
 
لوَ تُـعزِجَ:لولأا ت)بلا

َ
أوَ  عزََ>kا َ�ِ^ ُّدرُـيَ اـم نـكِ

َ
ل تُلوَع

َ
أ و

َ
 لnُوعَلا ¢�غ

لوَ
َ

ن و
َ

 تُنزح يأ( تُعزج دقل :ةيسفنلا ھتلاح ناي=ب رعاشلا أدبي:عفَ
Àةدش( ا نكلوk<تُلوعأو ،ھتدقف ام �^ دّريُ لا عز )تٍوصب تُيكب يأ 

 ت*بلا اذ] [�ع\ .رّلما عقاولا نع �ِ�غُ\ لاو ديفيُ لا لnوعلا نكلو )لٍاع
 وأ جٍلاع يّأ زواجتي يذلا ھنزح ةوقو ھتب*صم مامأ رعاشلا ز>; نع
sكسJٍن. 
لأا ��كِاس اـي:ي0اثلا ت)بلا

َ
لإِ �^ لَ] ثِادج

َ
كي

ُ
ق ىـلعَ  م

ُ
كPِر

ُ
 ىدمَ �ّ�مِ م

طمُ رِ]دَلا
َّ

ل
َ

 ،)ثادجلأا ��كِاس( ىsولما ھبابحأ ان] رعاشلا بطاخي :ع
لأسµو

ُ
 مكPرق _�ع" .يدالما م]دعÀ مغر م.xلإ لوصولا ةيناiمإ نع م²

 نّكل ،م.´ايح �� ھنم ��مزلا م.Tرق _^إ [Jشs "علطم ر]دلا ىدم ��م
ف تولما

َ
ت لا لٍصاوفب م.-يب لَصَ

ُ
 ._Óَمَ

ف:ثلاثلا ت)بلا
َ

Ô وَ
َ

أ ام ِ
َ

كنمِ رُ]دَلا َ�ِ^ ىقب
ُ

اـب*بحَ   مُ
ً

ذ لاوَ 
ُ

ارـخ
ً

 
ل
َ

 لا :ءٌ�Ø× ھبابحأ نم ھل قّبÖي مل ھنأ Õاب رعاشلا مسقي :عدَوَ لاوَ يرـمعَ
خذ لاو ،ھيساويُ بٌ*بح

ْ
 )ةقادصو ةدوم يأ( ٌّدو لاو ، )ةورث وأ لام يأ( رٌ

 و ھnزّعُ\ نا� ام لiّل رعاشلا نادقف ت*بلا اذ] ز[�يُ .م.´اnركذ نم ىقبي
 .ھتايح �� هدعسُ\

تـعزِجَ
ُ

لوَ 
َ

أوَ  عز78ََا 4ِ5َ ُّدرُـيَ اـم نـكِ
َ

تلوَع
ُ

ل 
َ

أ و
َ

لوَ لُ@وعَلا <=غ
َ

ن و
َ

ف
َ

ع  

لأا G=كِاس اـي
َ

لإِ 45 لKَ ثِادج
َ

كي
ُ

ق ىـلعَ  م
ُ

كRِر
ُ

=مِ م
ّ

G َدَلا ىدمKِطمُ ر
َّ

ل
َ

ع  

ف
َ

X وَ
َ

أ ام ِ
َ

كنمِ رKُدَلا 4ِ5َ ىقب
ُ

اـب^بحَ مُ
ً

ذ لاوَ 
ُ

ارـخ
ً

ل 
َ

 عدَوَ لاوَ يرـمعَ

ق efعَ
َ

أ رِد
َ

Kِت مِزعَلا ل
َ

توَ مُئِازعَلا يkأ
َ
ق ىـلعَ يkأـ

َ
لما مِاركِلا رِد

َ
oمُرِا 

kوَ
َ

ظع
ُ
ـصلا نِـيعَ يـف مُـ

َ
توَ اKرُاغصstِِغ

َ
غـص

ُ
 مُئِاظعَلا مِيظعَلا نِـيعَ يـف رُ

oيُ
َ

ل
ّ
فـِ

ُ
ـس 

َ
في

ُ
لودَلا 

َ
قوَ ھُـَّمKَ شَـ^78َا ةِـ

َ
{7ا شُوي78ُا ھُـنعَ تزَـzَ8َ دـ

َ
 مُرِاض

Reproach (Itab باتع )

"
ُ

 نا�l Yلا ةنا�لماو زعلا سلا�� رعاشلا قوش نع تايبلأا Aّ@ع
 فويسلا نم ���مأب ھفصي ثيح ،ةلودلا فيس لظ IJ ا�R معني
 ،ھب ھعمجت تنا�l Yلا نكاملأا ^�إ ن8ن��ا رDظoو .ھبايغ بتاع�و
 :ةدح ^[ع ت]ب لY حرشأس .موجنلاو لام��ا اQRف ^[جتoو

،ةلودلافيس_^إھَّجومباتعÀرعاشلااع>°أأدبي :لولأا ت)بلا
لائاسÖم

ً
¢ÚØمأوسانلھنوiبھحدتميمث.ه[Jّغsوأھبضغ ب=س نع

 .باتعلامغرما[®حلاار²ظيُامم،كراعلما��فويسلا

لاھنكل،ةلودلافيسلھقايÖشانعرعاشلا[�ع\:ي0اثلا ت)بلا
ةوجفلاز[�يُامم،قوشلا[Jثتلاةلحاقنكامأىريلب ،هدجي
.لاصولاوبرقلابايغب=سÀا.Tرعش\�§لا نامر¤kاو

ةلودلافيسنا�نJحليم>kاھيضامرعاشلاركذتي :ثلاثلا ت)بلا
روض¤kاھيفھبشُ\يذلا�Ûارلاھسلجم��اسً*لجھلعجnو،ھنم ھPرّقيُ
 .ھيفسانلاوناiلماةمظع_^إةراشإ��،بكاوiلاوردبلاب

أ
َ

ـسلِ اـم لا
َ

لودَلا فِي
َ

ف ابتِاع مَويَلا ةِ
َ

أ ىروَـلا هُادـ
َ

 اCرِاضمَ فِويسُلا @?<م

تشاِ اـم اذإِ DEاـموَ
َ

تق
ُ

أ 
َ

ترصَب
ُ

نود 
َ

ت ھُ
َ

فئِان
َ

أ لا 
َ

قاتش
ُ

Vابسِابسَوَ ا 

قوَ
َ

ناـك دـ
َ

أھئِامسَ نمِ `?_لِجمَ ي]دـيُ 
ُ

ثدِاح
ُ

كلاوَ اgرَدبَ اefف 
َ

 ابكِاو

Political (Siyasi ايسBCD )

 ،ورمع نب ثرا¤kا� ليلج كٍلم طوقس نم ھبارغتسا نع رعاشلا [�ع\
 لذلا _^إ فاطلما ھب ¢Ýتنا مث ،نامعُ _^إ قارعلا نم هذوفن دتما يذلا

 �� ،ھكلم ةداعتسا نم ھتعنم ة[Jغص ةليبقل ارًاج ادغ دقف .ناو²لاو
 .فقولما ةرارم ز[�ي يزاجم ماتخو ،زع دعÀ ديدش رادحنلا رnوصت

.ةدح _�ع ت*ب ل� حرشÄس
 نب ثرا¤kا كللما مز.Þُ نأ نم ھتش]د نع رعاشلا [ّ�ع\:لولأا ت)بلا

 .نامعُ _^إ قارعلا نم دتمت ةعساو ادًلاب كلمي نا� يذلا ،ورمع
لم فيك ركنÖس\

َ
 .ناو²لاب باصيُ نأ ةبي²لاو ةوقلا هذ.T كٍلِ

ش ��ب ةليبق دي _�ع تءاج ةمnز²لا نأ »ªوي:ي0اثلا ت)بلا
َ

 نب _ßَمَ
ت دق �§لا ةلذلما لاiشأ دشأ نم ا.Æأب ا²فصnو ،مرج

ُ
iلم ب*ص

ً
 �� ،ا

 .ناطلسلاو ةزّعلا دعÀ ديدش رادحنلا رnوصت
 نم ثرا¤kا عنم لصاوت ةرصتنلما ةليبقلا نأ _^إ [Jش\:ثلاثلا ت)بلا
 اذ كنانح" ءادنب متخي .رصنلا اذ.T رعاشلا رختفnو ،ھكلمُ ةداعتسا
 رارمتساو مص�kا ةوطس نع يزاجم [Jبعs وأ ءاعدك امّإ ،"نان¤kا

 .ھتنمي]

Longing (Shawk قوش )

IJ (ظيُ ةديصقلا هذDب��ا ءافخإ ھتلواحم ن8ب اعًارص رعاشلا ر 
 .مDلاب لقثلما ھبلقو ھعومد ا��Dفت �lلا هرعاشم عقاوو
 ھ��فتو ،فoزلا ضفرت ھسفن نأ لاإ ،را�نلإا IJ هداR¡جا مغرف

:ةدح ^[ع ت]ب لY حرشsس .رمتسلما هؤا�¤و قشعلا ةدّش
 
 لا �lلا ھعومد للاخ نم ھقوش نع رعاشلا نلع7ُ :لولأا ت)بلا
 ت]بلا اذ) .ةلoوطلا ھتاناعم ^[ع دDش7 ھبلقو ،ا)ءافخإ عيطتس7
.تمصلا مغر فشكنت �lلا رعاشلما قدص نع Aّ@ع7ُ

 ءافخإ IJ هدDجو ھبح را�نإ رعاشلا لواحي:ي0اثلا ت)بلا
 ھبح ¨�فتف ،بذكلا ضفرت ةقداصلا ھسفن نكل ،هرعاشم
.نادجولاو لقعلا ن8ب ايًلخاد اعًارص زA@يُ ت]بلا .ھنع امًغر
 
 وDف ،ب]ب��ا ^[ع ھئا�ب ةA©ك ^�إ رعاشلا 8Aش7:ثلاثلا ت)بلا
 IJ رّمتسمُو ،)بّص( قدصب ٌّبحمُو ،)عومدلا يراج( ءا�بلا مئاد
 .نز��او ب��ا ةدش سكع7 امم ،)بّصِو بّص( قشعلا
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Figure 10: Fann or Flop Samples by Genre. Additional representative examples from the Fann or Flop benchmark, illustrating
the diversity of genres covered, including Love (Ghazal), Praise (Madh. ), Wisdom (Hikma), Satire (Hijā’), Elegy (Rithā’),
Reproach (’Itāb), Political Poetry, and Longing (Shawq). Each example showcases a poetic excerpt alongside an interpretive
breakdown highlighting figurative language, rhetorical devices, and thematic nuances. These curated samples reflect the
benchmark’s aim to evaluate models’ nuanced understanding of Arabic poetic tradition.
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