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Abstract

Selecting an optimal set of exemplars is critical
for good performance of in-context learning.
However, prior exemplar search methods nar-
rowly optimize for predictive accuracy, criti-
cally neglecting model calibration—a key de-
terminant of trustworthiness and safe deploy-
ment. In this paper, we formulate exemplar se-
lection as a multi-objective optimization prob-
lem, explicitly targeting both the maximization
of predictive accuracy and the minimization
of expected calibration error. We solve this
problem with a sample-efficient Combinatorial
Bayesian Optimization algorithm (COM-BOM) to
find the Pareto front that optimally trades off
the two objectives of accuracy and calibration.
We evaluate COM-BOM on multiple tasks from
unsaturated MMLU-Pro benchmark and find
that COM-BOM beats or matches the baselines
at jointly optimizing the two objectives, while
requiring a minimal number of LLM API calls.

1 Introduction

In-context learning (ICL) has emerged as a pow-
erful paradigm, enabling large language models
(LLMs) to solve new tasks by conditioning on a
prompt containing an instruction and a set of ex-
emplars. While a large body of work focuses on
instruction optimization, recent findings (Wan et al.,
2024a; Ajith et al., 2024) reveal that exemplar selec-
tion contributes substantially more to ICL’s perfor-
mance than instructions alone. Despite this critical
importance, principled approaches to exemplar se-
lection remain surprisingly under-explored, partic-
ularly concerning the two objectives of predictive
accuracy and model reliability.

The paper addresses this gap by re-evaluating
the core goals of exemplar selection in ICL. Prior
methods for exemplar selection predominantly pur-
sue a single objective: maximize predictive accu-
racy. While accuracy is undoubtedly important,
many high-stakes real-world applications (such as

Aryan Deshwal
University of Minnesota
adeshwal@umn.edu

Pareto Front

m
Q
m
Confidence
=
Improved Confidence
Performance Estimation

Figure 1: Optimizing for accuracy and calibration error
leads to better reliability (top). Two sides of the same
coin for self-consistency sampling (bottom).

finance, healthcare, and legal settings) require not
only high accuracy but also well-calibrated confi-
dence. Poorly calibrated models may exhibit over-
confidence in erroneous predictions or under confi-
dence in correct ones, diminishing their practical
value. Indeed, current exemplar selection strate-
gies, by largely ignoring calibration, risk scenarios
where gains in accuracy are achieved at the expense
of degradation in calibration (Zhang et al., 2024b).

Consequently, in this work, we propose that ex-
emplar selection for LLMs should be reframed as
a multi-objective optimization problem where the
goal is to jointly optimize for both accuracy and
calibration by identifying a set of exemplars that
optimally trade off these two conflicting objectives.
However, our multi-objective optimization formu-
lation of exemplar selection in ICL presents several
technical challenges: 1) combinatorial nature of
the search space in selecting an optimal subset of
exemplars, 2) the need to identify a Pareto fron-
tier of solutions that represent varying trade-offs
between accuracy and calibration, and 3) the expen-
sive and noisy nature of evaluating these metrics,
which often involve multiple LLM API calls.

In order to address these challenges, we propose
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a principled Bayesian optimization algorithm titled:
Combinatorial Bayesian Optimization of Multiple
ICL Metrics (COM-BOM). The key idea is to leverage
probabilistic surrogate models defined over com-
binatorial inputs with multi-objective acquisition
functions to intelligently guide the search towards
the pareto-optimal frontier of accuracy and calibra-
tion in a sample-efficient manner i.e. minimizing
the number of calls to the expensive LLM API calls.
The key contributions of this paper are:

1. We introduce a new formulation of exemplar
selection in ICL as multi-objective optimiza-
tion problem, explicitly targeting two impor-
tant metrics of accuracy and calibration.

2. We propose COM-BOM, a combinatorial multi-
objective Bayesian optimization algorithm,
specifically designed to tackle the key tech-
nical challenges of multiple objectives, com-
binatorial search spaces, and expensive and
noisy evaluations specific to this problem.

3. We empirically validate our approach, show-
casing its ability to identify exemplar sets that
achieve better Pareto frontier of the two ob-
jectives compared to existing methods, while
requiring fewer LLM evaluations.

2 Background and Related Work

Exemplar Selection. The simplest form of meth-
ods for exemplar selection in ICL use existing lex-
ical or embedding-based similarity metrics to re-
trieve examples most similar to the test input from
a pool of candidates (Wang et al., 2024a). Another
line of work trains bespoke retrievers specifically
to pick in-context examples (Rubin et al., 2022;
Cheng et al., 2023). One drawback of these meth-
ods is the amount of redundancy in their selected
exemplars. Diversity based approaches aim to over-
come this drawback by encouraging diversity in the
selected exemplars (Ye et al., 2023). However, all
of these approaches focus on predictive accuracy
as the primary performance metric. Recent works
demonstrate that exemplar selection contributes
more to ICL’s accuracy compared to instruction
optimization (Wan et al., 2024a; Ajith et al., 2024).
Recently, Wan et al. (2025) proposed BRIDGE al-
gorithm for exemplar selection in the many-shot
ICL setting which alternates between generating
and optimizing a set of exemplars. The optimiza-
tion step in BRIDGE leverages Bayesian optimiza-
tion to solve a bi-objective (accuracy and sparsity)

problem by converting it to a single objective via
random scalarization. Our approach differs from
BRIDGE in that we focus on optimizing calibration
and accuracy as the two objectives and directly rea-
son about the Pareto frontier using a hypervolume
based multiobjective acquisition function.

Multi-Objective Optimization. Multi-objective
optimization (MOO) (Emmerich and Deutz, 2018;
Belakaria et al., 2019; Daulton et al., 2020) ad-
dresses problems where several, often conflicting,
objective functions must be optimized simultane-
ously. Unlike single-objective problems that typ-
ically seek a single optimal solution, MOO aims
to identify a set of solutions representing the best
possible trade-offs, known as the Pareto optimal
set. A solution is considered Pareto optimal if no
objective function can be improved without degrad-
ing at least one other objective. The values of this
set in the objective space forms the Pareto front,
which characterizes the optimal attainable trade-off
between the competing objectives. The core chal-
lenge in MOO lies in efficiently exploring the input
space to discover or approximate this Pareto front.

3 Methodology

3.1 Problem Definition: Multiobjective
Formulation for Exemplar Selection

In this work, we study the problem of exemplar
selection in ICL where our objective is to identify
an optimal subset of exemplars from a given pool
& ={ey, e9...6,, } that maximizes the LLM’s per-
formance on a given task. We formalize this as
a combinatorial search problem where the search
space is defined over binary indicator vectors z €
{0,1}"™. Each element z; indicates whether exem-
plar e; is included in the prompt or not.

While most existing work on exemplar selection
focuses solely on optimizing predictive accuracy
as performance metric, many real-world applica-
tions such as clinical question answering (Agrawal
et al., 2022) or legal decision making (Lai et al.,
2024), often demand not just correctness but also
reliable model confidence. The reliability of model
confidence is quantified by expected calibration
error (ECE) which measures how much its con-
fidence, i.e. the predicted probability of correct-
ness, diverges from its accuracy, i.e. the empirical
probability of correctness. In this paper, we posit
that exemplar selection should be formalized as
a multi-objective optimization problem that seeks
to jointly optimizes for high predictive accuracy
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and low calibration error. Accordingly, we define
LLM performance using two (often conflicting)
objectives:

» Objective 1: Maximizing Predictive Ac-
curacy (face(z)) :The ability of the LLM, condi-
tioned on the exemplar set z, to generate correct
outputs.

» Objective 2: Minimizing Expected Cali-
bration Error (fgcg(z)): A metric to estimate
LLM'’s miscalibration based on its confidence (de-
rived from its output distribution conditioned on z)
and its observed accuracy.

Goal: Our overall problem setup in this paper
is succinctly formalized as the following multi-
objective optimization problem:

max
ze{0,1}™

(facc(z)’_fECE(Z)) (1)

i.e., we seek to find a set of pareto-optimal exem-
plar sets z* that offer the best possible accuracy-
calibration trade-off. Please note fgcg is negated
to maintain a consistent maximization formulation.

3.1.1 Evaluation of Accuracy and Calibration
Error Objectives

To evaluate the effectiveness of a chosen exem-
plar set z according to our multi-objective formu-
lation (1), we need robust methods for estimating
predictive accuracy (faec(z)) and ECE (fgcge(2)).
Our evaluation procedure is designed for black-box
LLM access and leverages the key principle of se-
mantic consistency (Farquhar et al., 2024; Zhong
et al., 2023) from multiple generated outputs. In-
terestingly, most popular techniques for estimating
predictive accuracy, such as self-consistency de-
coding methods (Wang et al., 2023), already rely
on generating multiple output samples from the
LLM. We describe below that ECE can be cheaply
computed from these same set of samples already
being generated from the LLM, an opportunity
overlooked by existing exemplar selection methods.
The evaluation process for a given exemplar set z
assumes a small validation set Dy, and involves the
following steps, logically grouped into per-instance
estimation and aggregate metric calculation:

Per-Instance Confidence, and Accuracy Estima-
tion For each input query x (with ground truth y)
from Dy,, and the chosen exemplar set z:

(a) Diverse Output Generation: We construct a
Prompt[z,z] and prompt the LLM to gener-

ate M diverse output sequences (potential an-
swers) Sg.z = {s1, 52, ..., Sm }-

(b) Semantic Clustering and Answer Determina-
tion: The generated samples S, , are clus-
tered based on semantic equivalence (Far-
quhar et al., 2024). Sequences s; and s; are
grouped into the same semantic cluster c if
they convey the same core meaning (e.g., via
bidirectional entailment), despite lexical vari-
ations. This results in a set of semantic clus-
ters Cp, = {c1,¢2,...,cp} (where L < M).
The predicted answer, ans(z, z), is taken from
the largest (most frequent) semantic cluster,
c* = argmaxeec, , |-

(c) Confidence Estimation: The confidence in the
prediction ans(z, z) is defined as the proba-
bility of its corresponding semantic cluster

c*: conf(x,z) = maxcec,, % This score
reflects the LLM’s internal consistency in gen-

erating the chosen semantic output.

(d) Per-Instance Accuracy: The accuracy for this
single input x given z, denoted acc(z, z), is 1
if ans(z, z) matches the ground truth label y,
and 0 otherwise.

Aggregate Metric Calculation over the Valida-
tion Set  After processing all instances in Dy,:

(a) Overall Predictive Accuracy (facc(2z)): The
overall predictive accuracy for the exemplar
set z is the average of the per-instance accura-
cies:

face(z) = ! Z acc(z,z) (2)

Dy
| le| (Iay)epval

(b) Expected Calibration Error (fece(z)): ECE
(Naeini et al., 2015) quantifies the mismatch
between the model’s confidence and its empir-
ical accuracy. It is computed as follows:

(i) Collect all (conf(x,z),acc(z,z)) pairs
for (z,y) € Dyal.
(ii) Divide the confidence interval [0, 1] into
K equally spaced bins.
(iii)) Foreachbin k (1 < k < K):
* Let B; be the set of input-output
pairs (x,y) whose conf(z,z) falls

into bin k.
e Calculate the average confi-
dence in bin k: confs, =

@ Z(:p,y)EBk conf(z, z).
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 Calculate the
curacy in bin k:
ﬁ Z(m,y)EBk acc(z,z).

(iv) The ECE for exemplar set z is the
weighted average of the absolute differ-
ences between average accuracy and av-
erage confidence across all bins:

& B
fece(z) = D]
k‘:l val

average  ac-
accp, =

-lacep, —confg, | (3)

A lower fgcg(z) indicates better calibration,
meaning the LLM’s confidence conf(z,z)
more accurately reflects its likelihood of being
correct. This evaluation methodology works
with only black-box access to API LLMs.

3.1.2 Key Optimization Challenges

There are two technical challenges that arise be-
cause of our evaluation procedure. First, each ob-
jective evaluation of the objective function is black-
box and expensive (both monetary costs of LLM
API calls and latency costs of multiple samples)
which necessitates sample-efficient methods that
can find high-quality exemplar sets with a minimal
number of objective function evaluations. Second,
each objective evaluation is black-box noisy esti-
mate of the true ground truth. Therefore, we want
to develop black-box optimization algorithms that
are robust to noisy observations. In the subsequent
sections, we detail our proposed Combinatorial
Bayesian Optimization of Multiple ICL. Metrics
COM-BOM algorithm to address these challenges.

3.2 Bayesian Optimization Solution: COM-BOM

Bayesian optimization (BO) (Garnett, 2023) is an
effective and principled framework for black-box
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Figure 2: The BO loop with a single-task GP for each
objective and multi-objective acquisition function.

Algorithm 1 Pseudocode for COM-BOM
Require: Exemplar pool &, validation set D,
evaluation budget .«
1: Randomly sample % initial z’s and evaluate the
two objective functions to initialize Dy, Py,;
Dy, = {(zi,00)}.",, 01 € {face: JECE},
Py,: Pareto Frontier(Dy, )
2: for n = tg to tax do

3: Fit Gaussian Process surrogate models fycc,
Jece on Dy, > Section 3.2.1
4: Optimize the multiobjective acquisition

function a(z | Dp, Pn) to get next point to
evaluate z, > Section 3.2.2, 3.2.3

5: Evaluate objectives on z,;; by gener-
ating samples from LLM to get op,y1 =
(face(z), fece(z)) > Section 3.1.1

6 Dus1 =Dy U{(Zns1, (0n11))}

7 P14 Pareto Frontier(Dy,41)

8: end for

Ensure: Approximate Pareto frontier Py, and

corresponding Pareto set of the two objectives:
accuracy and expected calibration error.

optimization, particularly when objective function
evaluations are expensive, as is the case in our prob-
lem setting where each evaluation requires multiple
LLM calls for a given input z (exemplar set). The
key idea in BO is to construct a probabilistic sur-
rogate model and using it to guide sequential func-
tion evaluations. Our approach COM-BOM instanti-
ates the Bayesian optimization framework with its
three core components, each tailored to address the
unique challenges of our problem setup.

First, two Gaussian process surrogate models are
constructed, which represents our belief about how
different exemplar set choices (z) influence both
predictive accuracy f,.. and expected calibration
error fgcg. Second, a multi-objective acquisition
function is employed which quantifies the utility
of evaluating the objective at different exemplar
sets by balancing exploitation of regions where
the surrogate predicts high function values against
exploration of regions with high predictive uncer-
tainty. Third, an acquisition function optimization
procedure is used to efficiently identify the most
promising exemplar set to evaluate next, thereby
guiding the iterative search process towards opti-
mal inputs with minimum objective function calls.
We describe the details of each component in the
subsequent sections. Our approach is implemented
in the BoTorch library (Balandat et al., 2020).
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3.2.1 Gaussian Process Surrogate Models
with Exponentiated Hamming Kernel

Gaussian Processes (GPs) (Williams and Ras-
mussen, 1995) are an effective class of probabilistic
model for surrogate modeling in Bayesian opti-
mization due to their ability to provide principled
uncertainty quantification. GP models are mainly
characterized by the choice of the kernel or co-
variance function (kz(z,2z’)) and a mean function
(14(z); parametrized as a learnable constant). We
use an independent Gaussian-process model, one
for each objective, with an exponentiated hamming
distance kernel (Wan et al., 2021) which is suitable
for combinatorial space of exemplar selection, i.e.,

facca fECE ~ g'P(u(Z), kH(Z7 Z/))

with kernel/covariance function

ki (z,2') = exp (—du(z,2)), 4)
U

dy(z,z') = Z 7 1[z; # zé] (5)
j=1"7

where /; is a separate lengthscale parameter for
each input dimension, typically referred as auto-
matic relevance determination. These dimension-
specific lengthscales allow the GP to learn the
relative importance of different input dimensions.
Given observations:

D, = {(Ziyoi)}:;p 0; € {facm fECE}a

define the kernel matrix and cross-covariances
[KH]ij = kH(ZZ',Zj), kH(Z) = [k:H(Z,Zi)]?:l.

Then for each objective f e{ facc, fECE}, the pos-
terior predictive at a new point z is computed in
closed form, providing both a mean prediction and
uncertainty estimate:

p(f(z) | 2, Dy) = N (un(2), s(z)), with
in(2) = (z)+ku (2) " [Kp+o21] " (o—u(Z)),
52(2) = ki (z,2)—kp(2) [Kp+021] 'ku(z),
where o2 is the observation noise variance, o =
[0d]i—y. and pu(Z) = [pu(z4)]7 -

Notation Remark: As mentioned in problem def-
inition 3.1, our goal is to minimize ECE and max-
imize accuracy. In practice, we negate the ECE
observations to transform the problem into a consis-
tent maximization formulation for both objectives.
Thus, our approach’s implementation operates on
{facc, —fucr}. However, in our discussion, we
refer to ECE in its original, unnegated form (frcEk)
where lower values are better.

3.2.2 Hypervolume based Multi-objective
Acquisition Function

The acquisition function quantifies the utility of
evaluating a candidate exemplar set z based on
the current probabilistic models of the objectives
(( f(2) | =, Dy,)). In multi-objective setting, an
effective acquisition function must jointly reason
about the two objectives and guide the search to-
wards improving the incumbent Pareto frontier P,,.

One such effective choice for a multiobjective ac-
quisition function is the Expected Improvement in
the Hypervolume Indicator (EHVI) (Daulton et al.,
2020). The hypervolume itself is the Lebesgue mea-
sure of the objective space region dominated by a
given Pareto frontier and bounded by a reference
point (Emmerich and Deutz, 2018). Intuitively, for
a set of non-dominated solutions (the Pareto fron-
tier), the hypervolume quantifies the coverage of
the objective space that these solutions collectively
achieve i.e. gives us a global view of the solution
space that is typically missed by the naive baseline
of scalarizing the two objectives. EHVI, therefore,
measures the expected increase in this dominated
hypervolume if a new candidate z were to be eval-
uated and added to the set of known solutions (see
Figure 3 for illustration). Maximizing EHVI aims
to expand the coverage and quality of the approxi-
mated Pareto front.

Let P, = {0’} qu‘ be the current Pareto frontier
and HV(-) its hypervolume relative to a fixed
reference point. Then the Expected Hypervolume
Improvement is defined as:

a(z | D, Pr) = Epiayyp, [HV (Pa U {F(2)}) -

HV (P,)|
©)

. facc<z> N 2 ”
F(z) = <fECE(Z)> N (1,(2), Za(2))

0
o (2) = ( ;%CE (Z)> ,

En(Z> - diag(si,acc(z)7 Si,ECE(Z»

where each mean and variance is given by the GP
posterior. In this work, we utilize the related Noisy
Expected Hypervolume Improvement (NEHVI) ac-
quisition function, as introduced by (Daulton et al.,
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Figure 3: Illustration of Hypervolume improvement ac-
quisition function for a candidate point (Section 3.2.2).

2021), which is suitable for settings with noisy ob-
servations. NEHVI extends EHVI by marginaliz-
ing out the uncertainty over the true Pareto frontier
given the history of noisy evaluations.

3.2.3 Acquisition Function Optimization with
Greedy Hill-Climbing

Following prior work in Bayesian optimization,
we pick the next candidate exemplar set z;41 by
optimizing the acquisition function over the com-
binatorial space {0, 1}"" using a trust-region based
(Eriksson et al., 2019; Wan et al., 2021) heuristic
local search strategy, which we found to work well
in practice. The key idea is to optimize the acquisi-
tion function using a local search based greedy hill-
climbing procedure within a trust region defined
as a Hamming ball centered around a promising
candidate z.enter. In our work, the center point
Zeenter 18 selected by identifying the point in the
non-dominated set that contributes most to the hy-
pervolume of the current approximate Pareto front
(Daulton et al., 2022; Oh et al., 2019). Multiple ran-
dom restarts are used to improve the performance
of the greedy hill-climbing optimizer.

4 Experiments

Models and datasets. We evaluate COM-BOM us-
ing Qwen models (Qwen3-8B) (Yang et al., 2025)
and LLaMA models (L1aMA-3.3-70B) (Grattafiori
etal., 2024) on an extensive collection of tasks from
MMLU-Pro (Wang et al., 2024b), a challenging
benchmark where LLMs have not yet achieved per-
formance saturation (as of May 2025). In addition,
MMLU-Pro covers a diverse set of tasks beyond
math and coding problems where data contamina-
tion is a known issue (Balunovi¢ et al., 2025). This
makes it a suitable benchmark for evaluating meth-
ods that leverage exemplars to improve few-shot

learning of LLMs on novel tasks, without requiring
fine-tuning. For each task, we construct an exem-
plar pool by randomly selecting 32 samples, with
the remaining samples divided equally between val-
idation and test, the latter of which is held-out and
unavailable to LLMs at search time. We refer read-
ers to App. A for implementation details, including
prompt template and sampling parameters.

Experimental setup and baselines. We bench-
mark COM-BOM against multiple optimization-based
techniques, including random search (RS), genetic
algorithm (GA), simulated annealing (SA), and hill
climbing (HC) with scalarization, because they rep-
resent standard approaches, frequently employed in
practice, for combinatorial black-box optimization
problems (Deshwal et al., 2021; Dreczkowski et al.,
2023). Following Wan et al. (2024b), we also eval-
uate against optimization-free retrieval baselines:
Nearest and Diversity. The Nearest retrieves the
k exemplars with highest text-embedding cosine
similarity to the input query, while Diversity se-
lects k input-output pairs closest to centroids iden-
tified through k-means clustering in the embedding
space (Zhang et al., 2023). For the text-embedding
model, we used stella_en_400M_v5 (Zhang et al.,
2024a) as it achieved the highest overall score
among lightweight models (<1B parameters) on
MTEB benchmark (Enevoldsen et al., 2025), as of
May 2025. Additionally, we also include the two
simplest baselines: using no exemplars and using
all the exemplars.

Results and discussion. Nearly all tasks show
improvement from ICL with exemplars (Tab. 1) as
Qwen3 is pretrained on 36T tokens spanning diverse
domains including (non-)STEM fields. These su-
pervised exemplars effectively focus the model’s
pre-training distribution toward domain-specific
parametric knowledge (Lu et al., 2025). However,
simply increasing number of exemplars does not
guarantee monotonically increasing performance
(Agarwal et al., 2024), as individual exemplars con-
tribute differently to task outcomes, emphasizing
the importance of strategic exemplar selection.
Our results reveal that online retrieval-based
approaches underperform compared to COM-BOM
which is an offline (which only leverage a fixed
validation set) search method (Tab. 1 and Fig. 4).
This finding persists across various values of k
in the retrieval system (App. B). While offline
search has initial computational costs, these can
be amortized during deployment, yielding greater
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| No Exemplars | All Exemplars | Nearestp—10 | Diversity,_,, Ours

Domain | Acc ECE | Acc ECE | Acc ECE | Acc ECE | Acc ECE
biology 77.19 19.10 | 79.24 1840 | 76.60 20.29 | 76.90 24.32 | 79.24 18.37
business 40.74 3297 | 41.27 2725 | 39.68 30.72 | 38.89 33.00 | 41.01 21.54
chemistry 3479 37.45 | 39.34 29.50 | 37.34 31.79 | 36.61 33.26 | 37.34 28.38
computer science | 48.94 35.84 | 50.53 3242 | 4894 37.16 | 51.06 35.05 | 55.85 32.08
economics 6395 3024 | 6296 30.89 | 61.48 3098 | 62.47 33.20 | 63.70 30.74
engineering 4444 30.67 | 46.15 21.13 | 47.01 21.00 | 42.95 2338 | 47.01 19.32
health 60.20 3391 | 60.20 32.01 | 56.12 3255 | 60.71 3193 | 62.24 28.49
history 5230 3420 | 53.45 36.48 | 49.43 35.10 | 50.00 34.51 | 52.30 29.80
law 2940 39.76 | 30.15 45.61 | 31.84 4529 | 30.71 48.24 | 31.08 37.58
math 37.18 36.68 | 37.33 30.98 | 35.81 33.23 | 3642 31.83 | 39.00 27.19
philosophy 4549 4353 | 46.78 36.62 | 4592 4123 | 44.64 43.20 | 46.78 33.84
physics 4123 36.59 | 40.60 28.77 | 41.71 27.46 | 40.13 33.15 | 42.97 25.78
psychology 6545 33.09 | 69.37 2756 | 68.32 2875 | 67.28 31.78 | 69.89 25.83
Average ‘ 4348 31.73 ‘ 44.55 28.06 ‘ 43.62 29.11 ‘ 4332 30.87 ‘ 4531 25.24

Table 1: The test accuracy and ECE of optimization-free approaches on MMLU-Pro dataset with Qwen3-8B. While
sometimes simply using all exemplars or setting up a retrieval system for online search obtains a better accuracy, our
calibration-aware search outperforms all baselines with respect to ECE, establishing confidence in LLM predictions.
The results for LLaMA-3.3-70B can be found in App. B.

All Exemplars Nearest (k=10) Ours (COM-BOM)

_ECE: 0.332 JECE: 0.272
0 0.9 0 0.9

onﬁdence Conﬁ ence onﬁdence

1.00
B Confidence

0.75 [ Accuracy

—---- Perfect Calibration

0.50
025 D-I
ok _ECE: 0.310

0.1

Accuracy / Confidence

o
=

Figure 4: The reliability diagram of test accuracy and ECE for Math task from MMLU-Pro. It highlights the
necessity of optimizing for calibration error that is paramount for deploying trustworthy LLM systems, in order to
minimize over-confident wrong predictions and under-confident right predictions. Compared to online retrieval
systems for exemplar search, COM-BOM is more cost-effective at inference time due to its offline search.

| Genetic Algorithm | Simulated Annealing | Random Search | Hill Climbing | Ours
Domain | Acc ECE | Acc ECE | Acc ECE | Acc ECE | Acc ECE
biology 76.61 20.37 77.49 22.90 78.65 20.32 | 77.19 20.00 | 79.24 18.37
business 37.83 23.89 38.10 23.13 37.57 3344 | 4153 2826 | 41.01 21.54
chemistry 34.06 29.37 36.07 30.18 3424 3041 | 3570 33.04 | 37.34 28.38
computer science | 48.94 38.71 51.06 34.71 4894  36.44 | 51.60 35.62 | 55.85 32.08
economics 62.22 31.29 62.72 31.24 6222 31.75 | 62.72 30.35 | 63.70 30.74
engineering 45.51 21.42 44.23 22.57 43.80 20.22 | 48.50 24.72 | 47.01 19.32
health 61.22 32.79 58.67 32.78 60.20  34.84 | 5995 29.11 | 62.24 28.49
history 52.87 23.72 47.70 30.73 51.15 3874 | 51.15 27.49 | 5230 29.80
law 31.09 38.68 31.46 42.58 32.58 4495 | 31.84 39.10 | 31.08 37.58
math 36.87 33.92 37.02 28.48 37.32  31.51 | 3748 30.23 | 39.00 27.19
philosophy 45.06 39.28 44.63 41.41 4421 40.01 | 4334 39.12 | 46.78 33.84
physics 40.28 31.32 39.34 29.33 40.13 3320 | 40.76  29.19 | 4297 25.78
psychology 67.28 28.02 67.80 29.33 68.06 31.51 | 68.84 2494 | 69.89 25.83

Average | 43.36 2798 | 43.26 28.02

4341 2992 | 4424 2773 | 4531 2524

Table 2: The test accuracy and ECE of optimization-based approaches on MMLU-Pro dataset with Qwen3-8B. The
results for LLaMA-3.3-7@B can be found in Appendix B.
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Figure 5: Evolution of best observed hypervolume on the validation data across STEM, Medical and Humanity tasks
for optimization approaches. The hypervolume is measured against the reference point (accuracy=0%, ECE=100%).
The evolution plots the average of three runs. Please see App. B for results on rest of the tasks.

cost-effectiveness at inference time. Additionally,
we observe consistently lower performance with
diversity-based exemplar selection, likely due to
the inherent difficulty of clustering in the high-
dimensional space.

Our results also demonstrate that optimization
approaches consistently outperform optimization-
free baselines (Tab. 2), with COM-BOM exhibiting
superior sample efficiency in solving the multi-
objective optimization problem (Fig. 5). This
efficiency translates to an improved accuracy-
calibration trade-off while requiring fewer LLM
API calls. Notably, COM-BOM offers a distinct ad-
vantage over other optimization baselines, that rely
on scalarization, as it directly reasons about the
Pareto front in terms of its hypervolume. Conse-
quently, COM-BOM shows faster convergence toward
Pareto-optimal solutions within a small number of
evaluation iterations (Fig. 6).

Necessity of MOQO formulation. To our knowl-
edge, we are the first to propose calibration-aware
exemplar selection as a multi-objective optimiza-
tion formulation. To demonstrate the importance
of such formulation, we also compare with a single-
objective combinatorial BO baseline. Our results
demonstrate that optimizing for accuracy alone of-
ten compromises calibration, resulting in predictors
with sub-optimal reliability (Fig. 7). Conversely
optimizing exclusively for ECE compromises ac-
curacy, yielding less effective predictors. While
scalarization provides some benefit, COM-BOM finds
much better Pareto frontiers of the two objectives.

ECE
Ours (COM-BOM)
ol - B B Genetic Algorithm
0.35 f; ~ 5, A Simulated Annealing
€ Hill Climbing
X Random Segirch
0.30 1.5 ¢
0.25

Health

=
056 057 058 059 0.60 0.61 Acc

Figure 6: The observed validation accuracy and ECE
with Pareto frontiers on Health task for optimization-
based approaches with fixed evaluation iterations.
COM-BOM identifies better Pareto-optimal solutions.

ECE
M Single-Objective (Acc)
A Single-Objective (ECE
035 gle-Obj (ECE)
0.30
0.25
Health
0.20

0.55 0.56 0.57 0.58 0.59 0.60 0.61 Acc

Figure 7: The observed validation accuracy and ECE
with Pareto frontiers on Health task for single versus
multi-objective formulation. Interestingly, optimizing
for calibration error yields better Pareto frontiers than
optimizing for accuracy alone. COM-BOM leverages both
objectives more effectively than scalarization.
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Ablative study of BO components. Our ablation
analysis (Fig. 8) demonstrates that incorporating
both noisy observations (Daulton et al., 2021) and
trust region (Eriksson et al., 2019) yields the most
favorable trade-offs, achieving lower ECE at higher
accuracy. Removing either or both components
results in degraded performance highlighting the
complementary benefits of local search and han-
dling noisy observations.

ECE 4 ,
X Noisy & X Trust Region
A X Noisy & v Trust Region
0.350 X v Noisy & X Trust Region
v Noi /T i
0325 Noisy & g rust Region
0.300 2 _
0.275 /
Computer Science \
0250 NG
0.50 0.52 0.54 0.56 Acc

Figure 8: The observed validation accuracy and ECE
with Pareto frontiers on Computer Science task if ac-
counting for noisy observation and trust region.

5 Conclusion

We introduce a new formulation of exemplar se-
lection as a multi-objective optimization problem
where the key idea is to ensure reliability by jointly
optimizing for calibration and accuracy metrics
rather than optimizing the latter alone. Addition-
ally, we propose a sample-efficient combinatorial
Bayesian optimization algorithm COM-BOM for this
black-box optimization problem that involves mul-
tiple objectives and is expensive to evaluate. Ex-
tensive experiments show that COM-BOM achieves
better Pareto front with fewer LLM evaluations
compared to existing methods.

Future work. There are multiple avenues for fu-
ture work in this problem space. In our Bayesian
optimization approach, we used a Gaussian process
model with Exponentiated Hamming Kernel as the
surrogate model, a simple yet effective choice for
our search space. For even larger search spaces,
this kernel can be replaced with more sophisticated
ones that operate on learned embeddings for exem-
plars, allowing the model to leverage semantic sim-
ilarity and scale more effectively. Another fertile
ground for exploration is to consider the additional
input space of the order in which exemplars are

included in the prompt. Recent work in Bayesian
optimization over permutation spaces (Deshwal
et al., 2022) can be an effective direction in order
to tackle such an input space of exemplar orderings.

6 Limitations

Our experiments are based on an exemplar pool of
32 candidates. We consider this pool size to be prac-
tical for novel tasks where only a limited number of
high-quality, human-annotated demonstrations can
be sourced. Furthermore, using a large number of
exemplars during inference can introduce undesir-
able latency and serving costs for diminishing gains
in performance. However, Bayesian Optimization
is known to face challenges with scalability as the
dimensionality of the search space (in our case,
number of candidate exemplars) increases. Due
to computational resource constraints, our eval-
uations were limited to dense LLMs with fewer
than <100B parameters. We specifically choose
Qwen3-8B and LLaMA-3.3-70B since they are pre-
trained on the largest corpora among models of
the same size to elicit in-context learning behav-
iors. Additionally, our evaluation was restricted to
English-language multiple-choice QA tasks from
the MMLU-Pro dataset. Expanding this method-
ology to open-ended reasoning tasks (e.g., code
generation) would be a valuable extension, though
it would require more nuanced metrics for quanti-
fying accuracy (e.g., pass@k) and confidence (e.g.,
semantic uncertainty). To ensure consistent output
formatting, especially with models of this scale, we
reserved one exemplar exclusively for demonstrat-
ing the desired format. We empirically observe that
the output format is almost always enforced for
multiple-choice QA tasks employed in our paper.

7 Ethics Statement

We are using open-source models (Qwen3-8B and
LLaMA-3.3-70B) and data (MMLU-Pro). This
work essentially modifies the input to an LLM by
selecting better exemplars to include in the few-
shot prompt, and thus does not introduce additional
risk to LLMs themselves. Instead, this work im-
plicitly finds exemplars that cause an LLM to be
faithful to its own confidence in its prediction, mak-
ing it more reliable at deployment. However, if
an adversary collects a pool of popular malicious
prompts such as jailbreaking exemplars, with a
well-defined performance metric such as success
rate, our method can potentially be used to find
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the Pareto-optimal sets of malicious exemplars that
maximize the success rate and minimize the cali-
bration errors (i.e., confidently break the system)
with few black-box LLLM evaluations only.
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A Implementation Details

MMLU-Pro Prompt Template

The following are multiple choice questions
(with examples) about {{ DOMAIN }}.
When you provide the answer to the last
question, please use the option letter
without any modification, and provide the
answer directly, with no formatting, no
bolding, and no markup. For example, (A).
The final answer must only be the letter
corresponding to the correct answer.

{{ EXEMPLARS }}

Question:

{{ QUESTION }}
Options:

A. {{ OPTION_A }}
B. {{ OPTION_B }}
C. {{OPTION_C }}
D. {{ OPTION_D }}
E. {{ OPTION_E }}
E. {{ OPTION_F }}
G. {{ OPTION_G }}
H. {{ OPTION_H }}
I.  {{OPTION_I }}
J. {{ OPTION_J }}

The answer is:

Hyper-parameters

# Exemplars 32
LIM 1 Qwen3-8B
LLM 2 LLaMA-3.3-70B-Instruct

Temperature 0.7

# Samples 16

Top P 0.8

Top K 20

Eval Budget 200 Iterations

# BO Initial Points 20

Trust Region Local
Acquisition Function gNEHVI

Seeds 0,1,2

Table 3: Implementation Details of MMLU-Pro Experi-
ments.

The MMLU-Pro dataset (Wang et al., 2024b)
is licensed under the MIT License, Qwen-8B
model (Yang et al., 2025) is publicly accessi-
ble under Apache 2.0 and LLaMA-3.3-70B model

(Grattafiori et al., 2024) is licensed under their own
community license agreement. The models and
dataset used in this paper are for research purposes
only. The dataset does not contain personal identi-
fiable information or offensive content. The dataset
consists of complex questions in English in vari-
ous disciplines, including the domains described
in Tab. 6, where each question has at most 10 op-
tions. The size of the validation set has to be rea-
sonably large to obtain a distinguishable accuracy
and ECE over search iterations. Specifically, for
validation we use 174 samples in History, 188
samples in Computer Science, 233 samples in
Philosophy, 342 samples in Biology, 378 sam-
ples in Business, 382 samples in Psychology,
392 samples in Health, 485 samples in Economics,
468 samples in Engineering, 534 samples in
Law, 549 samples in Chemistry, 633 samples in
Physics and 659 samples in Math. In addition, we
have the same number of non-overlapping test sam-
ples for each task. In addition to validation and test
data, we have 32 samples for the exemplar pool
and 1 sample set aside for output formatting.

All Qwen3-8B experiments were performed on
2x NVIDIA A100-SXM4-40GB because an 8B
model in full precision roughly occupies S6GB
GPU memory. The total number of runtime is
approximately 126 GPU hours for all Qwen3-8B
experiments. All optimization-based methods are
repeated 3 times with 3 different random seeds
on the search, and non-dominated Pareto frontier
points are used to evaluate on the test data respec-
tively. All optimization-free baselines are repeated
3 times before recording the mean on the test data.

B More Experimental Results

To demonstrate the generality of COM-BOM, we con-
ducted additional experiments on LLaMA-3.3-7@B,
a representative larger LLM. Similar to our experi-
ments with Qwen3-8B, using all exemplars does not
necessarily lead to optimal performance, indicating
that exemplar selection is critical. Among all the
optimization-based and optimization-free methods,
COM-BOM consistently finds an optimal exemplar set
that maximizes accuracy while minimizing calibra-
tion error. We find online retrieval-based methods
can sometimes be competitive in accuracy but con-
sistently compromise calibration error. In contrast,
through its multi-objective formulation, COM-BOM
aims to identify exemplars with optimal tradeoff
between accuracy and calibration error.
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| No Exemplars | All Exemplars | Nearesty—10 | Diversity,_,, | Ours

Domain | Acc  ECE | Acc ECE | Acc ECE | Acc ECE | Acc ECE
biology 81.29 1494 | 78.65 1648 | 79.23 1694 | 7836 19.05 | 79.23 13.37
business 38.62 2999 | 40.21 31.87 | 40.74 32.35 | 42.86 33.00 | 47.09 29.87
chemistry 35.52 38.53 | 4226 3295 | 41.35 3572 | 42.62 37.35 | 47.18 30.74
computer science | 47.87 19.14 | 5532 30.68 | 5691 32.18 | 52.66 29.98 | 57.45 26.73
economics 67.16 23.16 | 67.16 2453 | 6444 2390 | 64.69 2534 | 6740 18.52
engineering 37.82 29.88 | 35.68 28.06 | 39.10 29.90 | 35.89 30.69 | 40.81 27.18
health 71.17 24.04 | 69.64 2467 | 68.62 2512 | 70.66 26.16 | 71.17 22.56
history 70.69 2075 | 67.82 2439 | 70.11 22.08 | 68.96 2425 | 71.26 22.95
law 50.56 4146 | 51.31 40.02 | 53.74 38.88 | 51.68 40.70 | 52.24 36.24
math 27.16 39.59 | 3536 36.53 | 31.87 40.68 | 3141 39.58 | 37.18 34.37
philosophy 62.23 27.79 | 57.51 30.58 | 62.66 29.82 | 60.01 32.38 | 64.81 25.92
physics 36.49 39.55 | 45,50 36.12 | 43.75 35.59 | 41.70 40.06 | 47.86 32.47
psychology 73.56 2270 | 78.01 20.17 | 78.27 2048 | 76.96 20.83 | 77.25 18.09
Average ‘ 46.10 28.71 ‘ 48.66 27.95 ‘ 48.64 28.69 ‘ 4791 29.90 ‘ 51.12 25.30

Table 4: The test accuracy and ECE of optimization-free approaches on MMLU-Pro dataset with LLaMA3-3.3-70B.

| Genetic Algorithm | Simulated Annealing | Random Search | Hill Climbing Ours
Domain | Acc ECE | Acc ECE | Acc ECE | Acc ECE | Acc ECE
biology 81.28 15.64 79.53 17.56 80.11 19.20 80.11 15.54 | 79.23 13.37
business 43.12 32.52 44.70 32.23 42.33 32.42 43.12 31.69 | 47.09 29.87
chemistry 44.08 32.54 44.08 34.32 45.53 31.99 45.17 3097 | 47.18 30.74
computer science | 55.85 29.53 56.91 30.60 52.66 31.26 5479 28.01 | 5745 26.73
economics 67.65 21.60 66.66 21.23 66.91 25.58 65.67 2420 | 67.40 18.52
engineering 39.31 29.00 36.75 32.12 36.11 33.93 39.95 29.74 | 40.81 27.18
health 69.38 22.39 68.36 19.92 69.64 26.13 68.88 23.23 | 71.17 22.56
history 69.54 28.08 68.39 25.84 68.96 22.70 70.11 2622 | 71.26 2295
law 51.87 39.50 51.68 37.88 51.68 41.65 52.05 38.80 | 52.24 36.24
math 33.54 37.80 34.90 39.85 35.66 38.08 3446 40.04 | 37.18 34.37
philosophy 59.23 26.01 59.66 26.55 58.80 30.35 61.80 26.54 | 64.81 25.92
physics 45.18 34.61 45.33 37.23 42.33 39.35 4533  34.07 | 47.86 3247
psychology 76.43 18.90 75.13 24.30 77.74 22.01 7539 19.68 | 77.25 18.09
Average ‘ 49.34 27.36 ‘ 49.07 28.40 ‘ 48.92 29.47 ‘ 4940 27.55 ‘ 51.12 25.30

Table 5: The test accuracy and ECE of optimization-based approaches on MMLU-Pro dataset with LLaMA-3.3-70B.

| Nearestp—s | Nearesty—10 | Nearestz—oo | Ours
Domain | Acc  ECE | Acc ECE | Acc ECE | Acc ECE
biology 77.19 2047 | 76.60 20.29 | 78.95 19.11 | 79.24 18.37
business 42,06 29.53 | 39.68 30.72 | 3995 30.15 | 41.01 21.54
chemistry 36.79 33.28 | 37.34 31.79 | 3643 31.61 | 37.34 28.38
computer science | 51.06 36.21 | 4894 37.16 | 51.60 34.62 | 55.85 32.08
economics 63.70 3191 | 6148 30.98 | 6247 29.10 | 63.70 30.74
engineering 48.08 20.97 | 47.01 21.00 | 46.79 19.71 | 47.01 19.32
health 59.18 30.21 | 56.12 3255 | 59.69 30.20 | 62.24 28.49
history 52.87 3443 | 49.43 35.10 | 50.57 34.46 | 52.30 29.80
law 32.96 4296 | 31.84 4529 | 29.78 45.65 | 31.08 37.58
math 36.27 34.48 | 35.81 33.23 | 3748 30.99 | 39.00 27.19
philosophy 44,64 4273 | 4592 4123 | 4335 4261 | 46.78 33.84
physics 39.81 30.83 | 41.71 27.46 | 3949 27.39 | 4297 25.78
psychology 67.80 2723 | 68.32 28.75 | 69.63 27.44 | 69.89 25.83
Average ‘ 4424  29.29 ‘ 43.62 29.11 ‘ 43.84 28.22 ‘ 4531 2524

Table 6: The test accuracy and ECE of online retrieval-based approach on MMLU-Pro dataset with Qwen3-8B.
With k& € {5, 10,20}, COM-BOM demonstrates superior performance (especially ECE) while being cost-effective at
inference time due to its offline search before deployment with only a fixed validation set.
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Figure 9: Evolution of best observed hypervolume on the validation data across the remaining MMLU-Pro tasks for
optimization approaches. The hypervolume is measured against the reference point (accuracy=0%, ECE=100%).
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