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Abstract

Large Language Models (LLMs) not only have
solved complex reasoning problems but also
exhibit remarkable performance in tasks that
require subjective decision-making. Existing
studies suggest that LLM generations can con-
vey subjectivity to some extent, yet exploring
whether LLMs can account for individual-level
subjectivity has not been sufficiently studied.
In this paper, we characterize the subjectivity
of individuals on social media and infer their
moral judgments using LLMs. We propose a
framework, SOLAR (Subjective Ground with
VaLue AbstRaction), that observes value con-
flicts and trade-offs in the user-generated texts
to better represent subjective ground of indi-
viduals. Empirical results demonstrate that our
framework enhances overall inference perfor-
mance, with notable improvements for users
with limited data and in controversial situations.
Additionally, we qualitatively show that SO-
LAR provides explanations about individuals’
value preferences, which can further account
for their judgments.

1 Introduction

For the last few years, Large Language Models
(LLMs) have shifted the paradigm of solving NLP
problems to autoregressive language generation
and achieved human-like performance in many
downstream tasks (Raffel et al., 2020; Wei et al.,
2022; Kojima et al., 2022; Wang et al., 2022; Yu
et al., 2022; He et al., 2024). Not only have
LLMs solved objective problems that require com-
plex reasoning skills, such as STEM-related ques-
tions (Imani et al., 2023; Wang et al., 2024c; Ab-
basiantaeb et al., 2024), they also exhibit remark-
able performance in subjective decision-making
processes, such as detecting toxicity (Hartvigsen
et al., 2022), generating model evaluation (Perez
et al., 2022), following ethical principles (Bai et al.,
2022), etc.

Recent studies explore whether LLMs can gen-
erate perspectives and reasoning that align well
with a specific persona or demographic informa-
tion (Durmus et al., 2023; Nie et al., 2024; Zheng
et al., 2024b). The results of these studies show
that it is possible, to an extent, to ground LLM
generations with these traits, however, LLMs tend
to rely on superficial facts and assumptions about
the roles and demographic traits rather than apply
a deeper understanding.

Our goal in this paper is to study a different
aspect of subjectivity, focusing on the individual-
level (rather than generalizing over demographic
traits), which has not been sufficiently studied yet.
As personalized Al becomes more widely used
(McClain, 2024), understanding whether LLMs can
be utilized to characterize individual subjectivity
becomes more important. Analyzing individual-
level subjectivity using LLMs faces two main chal-
lenges. The first challenge is guiding LLM gen-
eration to be consistent with a specific subjective
view. Existing methods for capturing subjectivity
at the level of a generalized persona, role, or de-
mographic information show that it is not trivial to
steer LLMs to follow certain aspects (Durmus et al.,
2023; Zheng et al., 2024b). Second, even if an op-
timal approach for grounding subjective aspects
in LLMs’ generations existed, expressing these as-
pects at the level of an individual is not straight-
forward (i.e., two instances of the same persona
could still have different subjective preferences).
Conceptualizing and operationalizing subjectivity
at this level poses a second challenge.

In this paper, our objective is to characterize
the subjectivity of individuals with LLMs by an-
alyzing users’ behaviors in a Reddit community,
r/AmITheAsshole. In this community, original
posters write about situations where they have con-
flicts with others and ask whether their behaviors
are acceptable, and other redditors leave comments
with their judgments. We formulate a classification
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Figure 1: Inference process of our framework, SOLAR. When an input situation is given, SOLAR identifies
conflicting values in the story, and retrieves the most relevant value trade-off history from the redditor’s past
comments. The retrieved subjective ground is then added to the prompt to infer each redditor’s likely judgments to

the situation.

task, predicting whether a specific redditor would
judge a test situation acceptable or unacceptable,
for evaluating different models’ ability to capture
subjectivity. In order to perform the classification
task more efficiently, we hypothesize that redditors’
subjective ground, principles that play a fundamen-
tal role in making moral judgments on others’ sit-
uations (Neuhouser, 1990), can be represented by
decomposing their past behaviors; we use redditors’
past comments in the community to determine their
likely judgments on unseen situations.

More specifically, we adopt value pluralism
when considering redditors’ past comments. Value
pluralism suggests that there are multiple values
that may be equally correct, yet in conflict with
one another (Crowder, 1998; Galston, 2002). Psy-
chological studies adopt this idea and argue that
the human cognitive system makes novel judg-
ments by making trade-offs between conflicting
values when it encounters situations with colliding
moral intuitions (Fiske and Tetlock, 1997; Guzman
et al., 2022). In this paper, we propose a frame-
work, SOLAR (Subjective Ground with VaLue
AbstRaction), that observes trade-offs between con-
flicting values in the user-generated texts (i.e. com-
ments), identifies the most relevant value conflicts
with respect to the input situation, and infer the red-
ditors’ likely judgments using off-the-shelf LLMs.
Our framework aims to tackle the two challenges
of characterizing individual-level subjectivity de-
scribed above; it conceptualizes individual-level
subjectivity with value trade-offs, and grounds

LLM generations with Retrieval-Augmented Gen-
eration (RAG). Empirical results show that SOLAR
distinguishes redditors’ subjective preferences and
further provides explanations of their value trade-
offs. Our framework improves the overall per-
formance of downstream tasks and better guides
LLMs, especially in low-resource user settings (i.e.
users with a limited amount of data) and morally
controversial scenarios. Figure 1 shows an exam-
ple of how SOLAR determines the judgment of
different redditors given a situation.

Key Contributions: To the best of our knowl-
edge, this is the first attempt to explore whether
off-the-shelf LL.Ms can be effectively used to ac-
count for individual-level subjectivity in the real-
world online community. With value abstraction,
we highlight that redditors show distinct subjec-
tivity patterns. Additionally, we propose a novel
framework that encompasses a value trade-off sys-
tem and performs better in downstream tasks as
well as grounding LLM generations.

2 Problem Formulation

In this section, we describe four major elements
that formulate modules, learning processes, and
inference tasks.

Situation Situation refers to the text description
of what has happened in the real world. We focus
on situations that portray conflicts so that one’s
point of view can be projected in diverse ways.
“Asking my girlfriend to stay out of the apartment
for poker night” is an example of a situation.
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Individual This research aims to analyze differ-
ent individuals’ reactions and responses to various
social situations. Unlike opinion mining or social
commonsense reasoning studies, where perspec-
tives and rationales are represented as an aggregate
of a large number of humans, our main focus is to
observe distinct patterns that characterize each in-
dividual and understand the rationales behind their
decision-making processes.

Subjective Ground Subjective Ground refers to
principles or maxims that steer individuals’ moral
judgments or perspectives. “One should put their
significant other’s needs as a top priority.” 1is a
subjective ground item that is relevant to the ex-
ample situation above. Every individual has a dis-
tinct subjective ground and is built from various
aspects such as their past experience, demograph-
ics, personality, etc. (Eysenck and Eysenck, 1975;
Schwaba et al., 2023; Schoeller et al., 2024). One
of our research hypotheses is that the subjective
ground of individuals can be inferred by observing
their past behaviors. Throughout this research, we
aim to validate this hypothesis by modeling the sub-
jective ground with individuals’ comment history
on social media.

Value Abstraction One of the limitations of the
aforementioned assumption is that it works in a
setting in which individuals’ past behaviors can be
observed across an extremely large range of social
situations—an impractical scenario in real-world
contexts. Thus in reality, when inferring individ-
uals’ likely judgments on unseen situations, it is
necessary to formulate some hypotheses based on
observable past history. Values, which “guide the
selection or evaluation of actions, policies, people,
and events”, can serve to induce hypotheses about
individuals’ moral judgments (Schwartz, 2012).
Value abstraction refers to a process that maps past
history (i.e. comments) to a high-level represen-
tation of subjectivity that can be generalized to a
broader spectrum of situations (i.e. values).

3 Task Description

We analyze subjective perspectives and judgments
of individuals posted on a Reddit community,
r/AmITheAsshole. In this community, original
posters (OP) describe situations in which they have
conflicts with others and ask if they are at fault.
Other individuals (i.e. redditors) then leave com-
ments and judge the acceptability of the OP’s be-
haviors in the situation. Redditors’ judgments are

Truncated r/AmITheAsshole
# of total instances 53,280
# of unique situations 17,432
# of unique redditors 100

Max / Min # of instances per redditor 2,870/ 148
# Accept. / Unaccept. labels (overall) | 38,365/14,915
# Accept. / Unaccept. labels (skewed) 2,615/127

Table 1: Statistics of the truncated dataset we use for
training and inference. Label distributions are described
in two ways; by combining all redditors (overall), and by
combining three redditors who showed the most skewed
judgment patterns (skewed).

pre-coded words in the comment; YTA (You're The
Asshole), YWBTA (You Would Be The Asshole), NTA
(Not The Asshole), YWNBTA (You Would Not Be
The Asshole), ESH (Everyone Sucks Here), NAH
(No Assholes Here), and INFO (Not Enough Info).
For simplicity, we group NTA, NAH, and YWNBTA as
‘acceptable’, and YTA, ESH, and YWBTA as ‘unac-
ceptable’. INFO is discarded as it does not convey
subjectivity. We aim to learn the subjectivity of
individuals by analyzing redditors’ comments and
judgment patterns on various situations.

There are a couple of benefits to using this com-
munity in analyzing individual-level subjectivity
with language models. First, the situations de-
scribed in this community are mostly about ev-
eryday events that are generic (e.g. “not attending
a friend’s wedding ) rather than related to specific
world events (e.g. “commenting on the new execu-
tive orders from the president”); thus, the language
models can have a better understanding of the situ-
ations without having a knowledge gap. Another
benefit is that the redditors’ subjective judgments
are coded in a discrete fashion, which makes lan-
guage model predictions more objective compared
to open-ended analysis of subjectivity.

3.1 Crawling from r/AmITheAsshole

We crawl all posts in the r/AmITheAsshole com-
munity from November 2014 to June 2023 and fil-
ter out threaded comments to ensure all comments
solely argue the acceptability of the situations. In
order to perform training and inference more effi-
ciently, we narrow it down to 1.7K unique reddit
posts and 100 redditors who commented on these
posts. We discuss how we truncate the data and
whether the truncated situations and redditors ap-
propriately represent the population distribution in
the Appendix A. Detailed statistics of the truncated
dataset are described in Table 1, and the data is
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released for future reproduction !.

3.2 Abstract Value Annotation

As discussed in 2, we produce a high-level abstrac-
tion of redditors’ comments and the situations. For
each pair of situations and an individual’s com-
ments, we prompt an off-the-shelf LLM? and gen-
erate values that are observed from the situation
and redditors’ comments. As human values can be
defined and captured differently in the same text,
we apply several different approaches.

We first analyze and annotate the texts using
a top-down approach based on the theory of ba-
sic human values proposed by Schwartz (1992).
The theory suggests ten basic values that could ex-
plain how people in different cultures recognize
the underlying motivation and goals. One of the
advantages of using this framework is that it ex-
plains values that align or conflict with one another,
which naturally expands hypotheses of individual
subjectivity. Detailed explanations of the ten ba-
sic human values and how they are annotated are
described in Appendix B.1.

As opposed to using a fixed set of values for
characterizing subjectivity, we use a bottom-up
approach to discover more open-ended values ob-
served in the texts. In this setup, we apply value
trade-off theories. Humans make judgments based
on value trade-offs when different values conflict
to each other (Fiske and Tetlock, 1997; Leyva,
2019; Guzman et al., 2022). As situations in the
dataset mostly describe conflicts OPs are having,
we prompt LLMs to identify all conflicting value
pairs in the situation and discover value trade-offs
made by each redditor in the comments.

When conflicting values are generated by LLMs,
the level of abstraction is insufficient; values de-
scribe situation-specific details (e.g. “prioritiz-
ing girlfriend’s plan to cook together”), rather
than general concepts (e.g. “partner’s emotional
needs”). To address this, we iteratively cluster sim-
ilar value representations and discover high-level
definitions for these clustered values. We follow
the approach used in Lam et al. (2024) to derive
abstract value representations. Detailed processes
for prompting LLMs to generate value trade-offs
and clustering values are described in Appendix
B.2. With more nuanced representations, we argue
that the generated values provide richer contex-

"https://github.com/younggns/solar
2We use OpenAl’s gpr-40-0806 model

tual information than Schwartz’s values and ulti-
mately help better characterize individual subjectiv-
ity. As demonstrated in Appendix B.3, the values
produced by the LLM integrate multiple Schwartz
values, reflecting the multi-dimensional nature of
subjective preferences.

3.3 Learning Problem

Our main focus is to use language models as a
reasoning agent to understand individual-level sub-
jectivity and predict their likely behaviors in unseen
instances. More specifically, we formulate a binary
classification task where the language models are
given situations and redditors’ most relevant sub-
jective ground, either their past comments or value
preference, and predict whether the redditors would
judge the OP’s behaviors acceptable or not.

4 Model

In this research, we propose a framework, SO-
LAR, that accomplishes the task with Retrieval-
Augmented Generations (RAG).

Let U = {uy,us,...,u,} denote the set of all
distinct redditors, and S = {s1, s2, ..., sy} indi-
cate the set of situations (i.e. reddit posts). When
an i-th redditor commented on a j-th situation, we
define their comment as c¢;; and the acceptabil-
ity judgment as y;; where y;; € {0,1}. More
specifically, C = {¢;; | u; commented on s;} and
Y = {vij | u; commented on s;}. After we an-
notate the moral values of the situations and com-

ments, we get the values of each situation as s}/

and the values of each comment as c}j Using a
dynamic embedding model f.,peq, all situations,
comments, and values are transformed into vec-
tors>. We denote these vectors by bold letters such

as s; = fembed(sj)'

4.1 Subjective Ground Retrieval

We first define the redditor history data where the
retrieval function searches for the most relevant
instances to the input. We keep data separate for
each redditor and let D; denote the history data
of an i-th redditor. D; contains representations
of the situations and comments, namely D; =
{(s5, s}}, Cij, c}é, Yij) | wi commented on s; }.

In order to infer how the target individual would
react to a test situation, x, we design several heuris-
tics to retrieve the most relevant instances. First, we
query the retrieval function with the raw situation

3We use OpenAl’s text-embedding-3-large model.
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representations. Each query consists of a user indi-
cator and a vector representation of a test situation,
x. Then the retrieval function outputs k£ nearest
instances with respect to the Euclidean distance
between the test situation and situations in the his-
tory data D. Let R( ) be the retrieval function, we
define subjective ground retrieval with situations
by:

R(u;, x) = top-k dist(x,s;) " (1)
SjEDi
where dist(x,s;) = ||x — s;]|2

As an alternative to computing the distance be-
tween situation representations, we could use ab-
stract values. The motivation for using value rep-
resentations is to retrieve comments from more
diverse cases; distance among situations yields top-
ically similar situations only, while using values
can retrieve situations that are relevant in terms
of high-level values. Consider, for example, an
input situation about wedding ceremonies. While
retrieving relevant items with situations provides
wedding related instances, using abstract value rep-
resentations could retrieve situations about social
appearance, money, family relationship dynamics,
etc. Let Ryq( ) be the retrieval function that takes
a user indicator and a value representation of a test
situation, x", we define subjective ground retrieval
with values by:

Ryar(ui, x¥) = top-k dist(x", s}))_1 ()
S})GDZ'

4.2 Language Model Prompting

After the retrieval functions provide the most rel-
evant past history of a target redditor to the test
situation, we prompt off-the-shelf LLMs to predict
the likely judgment of the redditor. Essentially,
the LLMs are considered as a general reasoner
that accounts for individual subjectivity; LLMs
are not trained to represent each individual’s sub-
jectivity, but they perform inference based on the
given pieces of specific redditor’s past subjective
behaviors.

We add k nearest instances as few-shot exam-
ples. In each of the few-shot examples, a short
description of the retrieved situation, a redditor’s
comment, and their judgment are included. In order
to observe the usefulness of the annotated values,
we also experiment with adding values that are per-
ceived in the comments in few-shot examples. An
example prompt is described below:

Moral Judgment Prediction - Baselines

Model All Top 8
Redditors Redditors
Encoder-only Models
DistilBERT-base-uncased ~ 47.90 T00053 g 71 +0.0145

RoBERTa-base 46.68 F00038 70 48 +00088

DeBERTa-v3-large 42,45 F00013 70,94 +00024
Encoder-Decoder Models

BART-base 48.90 =003 68,50 F0010

FLAN-T5-base 46.2] F00035 g5 44 FOOUI8

Encoder-Decoder Models; Seq2Seq

BART-base 40.83 00012 g6 g7 £00086
FLAN-T5-base 43.01 00020 g6 g6 £00087

Table 2: Macro F1 scores of baseline models. The
average performance of fine-tuned models over all 100
redditors shows a significance drop compared to the
performance of the top 8 redditors who commented over
1,000 times.

Prompt Example with Comments Only

You will be given examples of a situation, Person X’s
comment on the situation, and Person X’s judgment
on the situation (i.e. whether it is acceptable or not).

[Situation] Not babysitting my niece
[Comment] When you talk to your brother ..
[Judgment] Acceptable

Now you will be given a new situation. Based on
your understanding of Person X’s judgments on
different situations, tell me how Person X would
judge the new situation.

[Situation] Canceling a family road trip

\. J

S Experiments

In all experiments, we use the macro F1 score as
the evaluation metric due to the imbalanced label
distribution. For each model, we first calculate the
macro F1 score individually for each redditor, then
take the unweighted average of these scores across
all redditors. This approach ensures that every red-
ditor has equal influence on the final score, regard-
less of how many instances each contributed. Even
if a model performs well on some redditors who are
easily predictable, its overall score becomes lower
if it fails to learn the subjectivity of other redditors.

5.1 Baseline Models

In addition to our proposed framework using LLMs
for reasoning, we implement trainable language
models varying in structures and inputs to show
the difficulties in understanding individual-level
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Moral Judgment Prediction - RAG-based Models

Retrieval I All Redditors Top 50% Redditors Bottom 50% Redditors
Strategy nput All Contro All Contro All Contro

Comment 786200 78,6100 | 785800 048N | 78,6600 76,53+000

Situation Comment + Trade-off | 79.70F001  g(0.32F0002 | 78 g7 #0001 g(y 17 £0.002 | g 790002 g(y 47+0.004
Comment + Schwartz | 78.14 T000 79 11 £001 | 76 53 £0000 79 45£0000 | 70 74 £0003 78 73 +0.004
Schwartz's Value Comment 79.05 0003 g1 38 0006 | 78 79 F0005 gy g7 0004 | 79 g1 £0002 g1 g7 +0.007
Comment + Schwartz | 77.35 1002 g(.73 £0008 | 76 47 £0003  g() 47+0013 | 78 24 £0.001 g7 (7 +0.002

Value Trade-off Comment 78.90 +0.000 80.76 +0.000 77.79 +0.003 81.14i0'007 79.96 =+0.001 80.78i0'009
Comment + Trade-off | 78.33 0001 g2 44 #0005 | 77 96 0001 g 44 #0005 | 79 49F0002 g5 43 #0005
*SOLAR: Ensemble Retrieval and Input | 79.90 =0°! 82,44 £005 | 78,80 £001 g2 44 0005 | g0 99+000! g3 43 £0005

Table 3: Performance of different retrieval strategies across author percentiles with respect to data size. “Contro”
denotes controversial situations. SOLAR, which ensembles different strategies and input types for controversial and
non-controversial situations at test time, achieves the best overall performance. The performance boost is more
significant for the bottom 50% redditors and in controversial situations.

subjectivity. We use pre-trained language models
varying in encoder and decoder structures and fine-
tune the models with our dataset. We randomly
split each redditor’s instances into 60/10/30% to
obtain the training, validation, and test set, and
run 5-fold cross-validation. Language models are
fine-tuned for each redditor, thus we fine-tune 100
distinct models for each model structure.

We implement three encoder-only models, Dis-
tiIBERT (Sanh et al., 2019), RoBERTa (Liu et al.,
2019), and DeBERTa-v3 (He et al., 2021), where
the input for each model is a text description of the
situation and the output is the redditor’s acceptabil-
ity judgments, O or 1. We denote this approach as
Endoer-only Models.

Denoted as Endoer-Decoder Models, we fine-
tune encoder-decoder language models, mainly
BART (Lewis, 2019) and FLAN-TS (Chung et al.,
2024). We report the experimental results of these
models with the same classification setting as the
encoder-only models; models get situation text as
input and output either O or 1.

To learn more about each redditor’s subjectiv-
ity, we test another variation. The models get the
same input, but their objective is to generate the
redditors’ likely reactions (i.e., comments and judg-
ments). While encoder-only models only observe
each redditor’s binary judgment patterns with re-
spect to the situations, the models fine-tuned with
this approach have access to the comments that are
authored by the redditors. This approach is denoted
as Endoer-Decoder Models; Seq2Seq. Table 2 il-
lustrates the results of the baseline model. Further
details of the baseline model implementation are
described in Appendix C.1.

5.2 RAG-based Models

We compute the performance for each redditor sep-
arately, using the same test set as the ones used
in baseline models. As described in 4.1, we repre-
sent the individual subjectivity in a several different
ways.

First, we try different retrieval strategies by
querying past history data with situations and ab-
stract values that are annotated by LLMs. For
querying with abstract values, we report the results
of using Schwartz’s values and value trade-offs.
After retrieval, we differentiate LLM inputs (i.e.
few-shot examples) by adding Schwartz’s values
and value trade-offs that are observed from each
redditor’s past history.

Our proposed framework, SOLAR, ensembles
retrieval strategies based on the difficulty of the test
instance. When the test situation is given, SOLAR
computes its difficulty based on how controversial
it is—defined as having less than 70% agreement
among all redditors’ judgments*. For controver-
sial situations, SOLAR employs the value-aware re-
trieval function R,q;( ), while it uses the situation-
based retrieval function R( ) for non-controversial
cases. In both scenarios, few-shot examples in-
clude both the comment and the corresponding
value trade-offs.

We use GPT-4.1 (OpenAl, 2025) to predict
the acceptability judgments of individuals. Each
method retrieves five few-shot examples and
prompts the LLM twice to estimate a confidence
interval. Table 3 shows the performance of each
method. Appendix C.2 explains more detailed ex-

*This is the threshold that r/AITAFiltered uses to iden-
tify controversial situations from r/AmITheAsshole.
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Figure 2: Average distance between the test situation
and retrieved instances for each redditor. z-axis is the
log-scaled numbers of each redditor’s data size. When
the redditor has more instances, it is more likely that
they have commented on situations that are more similar
to the test situation in the past.

perimental settings for RAG-based models.

6 Discussion

In this section, we analyze the inference perfor-
mance of different models and discuss the effec-
tiveness of each model component. In addition, we
perform qualitative analyses of each redditor’s sub-
jective ground with respect to annotated abstract
values and assess how the proposed framework ex-
plains individual-level subjectivity.

6.1 Inference Performance

The overall F1 scores of the baseline models in Ta-
ble 2 show that fine-tuning redditors’ decision pat-
terns with language models does not solve the prob-
lem. The models show fairly good performance
only for the redditors who have enough amount
of training instances, while they fail to learn the
subjectivity of redditors who have a small number
of instances and highly skewed judgment patterns.
We visualize fine-tuned models’ performance with
respect to the number of instances and judgment
skewness in Appendix D.

We also observe that as the model becomes more
complex and parameterized, the inference perfor-
mance worsens—the F1 scores of encoder-decoder
models are worse than encoder-only models, and
sequence-to-sequence models are even worse than
that. This implies that the nature of data scarcity
in subjectivity analysis also makes it more difficult
to fine-tune a specific individual’s perspectives to
characterize their subjectivity.

On the other hand, RAG-based models that se-
lect the most relevant instances to a test situation
work generally well. This answers one of our re-
search questions, “Can off-the-shelf LLMs account
for individual’s subjective preference?”. As RAG-
based inference does not require training, the per-
formance of redditors with less amount of instances
(i.e. Bottom 50%) matches the overall F1 scores.

Different retrieval methods and inputs show dis-
tinct advantages. First of all, when we compare
different inputs within the standard retrieval strat-
egy (i.e. Situation), adding values improves the
performance for redditors who have less amount
of instances; using comment and value trade-offs
improves the F1 score by 2.69% for the bottom
50% redditors. Figure 2 shows that the average dis-
tance between the test situation and the retrieved in-
stances increases for redditors with fewer instances.
The performance boost we get for the bottom 50%
redditors implies that adding abstract values helps
characterize the redditors’ subjectivity when the
retrieved instances are topically less similar to the
test situation.

Abstract values are also helpful when we use
them for retrieval. The performance in controver-
sial situations improves when the most relevant in-
stances are retrieved using either Schwartz’s values
or value trade-offs. This suggests that predicting
individuals’ subjective preferences benefits from
knowing their high-level value system, especially
when the test situation is controversial and LLM’s
own morality does not align well with humans.

6.2 Diverse Value Trade-offs among Redditors

A key research hypothesis of this study is
that each redditor actively participating in
r/AmITheAsshole exhibits distinct subjectivity
patterns, making the analysis of individual per-
spectives a fundamentally different NLP challenge
compared to social commonsense reasoning. We
validate this hypothesis by visualizing the value
trade-off patterns of the 8 most active redditors.
Figure 3 displays the 8 most common value
trade-offs of the most active redditors. Each cell in
the heatmap refers to win rates. For example, 0.9
in the cell in row 1, column 1 means that among
all situations where a value “Boundary Awareness”
conflicts to “Cultural Expectations”, redditor 1
chooses the former over the latter 90% of the times.
For the same situations, redditor 3, who has a 0.45
win rate, chooses “Boundary Awareness” only 45%
of the time, implying they prefer “Cultural Expec-
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Figure 3: Visualization of subjective preferences. The heatmap shows the most common value conflicts among
the 8 most active redditors. Each value trade-offs are represented in a “A > B” form, and each cell’s value means
the win rate of value A over value B for a specific redditor. In most cases, redditors’ value trade-off systems work

differently.

tations” slightly more.

The heatmap tells us that there are some values
commonly cherished by most of the redditors. The
bottom row of the heatmap, for instance, shows
that all redditors prefer “Personal Autonomy” over
“Parenting Decision-Making” in most cases. At the
same time, redditors show diverse patterns when
it comes to “Personal Autonomy” conflicts with
other values. For redditor 8, specifically, this value
is highly prioritized in most cases, unless it con-
flicts with “Compliance with Authority”. This vi-
sualization not only suggests that active redditors in
r/AmITheAsshole show distinct subjectivity, but
explains their value preferences and judgments.

7 Related Studies

The closest neighbor of this research is individual
subjectivity analysis. Lee and Goldwasser (2022)
analyzes the same community, r/AmITheAsshole
and learned subjective preference of individuals by
computing attention weights between situations
and social norms. Plepi et al. (2022) used the
authorship information with text embeddings and
perform the YTA/NTA classification of the reddi-
tors in r/AmITheAsshole. In the political framing
and agenda-setting domain, Roy and Goldwasser
(2021) utilized Moral Foundations theory to char-
acterize real world politicians varying in topics.
More recently, researchers utilized LLMs to ground
their generations to a desired persona or personal-
ity in many domains, including question answer-

ing (Zheng et al., 2024a), interactive simulacra
(Park et al., 2023), and solving causal inference
and moral dilemma (Nie et al., 2023). Choi and
Li (2024) proposed Persona In-Context Learning
which uses Bayesian inference to select the opti-
mal set of persona for a given task. Researchers
have also tried providing more direct signals in the
prompt using demographic information (Durmus
et al., 2023).

Incorporating value theories into LLMs is an
active research area these days. Van Der Meer
et al. (2023) analyzed (dis-)agreements between the
users by identifying value profiles with Schwartz’s
value theories. Sorensen et al. (2025) used LLMs
as proxy humans with different attributes (e.g. de-
mographic traits, value profiles), and analyzed their
distinct behaviors on controversial issues. Bhatia
et al. (2025) used LLMs to characterize individu-
als’ choices by generating descriptions of benefits
and costs of their choices. Sorensen et al. (2024)
used concrete examples (i.e. text document) and
prompted LLMs to generate corresponding values,
rights, and duties. Ye et al. (2025) parsed free-form
input text into various perceptions and the corre-
sponding Schwartz values by fine-tuning LLMs.

The main differences between our approach and
the existing studies in subjectivity analysis and hu-
man value analyses with LLMs are; (1) we ana-
lyze actual redditors in real world rather than using
LLMs as proxy humans, (2) our approach applies
more fine-grained buckets for subjectivity, and (3)
the novel value trade-off analysis provides addi-
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tional explanation for individuals’ choices.

Another line of related studies is the Retrieval-
Augmented Generation. RAG retrieves the most
relevant information to mainly fine-tune language
models or help off-the-shelf LLMs infer better on
many downstream tasks such as QA (Shi et al.,
2023; Xu et al., 2023; Wang et al., 2024b), reason-
ing and language understanding (Yu et al., 2023;
Lin et al., 2023; Zhang et al., 2023), text summa-
rization and generation (Guo et al., 2023; Jiang
et al., 2023; Yan et al., 2024), etc. Researchers
have also studied whether RAG can be applied to
more personal use cases such as recommendation
system (Rajput et al., 2023) and personalized dia-
log generation (Wang et al., 2023, 2024a). These
approaches only consider factual information (e.g.
purchase history, where the person went two days
ago) as a personalized aspect, while our research
characterizes subjective perspectives and applies
RAG for performance improvement.

8 Conclusion

In this paper, we propose a framework, SOLAR,
that takes redditors’ past comments into account
and characterizes their subjective ground using
value abstraction. Empirical results show that
LLMs can be efficiently used to account for the
subjective preference of individuals compared to
traditional methods that require fine-tuning. We
also show that the performance, especially for red-
ditors with small data sizes and in controversial sit-
uations, is improved by retrieving the most relevant
instances using abstract values. Furthermore, SO-
LAR provides additional explanations about each
redditor’s distinct value preference patterns which
could later be used to justify LLM inference.

Limitations

Although it is not feasible to model the subjectivity
of individuals that is perfectly correct and inclusive,
representing it with their past comments is still an
oversimplified definition of subjectivity. First, past
comments in the same community might not cover
all aspects of the subjectivity. In future studies,
we plan to incorporate more redditor-related infor-
mation such as their community membership (i.e.,
what other subreddits they are actively participat-
ing in) and activities in other communities to better
characterize individuals. Another oversimplifica-
tion is that it assumes the redditors would judge the
situations consistently over time. It would be an

interesting direction to analyze whether there are
value shifts over time for the redditors.

Another limitation of this study is that the
datasets and the tasks are tested only on a specific
subreddit. Although r/AmITheAsshole is a huge
online community that covers a wide range of situa-
tions exhibiting diverse perspectives, the usefulness
of our framework will be more strongly validated
when we apply our approach to other communities
that require subjective perspectives.

In terms of downstream tasks and the model’s
performance, our proposed framework shows sub-
optimal performance in predicting the correct judg-
ment. Although our framework shows higher im-
provements when considering controversial situa-
tions, our goal is to make LLMs perform well not
only in controversial situations but also in other
situations.

Lastly, more validations of the generated abstract
values are needed. As we use LLMs to freely gen-
erate value trade-offs of redditors that are observed
from their comments, evaluating the soundness and
quality of the values would make the subjectivity
representation more powerful and useful. We fur-
ther plan to validate this process with actual human
evaluations and see if LLM-generated values can
characterize human values reasonably well. The
best way to evaluate LLMs’ characterization of
individuals would be directly ask it to the target in-
dividuals. We leave recruiting human participants
to accurately evaluate LLLM generations as future
work.
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Figure 4: PCA analysis of situation representations of
all r/AmITheAsshole posts and truncated posts we use
for training and inference. Truncated situations show
similar distributions to the population distribution.

As described in 3.1, we crawl all posts in
r/AmITheAsshole from November 2014 to June
2023 and filter out threaded comments. As a re-
sult, we have around 217K unique situations with
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Figure 5: Redditors’ judgment patterns with respect to
the redditor counts in the truncated data (top), and in
r/AmITheAsshole (bottom).

891K instances in total. Fine-tuning models and
performing LLM inference on this massive dataset
takes up too many resources. Thus we truncate the
dataset. We first identify the most active redditors
(i.e. redditors who commented the most). Then we
identify the redditors who commented more than
a certain threshold®. We get 8 redditors from this
process. After this step, we filter out situations that
the 8 most active redditors did not leave comments.
As aresult, 1.7K unique situations are left.

To ensure that the truncated situations and all
redditors who commented on these situations are
not too different from the population distribution,
we first visualize situation representations in a 2-D
embedding space using Principal Component Anal-
ysis. Figure 4 visualizes the vector representations
of all 217K situations in r/AmITheAsshole (blue
dots), and vectors of 1.7K situations in the trun-

SWe set this as 2,000

cated dataset (orange crosses). The plot implies
that the situations in the truncated dataset are not
deviated from the population distribution.

We compare the statistics of redditors in
r/AmITheAsshole and the truncated dataset. Fig-
ure 5 shows the redditors’ judgment patterns (i.e.
acceptable or not acceptable) in the truncated data
and in all r/AmITheAsshole. A judgment pattern
of 1 means that the redditor judged all situations as
“acceptable”, and 0 means they judged all as “not
acceptable”. When the value is 0.5, the redditor has
a perfectly balanced judgment history. In the trun-
cated data, redditors tend to judge more situations
as “acceptable”, and the trend is the same in the
r/AmITheAsshole. This shows that the redditors
in the truncated dataset do not diverge from the
overall population.

B Value Abstraction

B.1 Schwartz’s Theory of Basic Human
Values

Schwartz (1992) defines theory of basic human
values as:

* Self-direction: “independent thought and
action—choosing, creating, and exploring”

* Stimulation: “excitement, novelty and chal-
lenge in life”

* Hedonism: “pleasure or sensuous gratification
for oneself”

* Achievement: “personal success through
demonstrating competence”

* Power: “social status and prestige, control or
dominance over people and resources”

* Security: “safety, harmony, and stability of
society, of relationships, and of self”

* Conformity: “restraint of actions likely to up-
set or harm others and violate social norms”

* Tradition: “respect of the customs and ideas
that one’s culture or religion provides”

* Benevolence: “preserving and enhancing the
welfare of those within-group)”

e Universalism: “protection for the welfare of
all people and for nature”

In order to annotate situations and comments to
these fixed values, we prompt gpt-40-0806 model
to generate values observed from the text. Below
is an example prompt:
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Prompt for Annotating Schwartz’s Values

You will be given a social situation and a Redditor’s
comment. Your job is to find the top two most salient
Schwartz’s Basic Human Values that are observed in
the situation and in the comment. Follow the format
below without generating any other explanation.

Input Format:
[Situation] situation_description
[Comment] redditor_comment

Output Format:
[Situation] Schwartz_value_A, Schwartz_value_B
[Comment] Schwartz_value_C, Schwartz_value_D

#itH#
[Situation] Not babysitting my niece
[Comment] When you talk to your brother ..

B.2 Clustering Value Conflicts and Trade-offs

Similar to annotating Schwartz’s values, we prompt
gpt-40-0806 model and generate value conflicts
and trade-offs. Below is an example prompt:

Prompt for Annotating Value Conflicts

You will be given a situation. Your task is to
understand the situation, and tell me what kind of
moral values are conflicting.

[Situation] Not babysitting my niece ...

Tell me what kind of moral values are con-
flicting in the situation. Note that the two conflicting
values can’t be chosen at the same time (i.e.
trade-off), and people’s behaviors and attitudes will
be different based on which value they choose.
Highlight one or more core conflicting values that
describe the situation the best. Values should be
generic; proper nouns or pronouns should not be
included. Write values in phrases, not in sentences,
and each value should have at least 3 words. Your
response should follow the format:

[

"Avs. B",

"Cvs. D",

j.

After the conflicting values are annotated for
the situations, we prompt the GPT model again to
analyze the comments from each redditor. Below
is a prompt:

UMAP: n_neighbors=30, min_dist=0.0

Figure 6: Visualization of Umap embeddings of value
representations.

Prompt for Annotating Value Trade-offs

You will be given a [Situation] and a list of
[Conflicting Values] observed in the situation.
There’s Person X who leaves a [Comment].

[Task] Determine which items in the [Con-
flicting Values] are mostly related to Person X’s
[Comment]. You may select only one of them, or
select multiple items. Generate conflicting values
observed in the comment ONLY IF none of the
[Conflicting Values] are related to the [Comment].

Determine which value is more important to Person
X. For instance, "A vs. B" is a chosen conflicting
value and Person X thinks A is more important
than B in the comment, the answer should be "A > B".

Your response should follow the format:
[

"A>B",

HD > C",

HHt

[Situation] Not babysitting my niece
[Conflicting Values] Autonomy vs. Family
[Comment] When you talk to your brother ..

. J

The general framework of creating clusters from
the annotated values follow the approaches sug-
gested by Lam et al. (2024). The authors first
cluster the texts using HDBSCAN, then expand
the concepts by prompting LLMs. The initial clus-
ters are formed using HDBSCAN (Mclnnes et al.,
2017), and we later use LLMs to create additional
clusters for values that remain uncategorized in the
initial clustering phase, resulting in 111 clusters in
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total.

For the generated values that are conflicting in
the situations in the dataset, we first obtain their
vector representations. We use OpenAl’s text-
embedding-3-large model (OpenAl, 2024), and
reduced the dimensions to 256. We then further
reduce the dimensionality using umap embeddings
(McInnes et al., 2018). Figure 6 shows the 2-D
visualization of umap embedding of all value rep-
resentations, with number of neighbors as 30 and
minimum distance as 0.

After this step, we use HDBSCAN to generate
initial clusters while enforcing minimum of 100
items in each cluster. After obtaining the initial
cluster, we gather all uncategorized values. We
then compute the distance between each of the un-
categorized value and initial cluster representations.
If the distance is closer than a threshold (0.95), we
assign the item to the cluster. For values that are
not close enough to any other clusters, we group
them using K-means clustering.

After assigning all value representations to a
corresponding cluster, we ask gpt-4o-mini model
to come up with a summary of unifying themes
and patterns. Below is the template for the prompt
adopted from Lam et al. (2024):

Prompt for Expand Concepts

I have this set of bullet point summaries of text
examples:
{examples}

Please write a summary of unifying patterns
for these examples.

For each high-level pattern, write a 5 word NAME
for the pattern and an associated one-sentence
ChatGPT PROMPT that could take in a new text
example and determine whether the relevant pattern
applies.

Please also include 3 example_ids for items that
BEST exemplify the pattern.

\. J

B.3 Comparison

In order to analyze the usefulness of LLM-
generated values and whether they cover the fixed
set of values that are defined in a top-down ap-
proach, we map these values to the Schwartz’s val-
ues.

Figure 7 shows the mapping results. For each
of the situation that has annotations of both LLM-
generated values and Schwartz’s values, we count
the co-occurrences between these values. For in-
stance, if a situation’s annotated Schwartz’s value
is “Security”, and at the same time, its annotated

values that conflict is “Boundary Awareness and Re-
spect”, then these two values have a co-occurrence.
In the figure, we compute the log-scale of all the
co-occurrence counts.

For each of the LLM-generated values, they
cover multiple dimensions of Schwartz’s values,
suggesting that these values have richer context
information about the situations. Moreover, in
some cases, these LLM-generated values cover con-
flicting Schwartz’s values together. For example,
“Personal Boundaries and Well-being” value has
high number of co-occurrences with “Security” and
“Self-Direction”. These two Schwartz’s values con-
flict to each other, thus they are not categorized into
the same bucket using the Schwartz’s values. This
shows that LLM-generated values can be applied in
a more flexible way, while preserving meaningful
insights from the theories supported by Schwartz’s
values.

C Model Implementation Details

C.1 Baseline Model Implementation

For all fine-tuned language models, we perform hy-
perparameter searching on training batch size and
learning rates. For DistiIBERT-base, the best work-
ing combination is 16 and 3.962e-5, for RoOBERTa-
base, it is 32 and 3.97838e-5, for DeBERTa-v3, it
is 4 and 7.378218e-5. For encoder-only models,
fine-tuning models for each redditor takes approx-
imately 10 to 25 minutes on a single A30 GPU.
Fine-tuning encoder-decoder models, BART and
FLAN-TS, took around 15 to 30 minutes, respec-
tively. Stretching this to 100 redditors and 5 fold
experiments, running each model structure took a
day to two days.

C.2 RAG-based Model Implementation

For inference using GPT-4.1 models, each of the
experiment costs around USD 30, where the costs
for input query takes about USD 29 and the rest
is for the output which is either O or 1. This was
based on the batch prompting, which is half of the
original price.

D Model Performance

Figure 8 illustrates the macro F1 score of the reddi-
tors varying in judgment distribution balance and
the number of instances. For fine-tuned models,
the F1 score decreases as the number of instances
decreases and the judgment patterns become more
skewed. For the RAG-based models, on the other
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Boundary Awareness and Respect

Commitment and Responsibility -7
Familial Loyalty Dynamics 6
Familial Obligations and Responsibilities
§ Freedom of Choice :
p 4
E Independence in Personal Life
- Individual Autonomy Emphasis 3
Interpersonal Dynamics and Control 2
Personal Boundaries and Well-being ;
Personal Comfort Importance
0

Schwartz's Values

Figure 7: Mapping results of LLM-generated values to Schwartz’s values. Numbers in each cell mean the log-sclaed
count of the number of co-occurrences.
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Figure 8: Macro F1 score of fine-tuned models and RAG-based models. x-axis represents the attribute of redditors.
The left figure shows how balanced the redditors’ judgment patterns are (more balanced if the value is closer to 1),
and the right figure shows how many instances the redditors have.

hand, the F1 socre does not heavily depend on the
judgment distributions and the number of instances
for each redditor, as the RAG-based models can
perform inference based on the few-shot examples
only.
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