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Abstract

The deployment of Large Language Models
(LLMs) faces significant challenges due to high
computational costs, driving the demand for ef-
fective pruning techniques. Existing structured
pruning methods employ uniform compression
rates across network layers, neglecting the vary-
ing importance of different network depths. To
address this limitation, we propose a novel op-
timization framework that directly minimizes
global capability loss through layer-adaptive
pruning rates. The framework formulates the
pruning task as a combinatorial optimization
problem constrained by a total parameter bud-
get, and an efficient dynamic programming so-
lution is derived to determine optimal layer-
wise compression rates. Experiments demon-
strate that, when tuning is not included, our ap-
proach achieves comparable performance with
state-of-the-art methods at high pruning rates
(37-50% reduction), and shows significant ad-
vantages at low pruning rates (13-25% reduc-
tion). When tuning is included, our method
achieves the best performance among the com-
pared methods.

1 Introduction

Large Language Models (LLMs) have achieved
superior performance in a wide range of do-
mains(Brown et al., 2020; Achiam et al., 2023;
Zhao et al., 2023). However, the significant in-
crease in both inference latency and memory cost
still restricts its further applications, raising the
demand for model compression techniques (quanti-
zation, pruning, distillation, etc. (Zhu et al., 2023;
Tang et al., 2025)).

Structured pruning (Cheng et al., 2023) involves
removing contiguous or complete structural units,
such as filters, channels, or network layers, from
the model. This facilitates straightforward imple-
mentation across diverse computing chips, which
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Figure 1: PPL comparison on WikiText-2 (Merity et al.,
2017) test set for LLM-Pruner method with identical
pruning rate applied to different layers while others
remain unpruned, using the LLaMA2-7B (Touvron et al.,
2023) model.

motivates our focus on structured pruning in this
work.

Although existing methods have achieved
promising results, they still fall short in terms of
accuracy loss after pruning. LLM-Pruner (Ma
et al., 2023) achieves structured pruning by rank-
ing the importance of coupled structures and em-
ploys LoRA fine-tuning to compensate for the accu-
racy loss caused by pruning. To avoid fine-tuning,
SliceGPT (Ashkboos et al., 2024) applies orthogo-
nal matrix transformations to each weight matrix
and removes slices of the transformed matrices.
However, both methods adopt a uniform pruning
rate, which does not account for the varying abil-
ities of the weights at different depths. As shown
in Figure 1, layers at different depths contribute
differently to the model’s ability, as measured by
PPL. This has also been empirically demonstrated
in FLAP (An et al., 2023), where adaptive pruning
rates are shown to be more likely to achieve better
accuracy.

FLAP achieves adaptive pruning by formulat-
ing a structured importance metric that quantifies
the recoverability of output features when remov-
ing weight columns, standardizing these scores
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across layers to dynamically determine pruning
ratios. In LLM-Streamline (Chen et al., 2025), lay-
ers with high similarity are identified as redundant
and pruned, while a lightweight network is trained
via hidden state distillation to replace these pruned
layers, ensuring minimal performance degradation.
Although abilities in different depths are consid-
ered in both FLAP and LLM-Streamline, their prun-
ing decisions fundamentally rely on localized layer-
wise metrics. In this work, a novel framework is
proposed to directly optimize the model’s end-to-
end performance after pruning, unlocking the room
for further improvement in pruning accuracy.

As the main contributions of this work, we pro-
pose an optimization model that considers the end-
to-end capability loss of the model after pruning.
To solve this global optimization model, an efficient
algorithm is derived by approximating the computa-
tion of the loss function. Experiments demonstrate
that our method enhances pruning accuracy at var-
ious pruning rates, which is good news for LLM
applications.

2 Method

We argue that neural network modules at vary-
ing depths contribute differently to the capabilities
of LLMs. Therefore, we assign each module a
set of selectable retained parameter counts M 4.,
where i € {1,..., N} denotes the i-th module of
an LLM, and N is the total number of modules.
For instance, in LLaMA2-7B, each decoder layer
is considered as a module, then N corresponds
to the number of decoder layers. The pruning
rates available for the i-th module are denoted by
ti € {ri1,7i2,...,7i K}, where K; is the num-
ber of different pruning rates for the ¢-th module.
Specifically, we set ;1 = 0%, which means that
M 1 is the original parameter count of the ¢-th mod-
ule. The optimization objective is to identify the
optimal combination of retained parameter counts,
subject to a constraint on the total retained parame-
ters, as formalized below.

M* ={Mj,..., My} (1
=argminJ(Mi¢,...,Mnty), (2)
N
st My, € [MP, MY]. 3)
i=1
Here, {M7, ..., M} } denotes the optimal combi-

nation of the retained parameter counts, with M
indicating the retained parameter count selected

for the i-th module in this combination. M’ and
MV represent the lower and upper bounds of the
desired total retained parameter range, respectively.
J(-) denotes the loss function corresponding to any
given combination of retained parameters. The loss
is calculated by first determining the optimal logit
path of the original model on a calibration set, and
then subtracting the sum of logits of the pruned
model on the same path from the sum of logits of
the original model on that path.

If each module has K selectable retained param-
eter counts, directly enumerating all combinations
that satisfy the constraints would result in a num-
ber of combinations on the order of O(K ™). For
instance, when K = 10 and N = 32, this num-
ber becomes prohibitively large, rendering direct
solution infeasible.

In AWQ (Lin et al., 2024), the selection of quan-
tization parameters for each module is independent
and has achieved state-of-the-art results. Inspired
by this, we assume that the loss function satisfies
the following equation.

N
'](Ml,tl)"'?MN,tN) :ZJZ(MZ7tL) N (4)
i=1
where
Ji(Mig,) =J(Mia, ..., M1, )
M, Mig11,...,Mn).

In other words, the loss of the retained parameter
count combination {Mi,,..., Mn.,} is equal
to the sum of IV independent losses. Specifically,
the i-th independent loss corresponds to the sce-
nario where only the ¢-th module is pruned to
M; 1, while all other modules remain unpruned
(i.e., M, = Mj, fori # j).

Let C;(R;) denote the minimum loss when the
first 2 modules are pruned and the remaining N — ¢
modules are not pruned, given that the total number
of retained parameters in the first ¢ modules is R;.
Then,

C’L<RZ) = min Z Jj(Mj,tj> Ri = Zijtj
j=1 j=1
= min {Ci—l(Ri—l) + Ji(Mi,ti) ‘ R, =

R4+ Mz‘,@}»
(6)
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Algorithm 1 The Proposed Adaptive Pruning Algorithm

1: Assign an appropriate set of retained parameter counts to each module.

2: for each M;;, do

3: Perform pruning on a validation set using LLM-Pruner (Ma et al., 2023) without tuning.
4: Compute J;(M; +,) using Equation 5.

5: end for

6: Initialize C (R1) according to Equation 7.

7. for i =2to N do

8: for each R;_; do

9: for each M, ;, do

10: if Ci—l(Ri—l) + Jz’(Mz',ti) < CZ(RZ) then

11: Update C;(R;) = Ci—1(Ri—1) + Ji(Mi,ti)-

12: Update the optimal combination for R; to I2;_1 and M, 4,.
13: end if

14: end for

15: end for

16: end for

17: Determine %}, and M™ according to Equation 8.

where
Ci(R1) = Ji(Ry) ,
R1 c {Ml,tl ’tl c {7"171,...,7“17[(1}}.

Clearly, the combination of retained parameter
counts corresponding to Ry is the optimal solu-
tion M*, where

Ry =argmin{Cy(Ry) |
MY < Ry < MY}

By reasonably partitioning an LLM, the same
set of K retained parameter counts can be assigned
to each module, excluding the LM head and word
embeddings. The number of possible values for
R does not exceed the number of combinations
of placing N identical balls into K distinct bins,
given by (N ;g]fl_ 1). Therefore, even if we com-
pute all possible Ry values, the time complexity

will not exceed O ((N HEONK ) . This complex-
ity is significantly lower than the aforementioned
exponential time complexity. For example, when
N = 32 and K = 10, running the solution pro-
gram on a 2.5 GHz CPU yields results with only a
few seconds of delay.

Setting each linear layer of an LLM as a mod-
ule incurs a high computational cost, especially
for calculating J;(M; ;). Consequently, we des-
ignate each decoder layer as a basic module. For
each M; ;., the retained parameters is determined
by LLM-Pruner (Ma et al., 2023) without perform-
ing the tuning step. The overall procedure of our
algorithm is depicted in Algorithm 1.

(N

(®)

3 Experiments'

The effectiveness of our algorithm is demon-
strated on LLaMA2-{7B,13B} (Touvron et al.,
2023), LLaMA3.1-8B (Grattafiori et al., 2024)
and Qwen2.5-{7B,14B} (Qwen et al., 2025),
and is benchmarked against state-of-the-art open-
source pruning algorithms. These include meth-
ods without tuning, DS (Dumitru et al., 2024),
FLAP (An et al., 2023) and SliceGPT (Ashkboos
et al., 2024), as well as methods with tuning,
LLM-Streamline (Chen et al., 2025) and LLM-
Pruner (Ma et al., 2023). For fair comparison, all
methods use the same calibration set, which con-
sists of 128 samples, each with a length of 2048
tokens, randomly selected from WikiText-2 (Mer-
ity et al., 2017). Methods that require tuning are
fine-tuned on Alpaca (Taori et al., 2023).

The performance of all compared algorithms
is evaluated on the WikiText-2 test set using
perplexity (PPL) as the metric. Additionally,
the algorithms are assessed on seven zero-shot
tasks through the Im-eval-harness (Gao et al.,
2024), including BoolQ (Clark et al., 2019),
PIQA (Bisk et al., 2020), HellaSwag (Zellers et al.,
2019), WinoGrande (Sakaguchi et al., 2021), ARC-
easy (Clark et al., 2018), ARC-challenge (Clark
et al., 2018), and OpenbookQA (Mihaylov et al.,

' All datasets, models, and other artifacts used in this study
are publicly available and can be freely used for academic
purposes. We have ensured that our use of these resources
complies with their respective licenses and terms of use.
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2018). The average accuracy across these tasks is
reported for each method.

Foreachmodulei € {1,..., N}, we define a set
of K = 10 pruning rate options, {7 1,...,7 K },
as {0%, 10%, ...,90%}. As metioned in secion 2,
the search complexity for finding all C'(Ry) is at

most O ((N[Jg[ffl

search paths, the effective search space is made
significantly smaller than this upper bound. Table 1
summarizes this effective space, along with the cor-
responding time and memory requirements, with
all experiments run on a 2.45GHz CPU.

)N K ) . By merging redundant

Model Effective Search | Search Time | Search Memory
Space Size (x10%) (ms) (KiB)
LLaMA2-7B 45 20 200
LLaMA2-13B 71 32 250

Table 1: Resources required by the search procedure
across models.

Rate Method LLaMA2-7B | LLaMA2-13B | LLaMA3.1-8B
PPL| AcctT |PPL| Acct | PPL| AcctT

0% Dense 547 6471 | 488 6774 | 622  69.12
DS 734 5398 | 6.41 5874 | 10.28  50.66
LLM-Pruner | 6.99 56.85 | 549 63.62 | 837  60.04

13% | SliceGPT 725 5402 | 638 60.68 | 11.92 49.30
FLAP 639 5978 | 575 6205 | 7.96  58.70

Ours 636 6263 | 532 66.12 | 824  65.12

DS 9.71  48.86 | 822 5233 | 1442 4482
LLM-Pruner | 16.65 4247 | 891 5371 | 34.17 48.14

25% | SliceGPT 9.5 4875 | 8.18 51.30 | 2671 4154
FLAP 875 5236 | 7.6 5751 | 1237 49.56

Ours 837 5716 | 699 63.41 | 11.62 54.07

DS 14.65 43.69 | 11.87 47.50 | 21.94 41.08
LLM-Pruner | 4526 39.11 | 31.11 40.65 | 14841 42.32

37% | SliceGPT 1572 42.84 | 1235 4549 | 39.78 39.31
FLAP 13.77 4870 | 105 5259 | 19.13 45.03

Ours 13.17 48.69 | 948 5587 | 19.46 48.90

DS 2546 4038 | 20.14 42.16 | 3515 39.22
LLM-Pruner | 367.33 37.76 | 708.4 38.49 | 295.15 37.67

50% | SliceGPT 2746 39.64 | 2259 40.72 | 67.26  37.81
FLAP 31.56 44.44 | 16.08 49.52 | 78.03  40.12

ours 30.62 4353 | 14.69 4822 | 58.11 41.64

Table 2: Performance of LLaMA models pruned by
different methods without tuning. Bold values highlight
the best performance.

As shown in Table 2, our method achieves the
best PPL on WikiText-2. On zero-shot tasks, our
method exhibits comparable performance to the
second-best FLAP method at high pruning rates
but outperforms almost all others at low pruning
rates. Specifically, at a 25% pruning rate for zero-
short tasks, our method incurs a loss of approx-
imately 11.7% for the 7B model and 6.4% for
the 13B model. In contrast, FLAP experiences
a loss of 19.1% for the 7B model and 15.1% for
the 13B model. This indicates that our method’s
performance is nearly twice that of the second-best

method. Evidently, if a smaller loss in accuracy
is desired in exchange for a low pruning rate, our
method is a better choice.

Rate Method LLaMA2-7B LLaMA2-13B | LLaMA3.1-8B
PPL| Acc?T | PPL|l Acct |PPL] Acct
0% Dense 547 6471 | 488 67.74 | 626 69.12

LLM-Pruner* | 6.57 6137 | 540 6528 | 824 64.22
13% | StreamLine* 724 6388 | 593 68.12 | 994  68.80

ours* 636 64.00 | 536 67.72 | 8.02 66.32
LLM-Pruner* 8.5 5580 | 7.21 6137 | 15.16 53.86
25% | StreamLine* | 11.99 5835 | 7.74 6422 | 1447 58.02

ours™ 799 6240 | 6.62 6576 | 10.75 60.75
LLM-Pruner* | 1691 5424 | 11.62 61.15 | 22.75 47.94
37% | StreamLine* | 11.09 51.56 | 17.18 51.97 | 24.22  58.02

ours* 994 5597 | 7.69 62.26 | 13.80 57.25
LLM-Pruner* | 173.51 39.89 | 277.27 39.87 | 34.17 44.11
50% | StreamLine* | 40.57 40.57 | 1946 51.80 | 41.86 45.20
ours* 13.8 4947 | 10.09 5540 | 2040 52.18

Table 3: Performance of LLaMA models pruned by
different methods with tuning. Bold values highlight
the best performance. The asterisk (*) denotes that the
method needs tuning.

Our experiments show that LLM-Pruner with
full-parameter tuning outperforms its LoRA-tuned
version from the original paper. For fair compari-
son, both LLM-Pruner* and our method (ours* in
Table 3) employ full-parameter tuning. As shown
in Table 3, our method achieves the best perfor-
mance on both WikiText-2 and zero-shot tasks
across all tested pruning rates. Notably, the per-
formance loss of our pruned model relative to the
dense model, averaging 3.2% for the 7B and 13B
models, is approximately half that of the second-
best method, which averages 7.5% for the 7B
and 13B models, at a 25% pruning rate for zero-
shot tasks. This further confirms that our method
achieves superior accuracy particularly at a lower
pruning rate.

In addition, we evaluate two Qwen variants. Ta-
ble 4 shows that our method attains the highest
accuracy under low sparsity and matches the best-
reported results under high pruning ratios. As
shown in Table 5, our method outperforms nearly
all tuning-based competitors.

4 Conclusion

This work addresses the critical challenge of pre-
serving model capabilities during LLM pruning
through layer-adaptive pruning rates. We formu-
late structured pruning as a combinatorial optimiza-
tion problem that explicitly minimizes global ca-
pability loss under parameter budget constraints.
By establishing a dynamic programming frame-
work, our method efficiently determines the op-
timal layer-wise pruning rates. Experiments on
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Qwen2.57B | Qwen2.5-14B

Rate | Method 55— T T PPL] Acct
0% | Dense 683 6990 | 528 7246
LLM-Pruner | 7.87 66.35 6.62 70.05

13% | FLAP 779 6898 | 684  66.54
Ours 774 6693 | 636 7188
LLM-Pruner | 920 60.63 | 877 6435

25% |  FLAP 993 5483 | 922 5773
Ours 9.05 6095 | 863 6505
LLM-Pruner | 12.77 4990 | 1351  54.27

37% |  FLAP | 1437 4905 | 21.16 43.82
Ours 1588 5335 | 1469  54.07
LLM-Pruncr | 23.85 43.40 | 3470 4224

50% | FLAP | 2892 14.94 | 494258 37.95
Ours 2461 4245 | 3311 4334

Table 4: Performance of Qwen models pruned by dif-
ferent methods without tuning. Bold values highlight
the best performance.

Qwen2.5-7B Qwen2.5-14B

Rate | Method  \5pr = C =T PPL | Acc ]
0% Dense 6.83 69.90 | 5.28 72.46
LLM-Pruner* | 7.86 68.44 | 6.57 71.69

13% | StreamLine* 8.37 65.79 7.5 69.19
Ours* 7.74 70.52 | 6.22 72.21
LLM-Pruner* | 9.05 62.77 | 8.77 64.35

25% | StreamLine* | 10.92 58.47 | 9.78 62.36
Ours* 891 65.64 | 8.11 66.54
LLM-Pruner* | 11.09 57.77 | 10.75 60.21

37% | StreamLine* | 13.17 55.69 | 14.92 54.62
Ours* 12.37 59.66 | 10.58 60.93
LLM-Pruner* | 14.69 51.72 | 1691 51.71

50% | StreamLine* | 34.17 46.06 | 30.62 47.5
Ours* 14.29 51.74 | 1588 52.78

Table 5: Performance of Qwen models pruned by differ-
ent methods with tuning. Bold values highlight the best
performance. The asterisk (*) denotes that the method
needs tuning.

LLaMA and Qwen models demonstrate that our
method achieves comparable performance with
state-of-the-art approaches at high pruning rates
(37-50% reduction), and significantly outperforms
existing methods at low pruning rates (13-25% re-
duction), particularly for zero-shot tasks compared
to the second-best approach. These results high-
light the effectiveness of end-to-end consideration
of accuracy loss and adaptive pruning rate assign-
ment for different modules in LLM compression.

Limitations

Our method inherits the strength of structured
pruning methods and hence is friendly for imple-
mentation on computing chips. Despite achiev-
ing promising results in structured pruning, our

method still has room for improvement in terms
of accuracy compared to other model compression
techniques, such as unstructured pruning and quan-
tization methods. We plan to explore distillation
methods to transfer the knowledge from the orig-
inal model to the pruned model, thereby further
improving the accuracy of the pruned model.
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