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Abstract

Large language models (LLMs) have made
significant breakthroughs in extracting useful
information from conversation history to en-
hance the response in long-term conversations.
Summarizing useful information from histori-
cal conversations has achieved remarkable per-
formance, which, however, may introduce ir-
relevant or redundant information, making it
difficult to flexibly choose and integrate key in-
formation from different sessions during mem-
ory retrieval. To address this issue, we pro-
pose a Fragment-then-Compose framework, a
novel memory utilization approach for long-
term open-domain conversation, called FraCom.
To be specific, inspired by the concept of propo-
sition representation from Cognitive Psychol-
ogy, we first represent the conversation history
as a series of predicates plus arguments for
propositional representation to preserve key in-
formation useful for memory ("Fragment").
Then, we compose propositional graphs for the
conversation history based on the connection
between shared arguments ("Compose"). Dur-
ing retrieval, we retrieve relevant propositions
from the graph based on arguments from the
current query. This essentially allows for flexi-
ble and effective utilization of related informa-
tion in long-term memory for better response
generation towards a query. Experimental re-
sults on four long-term open-domain conversa-
tion datasets demonstrate the effectiveness of
our FraCom in memory utilization and its ability
to enhance response generation for LLMs.

1 Introduction

The remarkable advances in Large Language Mod-
els (LLMs) have led to the rapid development of
open-domain conversations (Li et al., 2017; Zhang
et al., 2018; Dinan et al., 2018; Rashkin et al., 2019;
Baumgartner et al., 2020). By modeling and un-
derstanding historical dialogue information, LLMs
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made great contributions,
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laws ....

Fragment

Session 1:
Meaning #1: Lincoln was
president of the United
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Meaning #2: Lincoln
freed the slaves.

Session N:
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drafted the laws.

...
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Who tried to liberate
slaves in the United
States and what
work did he do?

Lincoln, American
president. He freed
slaves and drafted
laws.

Meanings

Figure 1: Examples of humans storing and utilizing
memories from historical conversations based on Cog-
nitive Psychology.

have demonstrated strong response generation ca-
pabilities in open-domain conversations. Despite
the remarkable progress made in open-domain con-
versation, when dealing with long-term conversa-
tions, LLMs still struggle to achieve satisfactory
human-like interactions due to their lack of long-
term memory (Xu et al., 2022a; Shi et al., 2023;
Du et al., 2024; Zhang et al., 2024; Li et al., 2024;
Levy et al., 2024; Liu et al., 2024).

Memory is an essential aspect of human-like
communication, which plays a pivotal role in sus-
taining long-term, high-quality interactions during
conversations. By fusing memory, LLMs can gen-
erate more coherent, natural, and contextually rele-
vant responses by effectively storing and recalling
previous conversational data. This enhancement
significantly improves the engagement, human like-
ness, and memorability of interactions. Recent
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studies focus on compressing historical informa-
tion into summaries as memories with remarkable
results (Xu et al., 2022a; Bae et al., 2022; Jang
et al., 2023; Zhang et al., 2023; Lu et al., 2023;
Zhong et al., 2024; Li et al., 2025; Ong et al., 2025;
Chen et al., 2025; Wang et al., 2025). However,
they are prone to trigger the influx of redundant
or irrelevant information when producing memory
from the historical conversation; not to mention
that summarizing different sessions of historical
conversation separately increases the difficulty of
leveraging the relationship between core informa-
tion of different sessions when retrieving memory
for the query.

Based on Cognitive Psychology, humans break
down a complex sentence into a series of simple
sentences for memorization, which contain basic
meaning about historical content (Schank, 1980;
Tulving, 1983, 2002; Anderson, 2005; Yadav et al.,
2022). As shown in Figure 1 (a), people tend to
remember simple sentences "Lincoln was president
of the United States during a war." and "Lincoln
freed the slaves." for the complex conversation
content. In addition, according to propositional
analyses, people remember a complex sentence as
a set of abstract meaning units that represent the
simple assertions in the sentence (Kintsch, 1974,
2014). As shown in Figure 1 (b), words or phrases
"president-of ", "United States", "Lincoln", and
"war" can preserve the meaning of the sentence. Es-
pecially in long-term memory, these words/phrases
can be better remembered and used to restore mem-
ory. Meanwhile, these key words/phrases can also
be flexibly combined and used during memory re-
play according to actual needs. Therefore, we argue
that fragmenting the conversation history based on
key information and flexibly composing memory
regarding the query can lead to improved memory
utilization in long-term conversations.

To reach this goal, we propose a Fragment-then-
Compose framework (FraCom) to flexibly utilize
memory, aiming at producing better responses for
long-term conversation. Specifically, for the Frag-
ment step, we get inspiration from proposition rep-
resentations that "a proposition is the smallest unit
of knowledge that can stand as a separate asser-
tion" (Anderson and Bower, 1974), and prompt
LLMs to obtain predicates and arguments as key
words/phrases for each utterance in historical ses-
sions, called Memory Fragments. This provides
the basic material for flexibly composing memory

in memory utilization according to the demand.
Further, inspired by the representation of meaning
in memory (Kintsch, 1974, 2014), for the Com-
pose step, we leverage predicates and arguments
as nodes to construct a propositional graph, where
propositions with the same argument in different ut-
terances and different sessions can be connected to
obtain long-term memory for conversation history.
Based on this, we get inspiration from Plausible
Retrieval (Reder, 1982; Reder and Ross, 1983) and
match the arguments of the current query/utterance
from the propositional graph to capture the exact
and plausible propositions, which constitute the
retrieved memory information. This essentially al-
lows the model to flexibly use memory based on
key information of the current utterance, rather than
using all memory for response. Experimental re-
sults on four long-term conversation datasets show
that our FraCom can enhance the ability of memory
utilization for LLMs in long-term conversations,
thereby leading to improved response generation.
Furthermore, we propose new memory metrics to
evaluate memory usage and capacity. The results
show that our method can achieve better and more
efficient memory utilization compared to baselines.

The contribution of this work can be summarized
as follows:

1) We explore a new paradigm to flexibly use
memory for long-term conversations, which can
save storage space while utilizing memory more
effectively.

2) We are the first to fragment historical infor-
mation and then compose a memory graph, which
endows the model with the ability to retrieve long-
term memory based on the key information in the
current utterance.

3) Experimental results show that our method
outperforms strong baselines in both response gen-
eration and memory utilization.

2 Related Work

Long-Term Conversations. Long-term conver-
sation reflects real-world conversational scenarios
and can achieve long-term interaction. Previous
works focus on selecting valuable information on
conversations to train models for generation (Bae
et al., 2022; Xu et al., 2022a,b; Jang et al., 2023).
A current trend is to build memory banks (Lu et al.,
2023; Zhang et al., 2023; Zhong et al., 2024; Chen
et al., 2025; Li et al., 2025; Ong et al., 2025; Wang
et al., 2025) as a plug-and-play module for LLMs.
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Figure 2: Illustration of our Fragment-then-Compose memory utilization framework.

Zhong et al. (2024), Chen et al. (2025) and Li et al.
(2025) compress sessions into summaries and user-
specific facts. Wang et al. (2025) summarize the
conversation of each session and iteratively update
the old memory. Moreover, Zhang et al. (2023)
and Ong et al. (2025) pay more attention to the im-
pact of time interval on generation. Different from
these methods using summaries for memory, we
propose a new paradigm to flexibly use memory
by fragmenting and composing key information
and thus improve the performance of response
generation and memory utilization.

Cognitive Memory Modeling. Human mem-
orization can be described as a fragmentation
paradigm rather than a compressed summary
(Schank, 1980; Tulving, 1983, 2002; Yadav et al.,
2022). This means that humans only remember tiny
fragments of what they experienced. In particular,
these fragments tend to store the most meaning-
ful information while often ignoring details that
are considered less important (Anderson, 2005).
The propositions (Weisberg, 1969; Anderson and
Bower, 1974; Ratcliff and McKoon, 1978; Kintsch,
2014) in Linguistics are regarded as the smallest
units of meaning and are the basic components
of memory. Therefore, each memory fragment
can be connected to a proposition unit. The re-
call process involves the memory retention (Nel-
son, 1971; Wickelgren, 1975; Nelson, 1978) and
plausible retrieval (Reder, 1982; Reder and Ross,
1983) of these memory fragments, forming a co-

herent memory by composing related propositions,
providing a foundation for flexible use of mem-
ory. Different from knowledge graph-type work
(Edge et al., 2024), our FraCom can preserve the
logical structure of natural language to obtain
language-driven propositional graphs through
propositional representation.

3 Methodology

In this section, we describe our proposed Fragment-
then-Compose (FraCom) framework for long-term
conversation in detail. Given a historical conver-
sation S = {s1, s2, ..., sN}, the long-term conver-
sation aims to generate an accurate response u∗

to a current utterance U = {u1, u2, ..., un} by ef-
fectively leveraging memory derived from S. As
shown in Figure 2, our FraCom mainly consists of
three modules: 1) Fragment module, which ex-
tracts the key words or phrases in each utterance to
obtain the memory fragments; 2) Compose mod-
ule, which composes a propositional graph for the
conversation history by linking the shared memory
fragments; 3) Memory Retrieval and Response
Generation, which retrieves and utilizes relevant
memory meanings from the propositional graph
based on the key information for response genera-
tion.

3.1 Fragment Module
For the Fragment step, we perform propositional
representation (Anderson and Bower, 1974) to frag-
ment each utterance in previous sessions to ob-
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tain the memory fragments that retain the gist
of memory. Specifically, we ask the LLMs to
deduce with the prompt: "The following is the
conversation content: [Conversation]. Please ex-
tract the basic proposition (predicate, argument)
from each sentence. According to the theory of
Propositional Representation, ‘predicate’ usually
corresponds to verbs, adjectives, and other pred-
icates, while ‘argument’ usually corresponds to
nouns. ‘predicate’ refers to the connection be-
tween the ‘argument’ referred to by these nouns",
where [Conversation] denotes historical sessions.
As shown in Figure 2, given utterance u "Lincoln,
who was president of the United States during a
bitter war, freed the slaves..." will be fragmented
into arguments (United States, Lincoln, War, etc.)
and predicates (President-of, Freed, etc.). These
arguments A = {a1, a2, ..., am} and predicates
R = {r1, r2, ..., rn} can form different proposi-
tions P = {p1, p2, ..., pn} in each session. Each pi
contains a proposition unit ci, a predicate ri, and
the related arguments ai, which can be composed
into a propositional graph. Prompting details are
depicted in Appendix K.

3.2 Compose Module
For the Compose step, we compose the above
fragments as a dynamic propositional graph G =
(V,E) that incrementally incorporates propositions
from each session by connecting the same argu-
ment between the original propositional graph and
the new session. For each proposition pi, we con-
struct a propositional subgraph Gi = (Vi, Ei):

Vi = {ci, ri, ai1, ..., aim}, (1)

where aij represents the j-th argument in the i-th
subgraph Gi and m means the number of argu-
ments in pi. The edge Ei connects ci to ri and aij ,
which is defined as follows:

Ei = {(ci, ri)} ∪ {(ci, aij) | j = 1, ...,m}. (2)

A predicate node ri and argument nodes aij con-
nected to ci can express a proposition pi. For each
session s, we connect the shared argument nodes
of each proposition pi to merge them into a session
propositional graph Gs. When processing a new
session t, we merge its propositional subgraphs Gt

into Gs, which is defined as follows:

V ← V t
i ∪ V s

i , (3)

E ← Et
i ∪ Es

i , (4)

where shared arguments across propositions are
connected through identity edges. The final propo-
sitional graph G preserves all historical proposi-
tions while maintaining long-term memory through
shared argument nodes. The procedure for updat-
ing the graph with new propositions is detailed in
Algorithm 1.

Algorithm 1: Propositional Graph Update
Input: Ghist: The existing graph
Pnew: List of new propositions
Output: Updated graph Ghist

1 foreach proposition pi in Pnew do
// pi has predicate ri and

arguments Ai

2 Create new proposition node ci;
3 Add ci to Ghist as proposition;
4 if predicate ri not in Ghist then
5 Add ri to Ghist as predicate;

6 Add edge (ci, ri);
7 foreach argument aij in Ai do
8 if argument aij not in Ghist then
9 Add aij to Ghist as argument;

10 Add edge (ci, aij);

11 return Ghist

3.3 Memory Retrieval and Response
Generation

Inspired by Reder (1982); Reder and Ross (1983),
we employ plausible retrieval to flexibly recall
meaning in memories like humans. For the cur-
rent session (starting from the second session), we
perform propositional representation on current ut-
terances to obtain arguments in propositions. For
plausible retrieval, we use cosine to measure the
similarity between the stored propositional graph
G and each argument ai in the utterance:

BertSim(ai, G) = cos(E(ai), E(G)), (5)

where E(·) refers to Sentence-BERT encoder
(Reimers, 2019). In fact, we only retrieve the
argument nodes in G for similarity to determine
whether the proposition is matched. Moreover,
we set the similarity threshold θ to perform plau-
sible retrieval. When BertSim(·) ≥ θ, we re-
gard the proposition pi as a retrieved memory.
Each proposition represents a sentence of mean-
ing in memory. Finally, we can obtain proposition
P̂ = {p̂1, p̂2, ..., p̂n} for response generation.
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Backbone Methods CC MSC GC LME

B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert
Q

w
en

2.
5

Context 0.40 13.87 30.01 0.10 13.27 38.26 0.76 13.23 28.37 3.21 18.06 64.73
Rsum 0.41 14.17 30.75 0.12 13.19 39.16 0.69 12.27 31.12 2.94 18.11 63.35

MemoChat 0.19 11.22 27.20 0.08 11.09 35.61 0.53 10.58 29.41 4.92 20.16 64.78
MemoryBank 0.35 14.19 30.33 0.13 13.30 39.71 0.74 12.67 31.20 2.87 18.29 64.35

COMEDY 0.17 11.35 29.04 0.10 11.20 36.75 0.45 10.18 29.53 3.86 18.34 59.01
Ours 0.44 15.91 37.03 0.19 13.66 38.76 0.80 13.70 35.01 3.98 19.83 69.51

L
la

m
a3

Context 0.29 11.43 28.46 0.10 11.52 32.91 0.35 11.21 29.16 4.51 15.37 47.64
Rsum 0.36 12.98 29.56 0.11 12.37 36.27 0.48 11.32 30.91 3.42 17.74 59.67

MemoChat 0.26 11.62 27.01 0.08 11.78 35.22 0.37 10.65 29.87 4.93 19.75 65.42
MemoryBank 0.31 12.35 29.13 0.09 12.15 35.97 0.34 10.66 28.25 4.50 19.72 68.39

COMEDY 0.14 10.48 27.33 0.09 10.33 34.59 0.30 8.99 28.59 3.79 17.27 57.34
Ours 0.51 14.91 30.13 0.12 12.90 36.92 0.56 11.51 30.45 5.51 20.65 69.59

C
ha

tG
PT

Context 0.62 15.44 34.75 0.16 14.50 39.32 0.61 11.39 31.86 1.42 16.51 68.03
Rsum 0.41 13.66 31.00 0.12 11.83 36.69 0.70 12.16 31.50 1.73 16.51 68.87

MemoChat 0.70 15.71 30.25 0.14 13.44 36.02 0.80 13.04 31.02 1.85 16.48 64.74
MemoryBank 0.23 10.60 22.67 0.07 10.09 31.04 0.50 10.13 25.38 1.72 16.70 68.35

COMEDY 0.29 12.64 31.58 0.11 12.25 38.00 0.68 11.81 32.18 2.56 17.74 64.41
Ours 0.72 17.31 39.93 0.22 14.83 41.45 1.30 15.31 37.52 2.30 18.04 70.07

Table 1: Automatic evaluation (%) of generation performance per episode. "Bold Font" means the highest results,
while "Underlined Font" means second-highest results. "Context" denotes feeding history information directly into
the long context of LLMs. *B-4 = BLEU-4, R-L = ROUGE-L, and Bert = BertScore. Appendix E for more results.

After memory retrieval, the response u∗ is gener-
ated by LLMs that integrates each current utterance
ui and retrieved proposition P̂ in current session.
The optimal response is obtained by maximizing
the conditional probability distribution:

u∗ = argmax
u∈R

PLLM (u|ui, P̂ ), (6)

whereR represents a set of all possible responses.

4 Experiments

4.1 Experimental Settings
Datasets. We evaluate our method on four long-
term multi-session conversation datasets: Con-
versation Chronicles (CC) (Jang et al., 2023),
Multi-Session Chat (MSC) (Xu et al., 2022a), GC
(Zhang et al., 2023), and LongMemEval (LME)
(Wu et al., 2024). Detailed descriptions of datasets
are shown in Appendix A.

Models and Baselines. We evaluate on three
strong LLMs: 1) Qwen2.5-7B (Yang et al., 2024),
the Qwen2.5-7B-Instruct version. 2) Llama3-
8B (Touvron et al., 2023), the Meta-Llama-3-8B-
Instruct version. 3) ChatGPT (OpenAI, 2023),
the GPT-3.5-Turbo-0125 version. We compare our
method with four summary-based baselines: Mem-
oChat (Lu et al., 2023), MemoryBank (Zhong

et al., 2024), COMEDY (Chen et al., 2025) and
Rsum (Wang et al., 2025). Moreover, we include
GPT-4o (OpenAI, 2024), the GPT-4o-2024-08-06
version, for the evaluation of generation. More
details of baselines are shown in Appendix B.

Evaluation Metrics. We evaluate our FraCom
on four kinds of metrics. 1) Automatic Metrics.
BLEU-3/4 (Papineni et al., 2002), ROUGE-L (Lin,
2004), and BertScore (Zhang et al., 2019). 2) G-
Eval Metrics. We use GPT-4o to evaluate En-
gagingness, Humanness, and Memorability. Ap-
pendix C for details. 3) Human Metrics. Humans
evaluate the winning performance of different meth-
ods. 4) Memory Metrics. Unlike manual labelling,
we propose proprietary metrics for long-term mem-
ory, namely Memory Usage (MU), Memory Ca-
pacity (MC) and M1 Score. Appendix D for spe-
cific definitions.

4.2 Experimental Results and Analysis

FraCom outperforms baselines in response gen-
eration performance. As presented in Table 1,
FraCom demonstrates superior response genera-
tion capabilities compared to both context-only
LLMs and established summary-based methods.
Across the CC, MSC, and GC datasets, FraCom
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Datasets Methods Eng Hum Mem Avg

CC

Context 4.29 4.81 4.12 4.41
Rsum 4.22 4.83 4.15 4.40
MemoChat 4.12 4.67 4.16 4.32
MemoryBank 4.36 4.87 4.23 4.49
COMEDY 4.33 4.87 4.20 4.47
Ours 4.37 4.92 4.26 4.52

MSC

Context 4.18 4.54 3.76 4.16
Rsum 4.33 4.78 4.06 4.39
MemoChat 4.19 4.59 4.09 4.29
MemoryBank 4.31 4.70 4.29 4.43
COMEDY 4.45 4.85 4.22 4.51
Ours 4.40 4.50 4.07 4.32

GC

Context 3.88 4.27 3.36 3.84
Rsum 4.02 4.48 3.70 4.07
MemoChat 3.69 4.07 3.51 3.76
MemoryBank 4.11 4.47 3.91 4.17
COMEDY 4.26 4.64 3.88 4.26
Ours 4.30 4.72 3.96 4.33

LME

Context 4.15 4.17 3.68 4.00
Rsum 4.33 4.38 4.04 4.25
MemoChat 3.95 4.01 3.68 3.88
MemoryBank 4.24 4.28 3.98 4.17
COMEDY 4.20 4.26 3.97 4.14
Ours 4.49 4.50 4.15 4.38

Table 2: GPT-4o evaluation of per episode (avg. of
LLMs). Appendix G for specific results of LLMs.

Baselines:

Rsum

MemoryBank

COMEDY

20% 40% 60% 80% 100% 20% 40% 60% 80%

Generation Memory

MemoChat

Ours wins Tie Baseline winsLegends:

100%

Context N/A70% 18% 12%

62% 22% 16%

66% 16% 18%

56% 16% 32%

58% 22% 20%

56% 26% 18%

58% 18% 26%

50% 30% 20%

54% 16% 30%

Figure 3: Human evaluation on generation and memory.

consistently achieves top-tier performance with all
backbone models, frequently leading in BLEU-4,
ROUGE-L, and BertScore. On the LME dataset,
while FraCom’s n-gram overlap scores BLEU-4 and
ROUGE-L for Qwen2.5 and its BLEU-4 score for
ChatGPT are not uniformly the highest when com-
pared against every baseline, it significantly excels
in the BertScore for these instances.

G-Eval and human evaluations corroborate
FraCom’s strength in response generation. Rec-
ognizing that automatic metrics offer a partial view
of open-domain conversation quality, we employ
G-Eval to assess three key aspects: Engagingness,
Humanness, and Memorability. As detailed in Ta-

Datasets Methods B-4 R-L Bert M1

CC
Ours 0.56 16.04 35.70 27.32

Plausible 0.46 16.01 32.80 14.80
Retention 0.49 15.98 33.65 23.08

MSC
Ours 0.16 13.68 39.04 24.98

Plausible 0.16 13.29 37.76 22.68
Retention 0.18 14.09 39.92 22.03

GC
Ours 0.89 13.51 34.33 24.64

Plausible 0.86 13.23 33.37 24.35
Retention 0.87 13.43 34.17 23.10

LME
Ours 3.93 19.51 69.72 14.83

Plausible 2.96 17.86 67.25 5.27
Retention 2.97 17.51 67.00 14.81

Table 3: Ablation study (avg. of LLMs). *Plausible
= w/o Plausible Retrieval, Retention = w/o Memory
Retention. Appendix H for specific results of LLMs.

ble 2, FraCom achieves notably superior Memora-
bility scores on the CC, GC, and LME datasets.
While its Memorability on the MSC dataset was
marginally lower than some baselines, the perfor-
mance remained competitive and consistent with
trends observed in our broader memory evalua-
tions (see Table 4). This analysis highlights that
FraCom’s enhanced Memorability empowers LLMs
to leverage more accurate contextual information,
directly contributing to higher Engagingness and
Humanness. Such interdependence underscores
the pivotal role of memory quality in open-domain
conversation. To corroborate these G-Eval find-
ings, we conduct human evaluations involving 5
in-house annotators who assessed 50 randomly se-
lected ChatGPT’s generations across the datasets.
The results, presented in Figure 3, demonstrate
statistically significant improvements for FraCom
in both perceived memory utilization and overall
response quality when compared to baselines.

Plausible retrieval and memory retention are
crucial for performance. As shown in Table 3,
ablation studies highlight the distinct contributions
of plausible retrieval and memory retention. On
CC and LME datasets, removing either component
markedly degrades both generation metrics and M1
scores. Omitting plausible retrieval notably drops
M1 scores, indicating its criticality in overcoming
argument matching failures during propositional
representation to ensure relevant memory retrieval.
Conversely, on MSC dataset, removing memory
retention slightly improves some generation scores
despite lower M1 scores. This suggests that MSC
dataset is more challenging than other datasets in

21124



Backbone Methods CC MSC GC LME

MU MC M1 MU MC M1 MU MC M1 MU MC M1
Q

w
en

2.
5

Rsum 14.98 43.73 22.32 19.68 46.48 27.65 13.82 42.90 20.91 6.54 47.89 11.51
MemoChat 14.13 48.62 21.90 18.68 52.54 27.56 14.66 41.74 21.70 5.65 69.91 10.46

MemoryBank 16.84 47.89 24.92 19.31 50.65 27.96 14.65 39.67 21.40 6.20 67.51 11.36
COMEDY 13.00 37.89 19.36 16.61 40.13 23.50 11.94 32.11 17.41 5.87 47.22 10.44

Ours 17.81 53.53 26.73 14.66 64.56 23.89 16.48 56.99 25.57 6.73 68.50 12.26

L
la

m
a3

Rsum 11.66 33.64 17.32 15.42 39.08 22.11 12.57 36.16 18.66 7.21 43.87 12.38
MemoChat 14.13 48.62 21.90 14.56 44.22 21.91 14.43 38.05 20.92 7.77 62.46 13.82

MemoryBank 14.04 48.98 21.82 17.40 46.43 25.31 13.94 37.62 20.34 6.61 66.20 12.02
COMEDY 11.26 42.20 17.78 14.07 40.47 20.88 10.50 34.24 16.07 6.95 42.52 11.95

Ours 18.26 57.27 27.69 15.57 58.50 24.59 15.87 51.08 24.22 9.15 64.75 16.03

C
ha

tG
PT

Rsum 13.17 41.33 19.97 18.34 47.24 26.42 13.66 42.99 20.73 6.51 45.05 11.38
MemoChat 13.11 50.32 20.80 17.66 52.51 26.43 14.57 42.67 21.72 5.94 68.01 10.93

MemoryBank 14.36 49.26 22.24 17.59 48.02 25.75 13.70 35.90 19.83 7.13 67.46 12.90
COMEDY 14.59 40.40 21.44 18.38 42.32 25.63 13.14 32.64 18.74 5.91 52.67 10.63

Ours 18.66 52.47 27.53 16.63 64.73 26.46 15.33 56.77 24.14 9.14 71.77 16.21

Table 4: Memory usage and capacity evaluation (%) per episode.
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Figure 4: Session-specific memory evaluation (avg. of LLMs). Specific results of LLMs are shown in Appendix F.

terms of consistency and coherence throughout
episodes (Jang et al., 2023), leading to low cross-
session argument sharing in propositional graphs
with sparse connections.

FraCom exhibits enhanced memory usage and
capacity over summary-based methods. Effec-
tive memory utilization is crucial for generation
quality. Our proposed memory metrics (Equation
7-9) quantify this, with results in Table 4 show-

ing FraCom achieves optimal or near-optimal M1
scores across all datasets. Two specific observa-
tions are: 1) Lower MU scores on the MSC dataset,
linked to diverse topics of conversational conversa-
tion impacting overall memory utilization and thus
retrieval accuracy; and 2) Slightly MC scores on
the LME dataset, which contains more summary-
like content. Despite these, Figure 4 demonstrates
FraCom’s consistently superior M1 performance
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Past Session

I had to get to the post office before it
closed. I had some important documents
to mail.

Oh, that sounds stressful.

It was, I was running as fast as I could.
But I made it just in time.

...

Summary-based Memory

Current Session

Do you remember that time I was running
to town and I felt like my heart was going
to explode?

...

Rsum: The conversation is about a person
rushing to the post office to mail important
documents......

MemoChat: ......The conversation discusses
the stress of rushing to the post office to mail
important documents before it closed......

MemoryBank: The conversation is about a
person rushing to the post office to mail
documents and feeling stressed......

COMEDY: ......The user expresses feeling
stressed during the rush, but ultimately
succeeds in reaching the post office just in
time......

Ours: I had to get to post office, I mail
documents, I run fast, I made it just in time

Retrieve

Meaning Memory

Prompt

Rsum: I remember that moment when you
were rushing to town feeling like your heart
was...

MemoChat: Oh, I remember that day! It was
quite a rush, wasn't it? But you know, that kind
of stress can really take a toll on both of us...

MemoryBank: Honey, I remember that day so
well. You were so stressed and rushed, and it
was clear how much it bothered you...

COMEDY: Yes, I remember that! It was quite
a wild experience, but I'm gladyou made it to
the post office on time......

Response

Ours: Oh, I remember that! You were in such
a hurry to get to the post office, and you said
you had to rush because you had tomake a
very important delivery. You even ran as fast
as you could to make it in time...

Context: Oh, I remember that! You were so
out of breath when you got back. It‘s amazing
how our...

Figure 5: Case study compared to baselines. The sequence number represents important memories of past sessions.
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Figure 6: Parameter sensitivity analysis (avg. of LLMs).
Appendix I for specific results of LLMs.

across sessions on most datasets, indicating robust
preservation of historical information.

FraCom avoids irrelevant information and pro-
vides more accurate memory and generation.
A case study from the CC dataset, depicted in Fig-
ure 5, illustrates FraCom’s superior memory han-
dling. The scenario requires recalling four cru-
cial pieces of information from a prior session.
While conventional summary-based methods re-
trieve some key details, they are prone to omitting
other essential memories or introducing extrane-
ous information. In contrast, FraCom effectively
preserves the entirety of the relevant past session’s
memories, leading to the generation of more accu-
rate and contextually coherent responses.

Datasets Methods Memory ↓ Time ↓ M1 ↑
(tokens/session) (s/session)

CC Baselines 200.63 17.83 20.98
Ours 164.72 (↓ 21.80%) 22.72 27.32

MSC Baselines 223.80 18.57 25.09
Ours 171.86 (↓ 30.22%) 27.71 25.24

GC Baselines 221.09 24.58 19.87
Ours 206.82 (↓ 6.90%) 33.80 24.64

LME Baselines 301.90 24.98 11.65
Ours 277.82 (↓ 8.67%) 36.04 14.84

Table 5: Cost-performance comparison per session (avg.
of LLMs), where "Baselines" = avg. of Baselines. Ap-
pendix J for specific results of LLMs.

Accurate memories improve memory perfor-
mance. Figure 6 illustrates the M1 performance
trend across varying similarity thresholds for plau-
sible retrieval. The results consistently show that
as the similarity threshold increases from 0.1 to 0.9,
M1 scores significantly improve across all datasets.
Notably, for the CC, MSC, and GC datasets, thresh-
olds of 0.7 and 0.9 yield M1 scores that substan-
tially exceed the average performance observed at
lower thresholds. This upward trend underscores
that a more stringent (i.e., higher) similarity thresh-
old facilitates the retrieval of more accurate mem-
ory fragments, thereby enhancing overall memory
performance as captured by the M1 score. This
finding also indirectly substantiates the effective-
ness of our M1 metric in reflecting improvements
from more precise memory retrieval.
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Backbone Methods CC MSC GC LME

B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert

Qwen2.5 Ours 0.44 15.91 37.03 0.19 13.66 38.76 0.80 13.70 35.01 3.98 19.83 69.51
w/ Predicate 0.46 16.15 38.85 0.22 13.82 40.13 0.81 13.91 36.54 4.15 20.05 70.33

Llama3 Ours 0.51 14.91 30.13 0.12 12.90 36.92 0.56 11.51 30.45 5.51 20.65 69.59
w/ Predicate 0.52 15.24 32.05 0.12 13.08 37.44 0.56 11.75 31.19 5.77 21.10 70.92

ChatGPT Ours 0.72 17.31 39.93 0.22 14.83 41.45 1.30 15.31 37.52 2.30 18.04 70.07
w/ Predicate 0.75 17.56 41.21 0.24 15.02 41.99 1.33 15.58 38.16 2.37 18.28 70.56

Table 6: Comparison results (%) incorporating predicate retrieval.

Methods CC MSC GC LME

B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert B-4 R-L Bert

T5base 0.65 16.39 38.36 0.11 12.98 40.32 1.12 14.29 36.41 2.06 17.87 69.28
BARTbase 0.62 16.11 39.27 0.13 13.27 40.19 1.19 14.55 36.72 1.98 17.12 68.36

Ours 0.72 17.31 39.93 0.22 14.83 41.45 1.30 15.31 37.52 2.30 18.04 70.07

Table 7: Comparison results (%) with fine-tuned models.

FraCom reduces storage overhead while enhanc-
ing memory utilization. As detailed in Table 5,
FraCom presents a clear advantage over base-
lines, substantially reducing memory consump-
tion by 7-30% while simultaneously improving
M1 scores. This underscores FraCom’s ability to
utilize memory more effectively. Although this
optimization leads to a 27-49% increase in time
cost, we contend this is an acceptable trade-off
in memory-sensitive scenarios where performance
gains are more critical than raw speed, especially
on resource-constrained devices. Future work will
aim to optimize this time efficiency.

5 Further Analyses and Discussions

Take predicates into consideration. For each
query, after retrieving candidate memories through
argument similarity, we further calculate the seman-
tic similarity between the predicates in the query
and those in the candidate memories. We set a pre-
defined similarity threshold (such as 0.5) and only
retain memories with predicate similarity higher
than this threshold as the final results, thereby ef-
fectively filtering out semantically contradictory or
irrelevant propositions. The experimental results
(Table 6) show that the intervention of predicates
helps generate more appropriate responses. The
reason is that after removing noise from memory,
LLMs can better understand the context.

Small models for propositional representation.
We utilize LLMs to extract 1K propositions from

each of the four datasets to train T5 (Raffel et al.,
2020) and BART (Lewis et al., 2020) (30 epochs).
The task is to input a sentence and output corre-
sponding structured propositions. Moreover, we
use ChatGPT as the generator. Table 7 shows that
dedicated models achieved results very close to
the best when combined with our paradigm, and
outperform most summary-based baselines. This
suggests that with better and more propositions,
it is even possible to surpass LLMs. This indi-
rectly proves the model-agnostic nature of our
Fragment-then-Compose paradigm, which can be
effectively applied to long-term memory model-
ing. This new paradigm successfully challenges
traditional paradigms and opens new directions for
exploration within the community.

6 Conclusions

In this paper, we introduce a FraCom framework
effectively enhances memory utilization and re-
sponse generation quality in long-term conversa-
tions. By fragmenting conversation history to pre-
serve key information and composing a proposition
graph to explore key information connections, we
achieve more accurate information retrieval dur-
ing response generation. Experimental results on
four long-term datasets validate its capability to
reduce irrelevant information while enhancing the
model’s performance, showcasing its superiority in
handling long-term conversations.
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Limitations

Our FraCom redefines memory utilization in long-
term conversation through its innovative fragment-
then-compose paradigm. Building upon this suc-
cessful foundation, several avenues for future ex-
ploration could further extend its capabilities:

1) Future work can investigate more dynamic
or adaptive LLM interaction protocols for propo-
sitional extraction. This could involve iterative
refinement mechanisms to further enhance the pre-
cision and granularity of memory units, allowing
to capture even more nuanced semantic details.

2) A key direction is to endow the propositional
graph with greater adaptivity to factual informa-
tion that evolves over very long-term interactions.
This could include exploring dynamic graph update
mechanisms or context-aware retrieval to ensure
the memory’s continued accuracy and relevance.

3) For extremely long conversational histories,
advancing graph management techniques is cru-
cial. This includes developing sophisticated prun-
ing strategies based on relevance or temporal decay,
and more efficient indexing and query mechanisms
such as Faiss (Douze et al., 2024) to maintain high
performance and computational efficiency.

However, our current focus is to validate the fea-
sibility of the fragment-then-compose paradigm,
not technical hybridization. These future direc-
tions are poised to further solidify and expand upon
the innovations presented in FraCom, advancing
the state-of-the-art in creating more human-like
and contextually aware long-term conversational
agents.
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A Dataset Information

We evaluate our method on four long-term multi-
session conversation datasets: Conversation
Chronicles (CC) (Jang et al., 2023), Multi-Session
Chat (MSC) (Xu et al., 2022a), GC (Zhang et al.,
2023), and LongMemEval (LME) (Wu et al.,
2024). We randomly select 100 episodes from the
test set of each dataset, a total of 500 sessions for
the experiments in this paper. The statistics of each
data set are shown in the Table 8. For the LME
dataset (LongMemEval_M), we keep the number
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Datasets # of Sessions # of Episodes # of Turns Avg. Turns per Session Avg. Turns per Episode
CC 1M 200K 11.7M 11.70 58.50

MSC 16K 5K 214K 13.38 42.80
GC 2.65K 0.65K 28.13K 10.62 43.28

LME 0.25M 0.5K 1.22M - -

Table 8: The statistics of datasets.
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Figure 7: Session-specific memory evaluation of different LLMs.

of sessions the same as that of the other datasets,
all set to 5 sessions per episode. Since memory
accumulation starts from the first session, the ex-
perimental results are shown in sessions 2-5 per
episode.

B Compared Baselines

There are four strong summary-based baselines in
the paper for comparison with our method:

• MemoChat (Lu et al., 2023): This work sum-
marizes different topics separately and stores
them in memory by constructing structured
memos.

• MemoryBank (Zhong et al., 2024): This
work creates a memory bank based on the
Eisenhaus forgetting curve to manage the
memory of user portraits and summaries.

• COMEDY (Chen et al., 2025): This work
uses user profiles, relationship descriptions,
and events from past conversations as com-
pressed summaries to prompt LLMs (i.e, Chat-
GPT).

• Rsum (Wang et al., 2025): This work uses
LLM itself to iteratively summarize past con-
versations as memory to store. Specifically,
after each summary, the old memory and the
current context are summarized into a new
memory.

Existing summary-based methods have been
shown to have shortcomings such as information

loss, inaccuracies, hallucination, and so on, in long-
term conversations (Maharana et al., 2024). As
shown in Figure 5 in the paper, all summary-based
methods show serious information loss compared
to our FraCom, losing more than half of the mem-
ory points, and excessively redundant summaries
resulted in poor responses. Key details are often
lost during compression, reducing memory recall
(lower MU/M1 of baselines in Table 4). While
we acknowledge that FraCom also suffers from
information loss, we will not have more flaws com-
pared to them. This is because we preserve only the
key information present in the history, so less key
information is lost, only the core relations and ar-
guments, avoiding the memory inaccuracies, infor-
mation loss and other risks inherent in generative
summaries.

For a fair comparison with our method, we se-
lect the same environment named LMDeploy (Con-
tributors, 2023) for inference on Qwen2.5-7B and
Llama3-8B. For ChatGPT, we call OpenAI’s API
service for inference. We set the temperature to
0.80.

C G-Eval Metrics

With the development of open-domain conversation
based on LLM, traditional overlap metrics such as
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004),
etc. face great challenges. The reason is that a wide
range of response generation can be considered as
appropriate responses (Liu et al., 2016). To this
end, we refer to G-Eval (Liu et al., 2023) and use
GPT-4o to evaluate episodes. In our paper, we
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Backbone Methods CC MSC GC LME

B-1 B-2 B-3 B-1 B-2 B-3 B-1 B-2 B-3 B-1 B-2 B-3
Q

w
en

2.
5

Context 8.89 2.37 0.90 11.13 2.33 0.41 9.43 3.09 1.75 13.34 7.08 5.93
Rsum 8.58 2.18 0.93 10.05 2.15 0.41 9.38 3.14 1.53 15.16 7.80 4.64

MemoChat 7.00 1.61 0.53 8.85 1.81 0.34 8.29 2.86 1.18 23.80 12.75 7.69
MemoryBank 9.09 2.34 0.84 10.94 2.32 0.49 9.86 3.43 1.62 13.25 6.83 4.58

COMEDY 6.88 1.65 0.52 8.69 1.92 0.35 7.74 2.61 1.06 21.53 10.79 6.02
Ours 9.93 2.89 1.16 10.78 2.34 0.55 9.85 3.45 1.83 17.72 9.90 6.13

L
la

m
a3

Context 7.63 1.90 0.66 9.37 1.84 0.32 8.63 2.52 0.97 11.39 5.23 6.44
Rsum 8.01 2.06 0.80 9.50 1.90 0.37 8.79 2.85 1.15 17.06 8.62 5.34

MemoChat 7.23 1.70 0.55 9.11 1.82 0.32 8.21 2.58 0.95 15.16 7.55 7.26
MemoryBank 7.76 1.83 0.64 9.29 1.83 0.32 8.13 2.58 0.96 14.08 6.91 6.83

COMEDY 5.58 1.38 0.41 7.61 1.60 0.31 6.48 2.09 0.78 20.54 10.27 5.97
Ours 9.23 2.78 1.12 10.19 2.20 0.42 8.90 2.68 1.28 21.50 12.48 8.07

C
ha

tG
PT

Context 11.83 4.08 1.33 10.13 2.11 0.58 10.91 3.70 1.50 6.72 3.64 2.23
Rsum 8.99 2.26 0.86 9.77 1.74 0.35 9.92 3.48 1.58 8.49 4.47 2.72

MemoChat 10.27 2.89 1.35 10.94 2.17 0.47 10.38 3.65 1.71 7.85 4.39 2.79
MemoryBank 6.42 1.51 0.54 7.80 1.46 0.27 7.91 2.66 1.16 8.82 4.68 2.70

COMEDY 7.92 2.02 0.75 9.87 1.84 0.38 9.57 3.30 1.48 13.16 6.82 4.07
Ours 12.99 4.89 1.66 11.84 2.54 0.70 12.62 5.10 2.61 16.91 7.90 3.58

Table 9: Automatic evaluation (while "Underlined Font" means second-highest results. "Context" denotes feeding
history information directly into the long context window of LLMs. *B-1 = BLEU-1, B-2 = BLEU-2, and B-3 =
BLEU-3.
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Figure 8: Parameter sensitive analysis of different LLMs.

follow the metrics set in Jang et al. (2023):

• Engagingness: The assistant can have rich
interactions with users that go beyond simple
conversations. For example, the assistant can
generate interesting and immersive responses
based on the current context.

• Humanness: The assistant can communicate
with users like a real human would, display-
ing emotional understanding like empathy and
human thought processes.

• Memorability: The assistant can correctly
recall more what happened in past sessions.

Each metric is scored on a scale of 1-5, with 1

being the worst and 5 being the best.

D Memory Metrics

To the best of our knowledge, we are the first to
propose proprietary metrics for long-term memory.
For each session s, they are defined as follows:

MU =
1

Q

Q∑

i=1

BertSim(qi,m
i
q), (7)

where Q represents the number of quires, qi repre-
sents the i-th query, and mi

q represents the retrieved
memory associated with qi.

MC = BertSim(
N∑

i=1

ui,
M∑

j=1

mj), (8)
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Datasets Methods Eng Hum Mem Avg

CC

Context 4.34 4.86 4.11 4.44
Rsum 4.39 4.96 4.39 4.58

MemoChat 4.21 4.90 4.17 4.43
MemoryBank 4.55 4.97 4.32 4.61

COMEDY 4.37 4.95 4.28 4.53
Ours 4.43 4.97 4.22 4.54

MSC

Context 4.17 4.70 3.72 4.20
Rsum 4.36 4.82 4.30 4.49

MemoChat 4.12 4.58 3.73 4.14
MemoryBank 4.48 4.81 4.84 4.71

COMEDY 4.39 4.85 4.12 4.45
Ours 4.66 4.79 4.00 4.48

GC

Context 4.00 4.39 3.33 3.91
Rsum 4.25 4.62 4.07 4.31

MemoChat 4.00 4.47 3.60 4.02
MemoryBank 4.51 4.70 4.34 4.52

COMEDY 4.30 4.70 4.09 4.36
Ours 4.35 4.75 4.22 4.44

LME

Context 4.41 4.42 3.97 4.27
Rsum 4.32 4.35 4.14 4.27

MemoChat 4.01 4.04 3.77 3.94
MemoryBank 4.35 4.34 4.18 4.29

COMEDY 4.21 4.19 3.90 4.10
Ours 4.44 4.46 4.14 4.35

Table 10: GPT-4o evaluation of per episode. The back-
bone is ChatGPT.

where N and M represent the number of all utter-
ances and memories, respectively.

M1 =
2 ∗MU ∗MC

MU +MC
, (9)

where M1 score provides a way to balance MU
and MC, ensuring that both are given equal weight
when evaluating the memorability of conversations.

E Automatic Evaluation

As shown in Table 9, to more comprehensively
demonstrate the results of our method in terms of
BLEU scores, we evaluate it on four datasets. The
results show that our method achieves better results
than the baselines on most overlap-based metrics.

F Session-Specific Memory Evaluation

Figure 7 shows the M1 performance of our method
in different sessions. It can be observed that the
performance of LLMs on these datasets is very
different. This shows that propositional representa-

Datasets Methods Eng Hum Mem Avg

CC

Context 4.40 4.86 4.21 4.49
Rsum 4.45 4.96 4.32 4.58

MemoChat 4.77 4.97 4.27 4.67
MemoryBank 4.46 4.96 4.32 4.58

COMEDY 4.35 4.83 4.18 4.45
Ours 4.50 4.98 4.33 4.60

MSC

Context 4.18 4.46 3.69 4.11
Rsum 4.39 4.79 4.02 4.40

MemoChat 4.18 4.61 3.97 4.25
MemoryBank 4.27 4.75 3.87 4.30

COMEDY 4.45 4.84 4.19 4.49
Ours 4.28 4.72 4.10 4.37

GC

Context 3.90 4.33 3.35 3.86
Rsum 3.83 4.33 3.37 3.84

MemoChat 4.01 4.44 3.79 4.08
MemoryBank 4.00 4.46 3.69 4.05

COMEDY 4.21 4.69 3.82 4.24
Ours 4.52 4.76 3.99 4.42

LME

Context 4.43 4.46 3.97 4.29
Rsum 4.49 4.51 4.16 4.39

MemoChat 4.21 4.32 3.90 4.14
MemoryBank 4.15 4.22 3.83 4.07

COMEDY 4.12 4.25 3.85 4.07
Ours 4.57 4.55 4.20 4.44

Table 11: GPT-4o evaluation of per episode. The back-
bone is Qwen2.5-7B.

tions performed by different models cause different
memory capabilities.

G GPT-4o Evaluation of Per Episode

Table 10, Table 11, and Table 12 report the detailed
GPT-4o Evaluations of our framework under dif-
ferent LLMs. These experimental results show that
our method has good Engagingness, Humanness
and Memorability under different LLMs.

H Ablation Study

Table 16, Table 17, and Table 18 report the detailed
ablation studies of our framework under different
LLMs. We can also draw similar conclusions, both
memory preservation and plausible extraction can
play a role in most cases. At the same time, we
show the scores of different LLMs on BLEU-1/2/3
(See Table 13,Table 14, and Table 15). These re-
sults also show that our plausible retrieval and mem-
ory retention contribute to our method.

I Parameter Sensitivity Analysis

Figure 8 shows the variation of the similarity of dif-
ferent LLMs of our method on four datasets. This
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Datasets Methods Eng Hum Mem Avg

CC

Context 4.12 4.71 4.05 4.29
Rsum 3.82 4.58 3.73 4.04

MemoChat 3.38 4.13 4.04 3.85
MemoryBank 4.06 4.69 4.05 4.27

COMEDY 4.26 4.84 4.14 4.41
Ours 4.33 4.83 4.22 4.46

MSC

Context 4.19 4.45 3.87 4.17
Rsum 4.24 4.73 3.87 4.28

MemoChat 4.28 4.58 4.58 4.48
MemoryBank 4.17 4.55 4.16 4.29

COMEDY 4.51 4.87 4.35 4.58
Ours 4.25 4.60 4.32 4.39

GC

Context 3.73 4.08 3.39 3.73
Rsum 3.99 4.48 3.65 4.04

MemoChat 3.06 3.31 3.15 3.17
MemoryBank 3.83 4.26 3.70 3.93

COMEDY 4.28 4.54 3.73 4.18
Ours 4.03 4.65 3.66 4.11

LME

Context 3.60 3.64 3.11 3.45
Rsum 4.19 4.27 3.83 4.10

MemoChat 3.62 3.67 3.36 3.55
MemoryBank 4.22 4.29 3.92 4.14

COMEDY 4.27 4.33 4.17 4.26
Ours 4.47 4.49 4.11 4.36

Table 12: GPT-4o evaluation of per episode. The back-
bone is Llama3-8B.

also shows that the higher the similarity threshold,
the more accurate the memory retrieved. It also
reflects that our M1 will only increase when the
memory is helpful.

J Cost-Performance Comparison Per
Session

Table 19 shows the tokens cost performance of our
method and baselines under different LLMs. It can
be seen that in most cases, our tokens cost perfor-
mance is below the average level of the baseline
tokens cost. This shows that our method can im-

Datasets Methods BLEU-1 BLEU-2 BLEU-3

CC
Ours 12.99 4.89 1.66

Plausible 11.50 3.42 1.39
Retention 11.52 3.41 1.49

MSC
Ours 11.84 2.54 0.56

Plausible 12.10 2.65 0.58
Retention 12.02 2.69 0.67

GC
Ours 12.62 5.10 2.61

Plausible 12.71 5.24 2.67
Retention 12.71 5.30 2.70

LME
Ours 16.91 7.90 3.58

Plausible 6.17 3.50 2.29
Retention 6.45 3.70 2.38

Table 13: Ablation study of ChatGPT on BLEU-1/2/3.

Datasets Methods BLEU-1 BLEU-2 BLEU-3

CC
Ours 9.93 2.89 1.16

Plausible 10.35 2.48 0.93
Retention 10.62 2.76 1.14

MSC
Ours 10.78 2.34 0.55

Plausible 11.24 2.45 0.56
Retention 11.52 2.43 0.58

GC
Ours 9.85 3.45 1.83

Plausible 10.81 3.90 1.86
Retention 10.77 3.92 1.88

LME
Ours 17.72 9.90 6.13

Plausible 7.77 4.20 4.82
Retention 8.42 4.58 4.57

Table 14: Ablation study of Qwen2.5-7B on BLEU-
1/2/3.

Datasets Methods BLEU-1 BLEU-2 BLEU-3

CC
Ours 9.23 2.78 1.12

Plausible 9.95 2.45 0.95
Retention 9.51 2.73 1.16

MSC
Ours 10.19 2.20 0.37

Plausible 9.06 2.00 0.36
Retention 10.76 2.38 0.52

GC
Ours 8.90 2.68 1.29

Plausible 8.33 2.85 1.23
Retention 10.09 3.52 1.44

LME
Ours 21.50 12.48 8.07

Plausible 13.22 7.32 7.10
Retention 12.60 6.70 7.04

Table 15: Ablation study of Llama3-8B on BLEU-1/2/3.

prove memory capacity while reducing memory
cost. The calculation of tokens is provided by Chat-
GPT.

K Prompts

In this section, we illustrate all the prompts (See
Figure 9 and Figure 10) used in our method and
the prompt for GPT-4o Evaluation (See Figure 11).
Prompts for all baseline methods are from their
source papers (Wang et al., 2025; Lu et al., 2023;
Zhong et al., 2024; Chen et al., 2025).
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Prompt for Propositional Representation

"""
The following is the conversation content:
{Conversation}
Please extract the basic proposition (predicate, argument) from each sentence.
According to the theory of Propositional Representation, ’predicate’ usually corresponds to verbs,
adjectives, and other predicates, while ’argument’ usually corresponds to nouns. ’predicate’ refers
to the connection between the ’argument’ referred to by these nouns.
All ’predicate’ and ’argument’ must be identified from the original sentence.
The answer format is as follows without any reasoning:
"""
{"Predicate": President-of, "Argument": United States, Lincoln, War}
{"Predicate": Bitter, "Argument": War}
{"Predicate": Freed, "Argument": Lincoln, Slaves}
{"Predicate": Drafted, "Argument": Lincoln, Laws}
"""

Figure 9: Prompt for propositional representation.

Prompt for Response Generation

"""
You are a user oriented chatbot, and you need to respond based on what the user has said before.
Generate the most plausible next response like a human based on the current conversation. You can
refer to user’s memory, but you should ignore the memory if it misleads the next response.
Memory
{Memory}
Current Dialogue:
{Current Dialogue}
"""

Figure 10: Prompt for response generation.

Datasets Methods B-4 R-L Bert M1

CC
Ours 0.72 17.31 39.93 27.53

Plausible 0.62 17.02 35.63 21.68
Retention 0.70 17.04 35.31 21.33

MSC
Ours 0.18 14.47 41.45 26.46

Plausible 0.15 14.72 41.38 20.61
Retention 0.17 14.78 41.69 19.74

GC
Ours 1.30 15.31 37.52 24.14

Plausible 1.36 15.39 36.77 24.69
Retention 1.30 15.27 36.82 20.75

LME
Ours 2.30 18.04 70.07 16.21

Plausible 1.51 15.81 66.55 15.81
Retention 1.65 15.81 66.61 14.78

Table 16: Ablation study. The backbone is ChatGPT.

Datasets Methods B-4 R-L Bert M1

CC
Ours 0.44 15.91 37.03 26.73

Plausible 0.36 15.85 31.51 22.72
Retention 0.27 16.19 33.29 21.01

MSC
Ours 0.19 13.66 38.76 23.89

Plausible 0.21 13.73 38.73 23.04
Retention 0.21 13.98 39.83 22.06

GC
Ours 0.80 13.70 35.01 25.57

Plausible 0.83 13.74 34.93 25.73
Retention 0.72 13.68 34.92 25.61

LME
Ours 3.98 19.83 69.51 12.26

Plausible 2.84 17.20 67.05 0.00
Retention 2.68 16.49 66.19 14.24

Table 17: Ablation study. The backbone is Qwen2.5-
7B.

21135



Prompt for GPT-4o Evaluation

"""
You are a strict and objective evaluator. Your task is to evaluate the quality of long-term conversation
generation. Here is a complete conversation containing multiple sessions. Please evaluate this
conversation based on three metrics.
Conversation
{Conversation}

Evaluation Metrics:
Engagingness: The assistant can have rich interactions with users that go beyond simple
conversations. For example, the assistant can generate interesting and immersive responses based
on the current context.
Humanness: The assistant can communicate with users like a real human would, displaying
emotional understanding like empathy and human thought processes.
Memorability: The assistant can correctly recall more what happened in past sessions.

Scoring Guidelines:
The score for each metric is 1-5, with 1 being the lowest score and 5 being the highest score.
Finally write down your score for each metric without any explanation.

Engagingness: {YOUR SCORE}, Humanness: {YOUR SCORE}, Memorability: {YOUR
SCORE}
"""

Figure 11: Prompt for GPT-4o evaluation.

Datasets Methods B-4 R-L Bert M1

CC
Ours 0.51 14.91 30.13 27.69

Plausible 0.40 15.50 31.25 0.00
Retention 0.50 14.72 32.36 26.89

MSC
Ours 0.11 12.90 36.92 24.59

Plausible 0.12 11.43 33.17 24.40
Retention 0.16 13.52 38.24 24.30

GC
Ours 0.56 11.51 30.45 24.22

Plausible 0.56 10.55 28.42 24.13
Retention 0.59 11.34 30.77 22.95

LME
Ours 5.51 20.65 69.59 16.03

Plausible 4.57 20.56 68.14 0.00
Retention 4.58 20.23 68.20 15.41

Table 18: Ablation study. The backbone is Llama3-8B.

Datasets Methods LLMs

Qwen2.5 Llama3 ChatGPT

CC

Rsum 198.55 334.30 177.88
MemoChat 119.57 117.78 114.90

MemoryBank 116.54 150.99 173.76
COMEDY 337.06 326.98 239.23

Ours 159.98 161.79 172.38

MSC

Rsum 265.16 326.71 209.87
MemoChat 173.54 148.56 125.97

MemoryBank 142.21 178.11 168.81
COMEDY 357.35 351.34 237.98

Ours 196.97 192.46 126.15

GG

Rsum 229.33 340.46 191.33
MemoChat 195.70 162.78 136.32

MemoryBank 166.27 179.66 179.19
COMEDY 317.55 326.89 227.58

Ours 212.47 241.47 166.51

LME

Rsum 352.93 339.67 196.02
MemoChat 372.38 272.39 209.64

MemoryBank 348.76 286.24 289.53
COMEDY 359.79 332.32 263.14

Ours 320.27 301.97 211.22

Table 19: Cost-performance comparison (to-
kens/session) of Qwen2.5, Llama3, and ChatGPT. The
calculation of tokens is provided by ChatGPT.
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