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Abstract

In recent years, Large Language Models
(LLMs) have made significant progress in emo-
tional support dialogue. However, there are
two major challenges for LLM-based support
systems. First, users may be hesitant to fully
disclose their emotions at the outset. Second,
direct probing or excessive questioning can in-
duce discomfort or even resistance. To bridge
this gap, we propose COCOON, a proactive
emotional support framework that leverages
principles of active listening to uncover implicit
user needs. We design a multi-stage data cura-
tion pipeline and an annotation mechanism for
support strategies. Based on this framework,
we build COCOON-Llama3, a fine-tuned large
language model, and evaluate it using both stan-
dard metrics and psychological scales. Exper-
imental results indicate that our model more
effectively elicits implicit emotional needs and
delivers empathetic support compared to exist-
ing baselines, suggesting its utility for building
more inclusive emotional support dialogue sys-
tems.!

1 Introduction

Emotional support dialogue systems enabled by
LLMs are gaining attention as scalable tools for
mental health support (Sabour et al., 2023; Zhang
et al., 2023). However, nearly half of individuals do
not receive timely support, often due to limited self-
awareness or reluctance to seek help(Mental Health
America, 2024). In response, there is a growing
trend for emotional support dialogue systems to
proactively initiate conversations and offer help.
As illustrated in Figure 1, in proactive emotional
support scenarios, users often do not explicitly seek
help. Thus, their expressions tend to be indirect
and ambiguous, leading to a misalignment between
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“JUL | Honestly, I really need the money right now.

Figure 1: User behavior in proactive emotional sup-
port scenarios, along with a comparison of two support
approaches. Direct questioning may make users uncom-
fortable, while active listening encourages them to open
up and express their true feelings and needs.

their explicit statements and their underlying emo-
tional needs (Kolomaznik et al., 2024; Weger Jr
et al., 2014). Although emotional support systems
have attracted increasing attention (Liu et al., 2021;
Chen et al., 2023; Zhang et al., 2024; Zheng et al.,
2024), they often presume that users will proac-
tively disclose their emotional distress. These sys-
tems attempt to gather information through a series
of questions, which may interrupt the user’s flow of
expression and trigger discomfort (D’ Augelli and
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Levy, 1978), ultimately hindering the support pro-
cess. Therefore, gently guiding users to express
their underlying needs is a critical step toward
enabling proactive interaction.

To address these challenges, we propose a proac-
tive emotional support framework that incorporates
principles of active listening (Rogers and Farson,
1979). Active listening is a communication tech-
nique whereby the supporter infers the underlying
emotional needs from user utterances, typically
through providing reflective responses rather than
frequent questioning. In Figure 1, a user who feels
upset after being criticized by a supervisor may,
in fact, have underlying needs for recognition and
career advancement. Through active listening, the
system identifies key information in user utterances
and encourages further elaboration, thereby uncov-
ering deeper needs without interrupting users’ cog-
nitive processes.

We present COCOON(Active-Listening-Based
Proactive Emotional Support Conversation Cor-
pus), a dataset constructed using GPT-4o to facil-
itate proactive emotional support in dialogue sys-
tems. Additionally, we design detailed user profiles
that encompass emotion, feeling, need, and mem-
ory(Rosenberg and Chopra, 2015), enhancing both
realism and personalization in emotional support
interactions. To maintain high data quality, we im-
plement a multi-stage refinement process. First, we
apply the Active-Empathic Listening Scale (AELS)
to assess dialogue quality and filter low-quality in-
teractions. Leveraging this filtered dataset, we de-
sign an annotation mechanism in which the model
infers the underlying factors influencing dialogue
quality and systematically labels the support strate-
gies employed at each turn.

Using this dataset, we train COCOON-LIlama3,
a proactive emotional support model. We evaluate
its effectiveness through psychological scales to
quantify its impact on users’ emotional states. Our
contributions are as follows:

* We introduce a proactive emotional support
task scenario, aiming to identify the latent
needs underlying users’ emotional expres-
sions and to deliver tailored support.

* We construct COCOON, a high-quality
dataset for proactive emotional support, featur-
ing rigorous design and refinement processes.

* We develop and evaluate COCOON-Llama3,
demonstrating improved support effectiveness

via standard metrics and psychological-scale-
based evaluations.

2 Related Works

2.1 Emotional Support Dialogue

Liu et al. (2021) formalize the task of emotional
support conversation and release the benchmark
dataset ESCONV, which is grounded in Helping
Skill theory. Building upon this work, Zheng et al.
(2024) extends the range of strategies by introduc-
ing EXTES, a synthetic dataset generated by LLMs.
To further improve strategy selection, Zhang et al.
(2024) adopt the CoT reasoning paradigm to sys-
tematically analyze and explain the strategies em-
bedded in emotional support conversations. Re-
cently, Ye et al. (2024) address the challenges of
limited diversity and suboptimal implementation of
strategy in LLMs by employing a multi-agent role-
playing framework to simulate realistic emotional
support scenarios. Li et al. (2024) propose a novel
approach to balancing “effectiveness” and “effort,”
enabling models to produce supportive yet cogni-
tively manageable dialogues. However, all existing
works mainly focus on the scenario where users
seek support, overlooking the differences when the
agent proactively offers assistance.

2.2 Data Generation With Psychological
Theory

The synthesis of dialogue data informed by psy-
chological theories has gained prominence as a key
research direction in the development of LLMs.
Recent studies have demonstrated notable advance-
ments in this domain. Xiao et al. (2024), Na
(2024), and Qiu et al. (2024) leveraged diverse psy-
chotherapy frameworks to synthesize high-quality
dialogue datasets, addressing critical gaps in ap-
plying LLMs to psychotherapy. Building on per-
suasion psychology, Jin et al. (2024) introduced
the cross-domain persuasion dataset, DailyPersua-
sion, offering valuable resources for exploring com-
plex persuasion dialogue tasks. Similarly, Liu et al.
(2024) utilized personality psychology to generate
simulated datasets tailored to students with varied
personality traits. Drawing from social psychology,
Wang et al. (2024a) synthesized datasets covering
six social interaction behaviors, establishing a foun-
dation for advancing social intelligence in LLMs.
Inspired by these advancements, we integrate active
listening theories into emotional support dialogue
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You seem a bit down. Want to talk about it? e
©9
ﬁ Nothing much, just been busy with work lately.

Sounds like things have been piling up and o
leaving you feeling pretty drained. ||

Yeah, I messed up at work and didn’t get my tasks
P done.

Deadlines can be tough, especially when there’s i
already so much on your plate. ||

- 1 guess... My boss gave me a pretty harsh scol-
m ding, and I feel like I let everyone down

Figure 2: The data construction process of COCOON. We develop a fine-grained, hierarchical user profile that
captures the impact of the emotion—need chain on user psychology. Using active listening theory, we guide GPT-40
to generate proactive emotional support dialogues. An automated feedback mechanism refines the data, while a
fine-grained annotation mechanism captures the supporter’s cognitive processes and strategies at each dialogue turn.

systems, aiming to explore its potential value for
proactive emotional support.

3 COCOON: A Dataset for Proactive
Emotional Support Dialogue

3.1 User Profile Generation

As shown in Figure 2, detailed user profiling is
crucial for simulating real-world proactive emo-
tional support scenarios. Previous studies on emo-
tional support often represented users with a single
problem description, overlooking the complexity
of their internal cognitive and emotional processes.
Cheng et al. (2023) highlighted that modeling user
personas enhances the effectiveness of emotional
support. Following Rosenberg and Chopra (2015),
we construct user personas based on the following
dimensions:

¢ Emotion: The user’s current emotional state,
such as angry, sad, anxious, or excited, which
reflects their immediate response to a given
situation.

* Feeling: The user’s subjective experience and
perception of the current situation.

* Need: The fundamental motivation or desire
underlying the user’s feelings, representing
the deeper reasons behind their behaviors and

emotions.

* Memory: Recent memories related to the
need-feeling chain, helping contextualize the
user’s emotional state.

To infer user needs, we adopt the scenario classi-
fication framework proposed by Zhao et al. (2024),
constructing a reasoning chain that progresses from
primary needs to more advanced ones, forming a hi-
erarchical and logically structured sequence. This
chain undergoes contextual validation to ensure
that the inferred results align with real-world sce-
narios. In this framework, the initial node of the
chain represents the user’s feeling, while the final
node represents their need. For instance, consider
the reasoning chain: “I want to perform well in
my final exam — I want to earn a scholarship — I
want to ease my family’s financial burden.” Here,
the user’s feeling is “I am afraid I might not do
well in this exam.” His need is “I want to ease
my family’s financial burden.” His memory might
consist of their preparation process for the exam.
The length of the reasoning chain will not exceed 3
steps, and at each step, we will evaluate the reason-
ing difficulty and relevance to ensure the validity
of the reasoning chain.

Through carefully designing such user profile,
we ensure the ability to capture data that effectively
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Figure 3: Analysis of the COCOON dataset. (a) and (b) show the distribution of scene categories and user emotions.
(c) depicts reasoning chain difficulty across different lengths, measured by the correlation between the first and
last nodes on a 5-point scale. Longer chains exhibit higher difficulty, indicating increased reasoning complexity in

linking user emotions to underlying needs.

Thought Strategy Scenario Language # of dialogues # Avg. turns
ESConv (Liu et al., 2021) X Atomic-Level Reactive  English 1.3k 11.70
EXTES (Zheng et al., 2024) X Atomic-Level Reactive  English 11.2k 8.96
ESCoT (Zhang et al., 2024) v Atomic-Level Reactive  English 2.9k 11.70
SoulChat (Chen et al., 2023) X X Reactive  Chinese 258.3k 5.87
SMILE (Qiu et al., 2024) X X Reactive  Chinese 55.1k 5.70
COCOON v Content-Level Proactive  Chinese 3.5k 18.82

Table 1: A comparative analysis of COCOON and other emotional support datasets.

addresses complex and diverse emotional support

scenarios.

3.2 Dialogue Generation

The dialogue generation process is divided into two
stages. The first is the listening stage, where we
employ active listening principles to uncover the
underlying needs behind the user’s feelings. The
second is the suggestion stage, in which, after
understanding the user’s needs, we collaboratively
explore supportive suggestions that align with their
needs.

Instead of utilizing a two-agent framework,
where distinct models are assigned to the roles of
user and supporter, we adopt a script-based ap-
proach. This method organizes the dialogue in a

structured script format, offering contextual guid-
ance for both parties. Our design is inspired by
prior work (Zhou et al., 2024; Lee et al., 2024).
To simulate real-world proactive emotional support
conversations, we generate dialogue using GPT-4o.

Based on this methodology, we construct the
initial version of the COCOON dataset. Further
details regarding the prompting strategy can be
found in Appendix D.

3.3 Dialogue Filtering and Fine-Grained
Annotation Mechanism

To enhance data quality, we implement dataset fil-
tering and fine-grained annotation mechanism.
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Evaluator Flu. Div. Emp. Inf. Hum. Skil. | Aff. Neg. Sup. Man.
ESC 80.2 721 79.7 706 772 716|534 220 598 557

ESCoT 866 794 848 805 792 795|546 160 630 5.71

Human ExTES 84.6 803 850 752 804 803|575 135 6.18 6.11
SoulChat 87.0 79.6 869 750 805 844|579 146 629 6.18

SMILE 88.0 756 862 71.8 842 814|564 147 620 5.70

COCOON 911 839 90.7 885 844 837|592 128 6.50 6.31

ESConv 760 659 759 621 71.1 696|512 174 6.03 5.22

ExTES 91.8 813 925 81.1 892 903|556 148 6.79 6.03

GPT-Ao ESCoT 888 78.1 88.6 760 855 856|522 153 655 5.65
SoulChat 89.2 79.1 89.7 785 875 884|551 141 659 582

SMILE 895 795 895 790 874 888|530 180 641 557

COCOON 931 831 957 861 895 933|584 121 690 6.20

Table 2: Data Quality Evaluation: This process assesses six fundamental metrics using both Human and GPT-4o.
Additionally, it evaluates two dimensions of the Comfort scale and two dimensions of the RAC scale using GPT-4o0.
The evaluations are performed in multiple languages, using the same prompt translated into the respective languages.

Filtering. To ensure the dataset meets our quality
standards, we first filter out dialogues with struc-
tural anomalies or insufficient turns. To further
improve data quality, we assess the dataset using
the Active-Empathic Listening Scale (AELS). GPT-
40 is instructed to rate each criterion on a 7-point
scale, covering three dimensions: Sensing, Process-
ing, and Responding. Dialogues with an average
score below score are categorized as low-quality
data. This evaluation is fully automated by GPT-4o.
After filtering, 12.5% of the dialogues are identified
as low-quality and removed from the dataset.

Annotation. As illustrated in Figure 2, to further
enhance the model’s ability to learn from high-
quality data, we introduce an annotation mecha-
nism, where GPT-40 provides fine-grained annota-
tions for each dialogue turn. Specifically, grounded
in the theory of active listening, we annotate not
only the supporter’s cognitive process but also the
actual strategies employed in each turn, which re-
veal how the system infers the user’s underlying
intentions and gently guides further emotional dis-
closure, with the aim of providing more effective
emotional support. Unlike prior studies that rely on
predefined atomic strategies, we use phrase-based
summaries to capture the supporter’s response ap-
proach in the given turn. This design avoids the
constraints of rigid strategy frameworks. With this
process, we construct the final version of the CO-
COON dataset.

4 Data Statistics and Evaluation

4.1 Data Statistics

To evaluate the quality and effectiveness of our
dataset, a comparison is conducted with several
existing emotional support dialogue corpora, in-
cluding ESConv, EXTES, ESD-COT, SoulChat and
SMILE. ESConv is a multi-turn emotional sup-
port dialogue dataset constructed based on Helping
Skills (Hill, 2020). EXTES and ESD-COT are ex-
tended versions of ESConv, with EXTES expanding
the dialogue coverage and increasing the number of
support strategies from 8 to 16, and ESD-COT of-
fering additional annotations for Chain-of-Thought
(CoT) reasoning. In addition, SoulChat and SMILE
are Chinese datasets specifically designed for men-
tal health support scenarios. Table 1 presents the
data statistics for the COCOON dataset, which we
have constructed as a multi-turn proactive emo-
tional support conversation dataset in Chinese.

While these datasets focus primarily on reac-
tive support with atomic-level strategies which are
simple and predefined, COCOON is designed to
facilitate proactive support, incorporating content-
level strategy planning. This enables richer support
behaviors across dialogue turns. As a result, CO-
COON offers a more comprehensive framework
for modeling proactive emotional support, address-
ing limitations observed in prior datasets.

4.2 Data Evaluations

We propose a framework for evaluating dataset
quality that integrates both GPT-40 and ESC-Rank,
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an evaluator specifically designed for scoring emo-
tional support dialogues (Zhao et al., 2024). To
reduce evaluation costs, we randomly sample 100
dialogue instances from each dataset for analysis.
Human evaluations are then carried out by two psy-
chology experts to ensure domain-relevant and reli-
able judgments. Detailed results of the ESC-Rank
evaluation are provided in Appendix B. Following
prior work (Zhao et al., 2024), we adopt six ba-
sic evaluation metrics. Additionally, drawing from
psychological research (Bodie et al.; Jones, 2004),
we incorporate two validated scales widely used
in emotional support studies: the Comforting Re-
sponses Scale (Clark et al., 1998) and the Ratings
of Alter Competence (RAC) Scale (Jones, 2004).
The psychological scales employ a 7-point Likert
format. The definitions of the specific evaluation
metrics are as follows:

Basic Evaluation Metrics: Fluency evaluates
the smoothness and naturalness of expression in di-
alogues. Diversity measures the variety of linguis-
tic expressions and the richness of content within
conversations. Empathy assesses the system’s abil-
ity to comprehend user emotions and accurately
capture the underlying emotional logic. Informa-
tion evaluates the relevance and adequacy of rec-
ommendations provided by the emotional assistant.
Humanoid examines the distinction between emo-
tional assistants and human conversational behav-
ior. Skillfulness considers five key aspects: empa-
thy, informativeness, optimism, significance, and
the ability to provide constructive advice.

Comfort Scale Evaluation Metrics: (Clark
et al., 1998) We use the Comforting Responses
Scale to assess individuals’ reactions to different
comforting strategies. This scale comprises two
key dimensions: Affective Improvement, which
captures positive emotional outcomes experienced
by recipients, and Negative Helper Evaluations,
which reflect perceptions of the helper’s willing-
ness to provide support. Each dimension consists
of five specific items. The average scores for these
items are calculated to evaluate the effectiveness of
comforting strategies.

RAC Evaluation Metrics: (Jones, 2004) To as-
sess conversational competence, we adopt two di-
mensions from the RAC Scale: Supportiveness,
which includes evaluations of empathy, compas-
sion, validation, and overall supportiveness, and
Management, which reflects broader conversa-

tional dynamics. Each dimension consists of five
items measuring specific and holistic aspects of
dialogue quality. The average scores of these items
provide a structured assessment of helper compe-
tence in dialogue interactions. For more details on
data evaluation and specific items in the psycholog-
ical scales, please refer to Appendix E.

COCOON demonstrates superior performance
across nearly all evaluation metrics. Notably, un-
der the current evaluation framework, baseline data
generated by LLMs exhibit strong overall coher-
ence. However, evaluations based on psychological
scales indicate notable aspects that still require sig-
nificant improvement. Based on these findings,
we conclude that the COCOON dataset surpasses
other datasets in quality and is highly suitable for
building relevant models.

S5 Experiments

We design our experiments to answer the following
four research questions, which guide our evalua-
tion of the proposed COCOON framework and its
components.

RQ1: Does COCOON enhance the model’s emo-
tional support capabilities when interacting with
users who are not explicitly seeking help?

RQ2: Does COCOON achieve competitive per-
formance in emotional support, particularly on the
EXTES benchmark?

RQ3: Do fine-grained annotations facilitate
more effective acquisition of proactive emotional
support strategies?

RQ4: Does directly probing or inquiring about
the user’s inner needs hinder emotional support?

RQ5: Does the integration of need and memory
mechanisms enable the model to simulate more
complex user psychological states?

5.1 Experiments Setup

Supporter agents. To assess the effectiveness of
COCOON in comparison with other datasets, we
fine-tuned LLAMA-3-8B-INSTRUCT (Grattafiori
et al., 2024) on multiple benchmark emotional sup-
port corpora, including ESConv (Liu et al., 2021),
EXTES (Zheng et al., 2024), ESD-COT (Zhang
et al., 2024), SoulChat (Chen et al., 2023) and
Smile (Qiu et al., 2024). We further include an
ablation variant, referred to as w/o thoughts, in
which the model is trained without the intermedi-
ate analysis and strategy annotations. This allows
us to isolate and assess the contribution of these
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Evaluator Training Dataset SR | Flu. Div. Emp. Inf. Hum. Skil. | Aff. Neg. Sup. Man.
ESC 036 | 728 604 68.0 500 628 60.0|424 244 551 4.67

ESCoT 044 | 732 588 732 520 652 61.6|473 228 594 5.00

ExTES 040 | 90.0 748 904 706 832 828 |4.81 200 6.19 524

GPT-40 SoulChat 0.08 | 87.6 73.6 848 708 824 78.0|390 252 6.07 522
SMILE 036 | 884 784 87.6 724 844 820|508 181 620 542

COCOON 072 | 914 802 933 756 887 895|584 138 6.67 6.36

w/o thoughts 0.64 | 89.6 77.6 92.0 720 848 844|570 134 645 6.14

Table 3: Performance of different emotional support models on the COCOON user profiles. Evaluations are
conducted in different languages based on the same prompt translated into the respective languages.

annotations to model performance.

User simulation. To maintain consistency with
previous studies and provide a standardized evalua-
tion environment, we employ GPT-40 to simulate
users and facilitate dialogue interactions with the
supporter agent. During the evaluation, we selected
200 user profiles as test cases.

Evaluation metrics. After the conversation ends,
we systematically evaluate the dialogue outcomes
using our previously developed automated assess-
ment framework. Additionally, we introduce a new
core metric, Success Rate(SR), which quantifies
the model’s ability to accurately identify the under-
lying emotional needs of users, rather than merely
responding to surface-level emotional feelings. To
ensure stable scoring, we set the temperature of
GPT-40 to 0 during the evaluation process.

5.2 Results

RQ1: Enhanced Emotional Support for Non-
Help-Seeking Users. The results presented in
Table 3 underscore the significant advantages of the
COCOON dataset in training proactive emotional
support models. COCOON-Llama3 demonstrates
exceptional performance across almost all evalu-
ated metrics, achieving the highest SR. This high-
lights the dataset’s effectiveness in enabling models
to not only recognize users’ immediate emotional
feelings but also to delve deeper into identifying
their underlying emotional needs. In addition, we
also conducted a small-scale human evaluation on
the dialogue results. Please refer to Appendix B
for detailed.

In comparison, some existing emotional support
models, particularly those trained on datasets em-
phasizing explicit user expressions, tend to achieve
relatively high empathy scores (Emp.) but exhibit
lower success rates (SR) and reduced effective-
ness in providing emotional relief, as indicated by

their lower scores on the psychology scale. This
pattern suggests that while these models are profi-
cient at acknowledging users’ immediate emotional
states, they may be less capable of addressing users’
deeper emotional needs and delivering effective
comfort. These findings highlight the necessity
of developing support systems that move beyond
surface-level empathy to actively engage with and
address the core emotional needs of users.

Training Dataset Basic Avg. Aff. Neg. Sup. Man.
ESC 69.0 459 237 560 478
ESCoT 64.2 466 214 584 495
EXTES 84.3 506 191 631 540
SoulChat 83.1 478 190 620 5.37
SMILE 83.1 520 1.79 6.07 520
COCOON 84.3 539 1.69 635 5.60

Table 4: Performance of different emotional support
models on the EXTES user profiles. <Basic Avg.> de-
notes the average score across the six basic evaluation
metrics.

RQ2: Competitive Emotional Support Capabil-
ity on EXTES. We conducted additional exper-
iments on user profiles from the ExXTES dataset,
with the results summarized in Table 4. Notably,
our model is designed for users who are less likely
to actively seek help and often find it difficult to
articulate their emotional needs. In contrast, the
ExTES personas are constructed based on individ-
uals who are more proactive in seeking support
and more willing to express their emotions. This
fundamental difference implies that the EXTES
dataset does not fully represent our target user
group—those who are emotionally inhibited or un-
certain about how to voice their internal struggles.
From the perspective of our research design, such
personas may not sufficiently capture our model’s
ability to guide users in uncovering and articulating
their deeper emotional needs. Despite this domain
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mismatch, our model still achieves competitive per-
formance on EXTES, demonstrating robust emo-
tional support capabilities and further validating its
effectiveness in emotion-sensitive user interaction.

RQ3: Effectiveness of Fine-Grained Annota-
tions. Models trained with fine-grained annota-
tions consistently outperform the w/o thoughts vari-
ant, underscoring the value of intermediate rea-
soning and strategy supervision. These models
extract more effective patterns and refine their rea-
soning and response strategies in complex contexts.
This further substantiates the potential of the fine-
grained annotation mechanism in enhancing data
effectiveness.

7 - Neg.

0.2 0.3 0.4 0.5 0.6 0.7
Question Percentage

Figure 4: Results of the Comfort Scale in Supportive
Dialogues with Varying Proportions of Inquiries.

RQ4: Effectiveness of Active Listening. We
investigate how varying the proportion of interroga-
tive utterances influences user-perceived comfort in
emotional support dialogues. While questioning is
the simplest way to elicit users’ underlying needs,
it can come at the expense of user experience. To
isolate this effect, we control the question ratio
using a representation-engineering approach (Zou
et al., 2025), and evaluate user comfort only on
dialogues where the system successfully identifies
users’ needs. As shown in Figure 4, scores decline
in Affective Improvement and increase in Nega-
tive Helper Evaluations (reported as 7 — Neg.) as
question proportion rises. This suggests that exces-
sive questioning, even when effective, may reduce
perceived warmth and empathy. These findings
highlight the need for active listening behaviors
such as reflective responses and gentle guidance,
as questioning alone cannot balance effectiveness
with user comfort in proactive support. Further im-
plementation details are provided in Appendix F.

Profile need vs w/o need
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RoleCons. A
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Hum
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Profile memory vs w/o memory
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Figure 5: Effect of removing Need and Memory com-
ponents from user profiles on user simulation across
Role Consistency, Human-likeness, and Psychological
Complexity dimensions.

RQS5: Effectiveness of User Modeling. We fur-
ther investigate the role of Need and Memory com-
ponents in user profiling—two often overlooked
yet essential dimensions in emotional support di-
alogue systems. Rather than merely enhancing
surface-level dialogue quality, these components
are critical for improving the fidelity of user sim-
ulation, which is essential for generating realistic
and effective proactive interactions. As illustrated
in Figure 5, both human and GPT-40-based eval-
uations demonstrate that enriching user profiles
with Need and Memory leads to substantial im-
provements in user simulation fidelity across key
dimensions, including Role Consistency, Human-
likeness, and Psychological Complexity. The latter
captures the system’s ability to simulate users with
latent, layered emotional states—a crucial feature
in proactive scenarios where individuals may be
reluctant to openly express themselves.

6 Conclusion

In this paper, we present COCOON, a large-scale
dataset designed for proactive emotional support
in dialogue systems. COCOON includes detailed
user profiles based on emotions, feelings, needs,
and memories, which enhance the personalization
and effectiveness of proactive support interactions,
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making them more aligned with the experiences
of real users facing emotional distress.We train
COCOON:-Llama3, a model leveraging this dataset,
and demonstrate its superior performance across
key metrics and scales.

Limitations

Our study introduces a proactive emotional dia-
logue dataset and model based on the active listen-
ing theory. However, several limitations remain:

* Conversation Length: The average conver-
sation length in COCOON is approximately
18.82 turns. However, real-world emotional
support dialogues tend to be longer and more
intricate, often requiring extended interactions
to effectively alleviate users’ emotional dis-
tress.

* Psychological Activity Modeling: This study
primarily models the impact of the feeling-
need chain on users’ psychological states.
However, in real-world scenarios, psychologi-
cal activities are more complex and dynamic,
necessitating further exploration and model-
ing.

* Multi-turn Interactions: Our current ap-
proach focuses on single-turn interactions,
whereas real emotional support often involves
multiple exchanges to provide continuous
companionship and feedback, enabling deeper
emotional understanding and resolution.

Future research should incorporate psychologi-
cal theories more comprehensively to enhance the
analysis of users’ psychological states in emotional
support scenarios, thereby making the dataset and
model more accurately reflect real-world applica-
tions.
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in this study hold at least a bachelor’s degree and
possess a minimum of two years of relevant pro-
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in the region. Furthermore, we are fully aware
of the potential biases associated with large lan-
guage model evaluations, such as those involving
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assessments to mitigate these biases, the scale of
human evaluation remains limited at this stage due
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A Proactive Emotional Support Scenario

To better illustrate the distinction between reactive and proactive emotional support scenarios, Figure 6
contrasts the information flow and user disclosure patterns in both settings. In reactive dialogues, users
tend to disclose detailed emotional content early on, often prompted by acute distress. In contrast,
proactive dialogues involve more implicit expressions, where users initially share limited information and
emotional cues emerge gradually over time. This necessitates the system’s ability to actively listen, infer
latent needs, and guide the conversation toward deeper emotional understanding.

User Supporter

Reactive Emotional Support Dialogue

é I've been feeling really awful lately—l think my chances
for a promotion are ruined. | always feel like a failure.

...Would you like to tell me what happened? Has 3%
anything in particular been making things feel .2 o)

Usually gather imformation through questioning - -

| didn’t complete my tasks, and my boss gave me a
=L pretty harsh scolding. | feel like I've let...

|
'--- An urgent need to express their emotion

[ You seem a bit down. Want to talk about it? ]

é [ Nothing much, just been busy with work lately. ]

Sounds like things have been piling up and leaving you | 2=
feeling pretty drained. ©9

[ Yeah, | messed up at work and didn’t get my tasks ]
|§ done.

Deadlines can be tough, especially when there’s —d
already so much on your plate. "

é | guess... My boss gave me a pretty harsh scolding,
=¥ and | feel like | let everyone down

User Information

é@ Emotion Sad
‘{?” Feeling | was criticized by my boss, and | feel really upset.
@) Need | want to get a promotion to ease the burden.
L Memory Efforts Made for Promotion ...

Figure 6: This figure contrasts the information flow in reactive and proactive dialogues. In reactive dialogues, users
share rich emotional details upfront, but in proactive dialogues, users provide less information per turn, requiring
the system to actively probe and guide the conversation to uncover deeper needs.

B Additional Results

Due to page limitations, we present additional experimental results in this section.

B.1 Human Evaluation in Proactive Dialogue Scenarios

We conduct a small-scale human evaluation to assess the performance of models trained on different
datasets in proactive dialogue settings. This evaluation provides a complementary perspective to the
GPT-based assessment reported in the main text and helps validate the effectiveness of the COCOON
dataset. Result shown in Table 5

B.2 ESC-RANK Evaluation

We utilize ESC-RANK, an automatic evaluation model designed to assess emotional support conversa-
tions (Zhao et al., 2024), to score both datasets and trained models performance.
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Training Dataset Flu. Div. Emp. Inf. Hum. SKkill. ‘ Aff. Neg. Sup. Man.

ESC 71.0 600 66.0 43.0 600 610 | 520 190 550 4.90
ExTES 88.0 760 840 750 720 79.0 | 470 190 530 4.60
ESCOT 720 540 780 500 650 62.0 [ 480 250 520 490
SoulChat 86.0 74.0 850 70.0 80.0 83.0 |520 200 510 4.80
SMILE 85.0 76.0 870 71.0 83.0 750 |580 170 6.20 540
COCOON 88.0 770 96.0 720 830 88.0 | 640 140 6.60 6.40

w/o thoughts 88.0 77.0 850 75.0 87.0 84.0 | 630 120 6.50 6.30

Table 5: Model Performance Evaluation: Human evaluation results for models trained on different datasets across
ten metrics in proactive emotional support scenarios.

Evaluator Dataset Flu. Div. Emp. Inf. Hum. Skil

ESConv 723 558 74.0 565 50.8 69.5
ExTES 75.0 750 750 750 703 7438
ESCoT 750 698 748 715 555 700
SoulChat 75.0 67.8 750 703 603 70.0
SMILE 748 735 750 743 670 748
COCOON 75.0 750 75,0 750 750 75.0

ESC-Rank

Table 6: Data Quality Evaluation: ESC-RANK evaluation results for different emotional support datasets across six
fundamental metrics.

Evaluator  Training Dataset Flu. Div. Emp. Inf. Hum. Skil

ESConv 61.0 620 750 53.0 600 55.0
ExTES 750 670 75.0 600 57.0 69.0
ESCoT 73.0 600 75.0 580 560 62.0
ESC-RANK  SoulChat 75.0 73.0 73.0 640 740 62.0
SMILE 750 690 750 680 700 73.0
COCOON 740 728 750 685 725 720

w/o thoughts 72.0 723 750 67.0 73.0 70.0

Table 7: Model Performance Evaluation: ESC-RANK scores for models trained on different emotional support
datasets, evaluated in proactive emotional support scenarios with user profiles from the COCOON dataset.

B.3 User Profile Diversity Analysis

We evaluate the diversity of user profiles by computing several quantitative metrics commonly used in
text diversity and information-theoretic analysis:

 BLEU-2/BLEU-4 (]): Measures n-gram overlap between profiles; lower values indicate greater
lexical diversity.

e D-2: Distinct-2, the proportion of unique bigrams; higher values reflect more varied expressions.

* Shannon entropy: Shannon entropy quantifies the unpredictability of the text; higher values indicate
richer information content.

As shown in Table 8, COCOON demonstrates good performance on information-theoretic and
distinctness-based metrics. Notably, the user descriptions in ESConv are manually authored, rather
than model-generated.
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BLEU-2 () BLEU-4(]) D-2 Shannon entropy

COCOON 0.760 0.287 0.476 10.17
ExTES 0.875 0.678 0.323 7.89
ESConv 0.747 0.540 0.508 8.24

Table 8: User Description Evaluation: Diversity and information-theoretic metrics for user description in different
emotional support datasets.

B.4 Detailed Results on EXTES User Profile Evaluation

We report the complete evaluation results of all individual metrics for different emotional support models
on the EXTES user profile test set. Result shown in Table 9.

Training Dataset Flu Div Emp Inf Hum Skil

ESConv 79.2 644 752 572 704 67.6
ExTES 89.6 78.0 928 736 86.0 856
ESCoT 73.6 572 716 548 656 624
SoulChat 88.0 77.6 88.8 740 86.0 84.0
SMILE 892 772 892 736 848 848
COCOON 90.0 788 896 752 864 86.0

w/o thoughts 89.6 78.8 90.8 720 844 852

Table 9: Detailed evaluation results for each model on the EXTES user profile test set.

B.5 Consistency Between GPT-Based and Human Evaluation

Table 10 presents a correlation analysis between GPT-based evaluations and human assessments using
Spearman’s rank correlation coefficient. As shown in the table, several key metrics—such as fluency,
diversity, informativeness, and skillfulness—exhibit high positive correlations between GPT and human
ratings. For metrics derived from psychological scales (e.g., Sup., Man., Aff., Neg.), the correlations
remain moderately strong, further supporting the reliability of GPT-based evaluations in our setting.

Metric Spearman p

Flu. 0.7723
Div. 0.7915
Emp. 0.7376
Inf. 0.8345
Hum. 0.6815
Skil. 0.8046
Sup. 0.6056
Man. 0.6706
Aff. 0.5034
Neg. 0.5441

Table 10: Consistency between GPT-based evaluation and human judgments measured by Spearman’s rank
correlation coefficient across different evaluation metrics.

C User Profile Construction

To create a comprehensive user profile for emotional support interactions, we follow a structured, multi-
step process. This process is designed to ensure that the user profile reflects the complexity of the user’s
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emotional state and needs, capturing not only their immediate emotions but also the underlying motivations
driving those emotions.

C.1 Reasoning Chain

To construct the user’s emotion, feeling and need, we follow a streamlined process focusing on the
Reasoning Chain methodology.

* Initial Need Generation: For each scenario, we manually write 5-8 seeds as examples in the
prompt to generate various initial needs using GPT-40. These needs represent the user’s surface-level
desires in a given scenario.

* Reasoning Chain: We apply a reasoning process to these initial needs, creating a chain of inferred
motivations that reflect deeper emotional and cognitive drivers.

* Feeling: The first node in the chain is then combined with the user’s emotion to form the "Feeling."

* Need: The last node of the chain, representing the user’s true underlying need, is extracted as the
final, validated need.

In the process of incremental reasoning, the current chain length and its validity will be checked, and
the reasoning will stop at an appropriate point. The validity will be measured by the coherence score
between the start node and end node of the chain (reasoning difficulty). A higher reasoning difficulty
indicates a lower correlation between the initial and final needs. We have divided reasoning difficulty
into five levels. The reasoning will stop if the difficulty reaches levels 3 or 4, and if it reaches the highest
difficulty, it will be filtered out.The maximum length of the Reasoning Chain will not exceed 3. We also
assess the diversity and validity of the Feeling component to ensure the profile aligns with real-world.

C.2 Memory

Memory serves as a critical element in understanding the user’s emotional trajectory over time. We have
built the user’s profile memory in reverse based on the Reasoning Chain, and have strictly standardized
the format of the memory component.

The first sentence of the Memory must begin with the Need in user’s profile and be gradually constructed
along the reverse Reasoning Chain, while expanding on the details within.

C.3 Prompts for user profile construction

For all the prompts we use in user profile construction, please refer to Figure 7.

C.4 User profile case

We present several examples of user profiles in Figure 8.These profiles illustrate how the synthesized
Feeling, Need and Memory components align with various emotional contexts, providing a more compre-
hensive understanding of the user’s internal state and motivations.

D Conversation Generation

During the dialogue data synthesis phase, we divided the dialogues into two parts: the listening stage and
the suggestion stage.

D.1 Listening Stage

The listening stage focuses on guiding the user to express their deeper needs using active listening
techniques. Considering the limitations of active listening techniques on closed questions (e.g., rhetorical
questions, information-gathering questions, choice questions), we require the model to modify some
questions into statements according to the requirements of active listening techniques when generating
supporter responses to ensure data reliability.

We also require the model to perform self-checks during the data synthesis process to ensure it has
understood the user’s feelings and reached their deeper needs, so that the listening stage can conclude at
an appropriate point. The prompts used here can be referenced in Figure 12.
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D.2 Suggestion Stage

The suggestion stage primarily focuses on providing suggestion for the user’s deeper needs after identifying

those needs. This is done by using active listening techniques. The conversation analysis mainly

emphasizes the connection between the user’s needs and emotions, in order to offer better suggestions that

help alleviate the user’s negative feelings. We require that an analysis of the conversation be generated

before the dialogue itself is created. Subsequently, the dialogue generation is based on this analysis.
The prompts used here can be referenced in Figure 13.

D.3 Data Distribution

After data filtering and fine-grained annotation, we construct the COCOON dataset. We also show some
sample dialog data in COCOON in Figure 9 and Figure 10

E Data Evaluation

We used GPT-40 to evaluate most of the metrics in this paper. The GPT-40 version used is gpt-40-2024-
11-20, with the temperature set to 0 during the evaluation process. The prompts used for data evaluation
can be referenced in Figure 11

F Experiment Setup

F.1 Main Experiment Setup

User Simulation Prompts in different language are shown in figure 14, which instruct GPT-4o0 to role-play
as a person with negative emotions who passively receives proactive emotional support. Additionally, for
generating responses for the Al client and supporter agents, the temperature sampling parameter was set
to T=0.7.

For ESD-CoT-LLaMA, SoulChat-LLaMA, EXTES-LLaMA, ESC-LLaMA, SMILE-LLaMA and
COCOON-LLaMA, We trained for three epochs on two A6000 GPUs and selected the checkpoint
with the minimum loss on the validation set for experiments. Due to the large scale of the SoulChatCorpus,
we sampled a subset of the data, equivalent to the size of the largest dataset used in our experiments, for
training. During training, we used LoRA for fine-tuning, setting the low-rank matrix dimension to 32 and
the alpha to 16. Training was conducted using the Llama-Factory library, with a learning rate of 2e-4.

F.2 Controlling the Questioning Ratio

Inspired by Representation Engineering (Zou et al., 2025), we adopt a top-down approach to control
the proportion of interrogative utterances in model outputs. By editing latent representations without
additional fine-tuning, we guide the model to generate more or fewer questions. This enables us to
examine how questioning frequency influences user experience in proactive emotional support.

We construct a contrastive dataset of over 800 samples by prompting GPT-40 to generate paired
responses in declarative and interrogative styles based on emotional support scenarios. We filter out pairs
with large length gaps or mixed sentence types to ensure representation purity. A questioning direction is
then extracted and injected—scaled by a coefficient—into the hidden states of the LLaMA3-8B-Chinese
model (Wang et al., 2024b) to control the proportion of interrogative utterances in generation.

F.3 Profile Ablation Study Setup

To systematically examine the impact of user profile components, we conduct a stepwise ablation study.
Starting from the full profile (including both Need and Memory), we incrementally remove elements: first,
we compare the complete profile to one with Memory removed; then, we further remove Need, comparing
profiles lacking both Memory and Need to those missing only Memory, as the Memory component
subsumes Need information. Five human annotators each engage in conversations on the same set of
topics with user simulation agents instantiated with different profile configurations. After completing the
dialogues, annotators compare the paired conversations for each topic and profile setting, selecting the
one that demonstrates superior user simulation according to three key dimensions:
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* Role Consistency, which measures whether the simulated user maintains a coherent and plausible
persona throughout the conversation.

* Human-likeness, which assesses the naturalness and fluency of the simulated user’s utterances and
the degree to which the dialogue resembles real human interaction;

* Psychological Complexity, which evaluates the depth and layered structure of the simulated user’s
emotional states. This dimension is especially crucial in proactive emotional support scenarios,
where users often express themselves indirectly or are reluctant to openly disclose their true concerns.

In addition to human judgments, we also employ GPT-based evaluations using the same criteria to
ensure consistency and robustness in the assessment.

Prompt for generate Initial need Prompt for Reasoning Chain Prompt for Generate Feeling

1 AREHIBRERE HFE"
TR, FEEES

2. EMBEREHR. RANYENRER, FEEZ, WEAL]
EiE

3. REBREETREASCERENEERY, SXAIEE~

R A ABERREEREEE T
EE: AARAEEERIIRES

FREE: BREEPRIRFS
RiE2: At AFEREBREE

MITEEH EREFESMSEOREHRER, IESIRMRIER R A4 HEEMES, LUSEIRERR, ESRIATE EREESER: EAIEEP, REMERTIABRKRAR, MsIE
BHABIBRAER TR, BEHhum, =: BFMERRAL XEERR A ERARNR M, RRAEIREE. (RI0E

SR, REAEN BK M BE , ENEATERRRL RS LS
[EAZK] TR BBEOREEREEE LT R,

TEHRAENBESER, EHEZ, BEEXHE—9ENEIY, BREES
BRGRATIHAEEE.

LUSE—ATR "#" +1BERIL, FRRSRNRERENEMGERES, KAk

5. BRERRAEEE, 15DFUR

SRARN, —BISREESBA—ENGAEE, BiEFHE EI&2: EARBBBARREHIY 1552, FRHMRRERIEDFEIR
RERAB TR RISE,

4 EATRE—AER, FHLL ER TRk, TEESRIE K] =61

FH 1. (RBESHXITRETERE, TMERES “HHta” B 5

2 (REOEEEALL "EARFE" s, —HEER, TERES TR HAESRMANER
3. EDRIERES B BARGUMERIERER

[153] 4. (ROEERERE, BREEESS
{Scenario}
DESIRMEL T ERR:
[0 [#K] A
{example} {Initial_need} 154 {selected_emotion}
k: {Initial_need}

Prompt for Reasoning Chain Evaluation

Prompt for Generate Memory

IR A—(OEEERIF R, FHA—RFBIERE
FHEEIHEER, (RRETHEMRIAEIINTE
SHERRIBBEHROMEE, RIEEERRENE
15 (1-5) 9.

#i ZREDRA:

1 ERRBAIETR (1-29)
BEEHBRE MR SRR —ERERKL
BRI, SRR BMIRERERIRE
BEER, ERFAUEH—SBEEROER.
Bian: {casel}

2 TR —E AR, (3-49)
TEENBRSTABRZAFE—EERIX
B, WATRIEER| T EEmREE—EME,
FEEH—SEETASHER, BRTRORE
REREMEE TR,

BIE0: {case2}

3.BSEBRTRE (59)
BEENFERSTETREAS LOETHEEEK
R, IEEEAADABRIEETERRR,
N {case3}

PERR AR RERRIRAINEEE
X

WATR: {need_sent}
FEERRK: {modified_need}

BT ESAHIRNEIS
MEEETS: (REAHETRS
R (RAHXMEORIERR

HRIBAENAFER, NERPNEE. BERNABENRELE, AXMAFHES/VSIEHCIZET.

ER]

1. ICIZAFLURBAERIE, AEERA T elmRAT M — LS NaEX RS, ExX IR
PP LRI,

2. SEEHINTEREBZAHERIER, REMBSEINTIHCIZ.

3. DRER, Ep6-8KICIZ, BRRARERL,

4. {UMHICIZAE, TEESRIEHFR

(i

[FAFHEIR]

TR BRIRE— 1LY

RS BARIBOIIECE BT

HERHER: BB OY-> HESTRZ S > A BRANEEBE > BAIZ: HRBO
HHNENEEALF-----> 1B HoK

[iziz]
- BAIARI—HAY: ARNERDERERT, (RERAMHE—KIEERNEE. ERTRNEFNTE
BR

- RIORFRIRL TR S (RRIFRARBERL TRY S AR BB RRIXERFS, LR
MBS

- EEENFHNBEEOLA: MERGE, (METRKNBEIEY, BRORHEECIRERLERREM
B, CSOENEE:  NMREEFERERIEEAD? .. .

DEBIMRERAIER, HERPIEIHEZ.

EAN]

[FAF A

K {need}

B {feeling)

HEIR4ES: (Reasoningchain_str}

Figure 7: Some prompts used in user profile construction
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User Profile 1 User Profile 2

Emotion: 4% Feeling: HRESREFIEHIELIE  Need: HALBIIIRENRE Emotion: E{f Feeling: HREHIEAEEMITHKANAKN Need: IFHEBELZRH/ DA OHIIIRE
Reasoning Chain: [ Re‘asoning Chain: [
( "round": 0, "round": 0,
"Initial need": "HABRETIFHAER", “Initial need": "EA8H ABEIRITEAY H B,
"step need": "HABIKIGRAHIAR", "step need": "HA LR RS RER LAISR,
"score": 2, "score": 2,
"score_reason": ... "score_reason": ...
) ) )
{ {
"round": 1, “round": 1,
"Initial need": "HALRXEIFRALR", “Initial need": "HABHE ABLANTEAOH HIN",
"step need": "HAERZEIRFENNRRE", “step need": "B BRI PIOHIPIIRE",
"score”: 3, "score": 3,
"score_reason": ... "score_reason": ...
) ) )
] ]
il M;E;;:Z;@@'ﬁi&l’i OEpRE: RIFRAIREECEREENUR, RARBREENHRML, DL
- HAREE ERIE: RIAH 2 18, BEEREREY L 1B 184 - REE IR PN CH iR R , ; AR, BB 3
&migiﬁfzgg ;‘é&ﬁiﬁiﬁiiéﬁigu5uﬁttigxig,§,§2§;§émﬁ%i§g§ﬁ BIX, LMERGER RS, A, NANRMIRBEIREE, NFREATMERE, R INE.

REERERAMAR: NTHLEERRASE, RESEE T IVER, ERRnE ey | - R EESREESE LS: ATABREIS, RAEE SR LA SRNARET, REXEEIIR
B ER. MERIESE, R T—f “ET . EEEENT. REE BRINETED, T2, RATMPCNSSENRY, KROBRHTRE, SAREIESERARRSH
B, DEEE:  ERNSHEERIG? 1 LB

- REEQETRENSE: FEIRNQEATSb IS, BB —RpTES, RERE - WEBARMTHNERNN: 5K, RERESAFARKRNRLNET BCHRN, BXtESH,
HENLBHENRATXHVERSTS, TAIRIREESEECNSE, SRR, far | | DR ORR0 R , SEd—SR0. RIREEHRERE, DTN MEROSIREe

EOSIEE. SIEHRIEIIG?

CRENSIEE: BEDNLBLTORR, R E S R S ARSI, AT, - AR EREERIG: ENEER, BT —MNIRNRS, OEHTER, BMARYH. AREREN, K
{&1[]@#2&%%;E$mkﬁ, Egﬂ&aﬁ%ﬁ,&‘%‘ggt, ?Zu;‘;:ﬂgmmu TEESTEL BRI, SYEECEN REPRFFEIN. BISHKEIR, TOHAREBABIBISTE—35. SHRBMMBGELERR OB, BEFFHEIR
RN, HECEOARES.

- RERRTHCREENSE: SESTHREAN, AROYHICETIERSE, TRAESRREER - SHETFOIE: SAERRENEEIR—URERD, FEEOZIFLNED. IREEMRIC, iR
LRSS, BBRHEXARRENEE, RUBEIAR—HBRRBIL, DRAISENEEN IEHAITRAIAIN, XURBEIEIRE, LBHEE, WRHEE CRURAVSRIA SR,

2, LPFEHER.
- = - SRR ERE . ERARIRIR, REERMEBEECHIURE, KESHRERNE, ERXASEEE
| BEEINANRESE: EERD, REFFRESINGYE. QEESRTISRSE, BRI KEIRESHNAN. FORFTH TR, EIMESHERANR, REEINEMERRSRNTE.

i, SLREERLACHEE, OPRFFE, BEESRIHERSE, BROINRER. o N N s
- BRZIBWTHE: FEARHER T EXATRIENEY, BYTNASRIINE. SHEER, REINERE
| AEEREE MEMDNEE, RITETEECRENSESEIN, ERENE. SNREEE . RERESHROEINER, BRIREAMADEIXMIBR, MM REERIISR, OBEFEH T T
FHEey, RROTHPIISHE, BRI, RRUSETEND, BERAITE. S,

RSTRONRSEDS . RE/RATEHREA FEREMERESEEQET AT, LR e - BRIEMRIAIURE: SORETFPER T, ORERERATCRRAR, ERENAUFETERTF
IEIPTIIEGR, MR B RESE? BRI REIERS, BRI ETE LR %, RESEAESR. B—%, RESTHIUR, REAECRBAER, XEAIRHS, BERADRK.

Figure 8: Some user profile cases in our dataset
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Conversation Case

Conversation Case

User Information

Suggestion Stage: [

Emotion: #518 Feeling: BREST Need: HAZHBBESHMDEHERA THESH BRI SRR EERE AR A, BT
“Listening Stage" | HES S NER, HOR, ARIER, TIE, SRR
( =, WRIARE, o 3R B, : i
p— BRI,
“content": "1 LIRS z
H “role": "W,
B “analysis': “WFERSEESHENRARL, METY Z HAOETHE
“content’: "18? R, FLGHAXRTH, REBANTIERETARIRL. * FOHRAGIAIS.
. “strategy”: "%, EEMNREXROEIAER, B TRESERARONRE, BX, TUSIA—LRH
f T iy, . | SRABEERES. ©,
p— “content”: “BARERIFTRAWEFIBLAERAGINESE, THRIFLMAHTIFHINE, HOBHSENT
omalsis® S - P R, HABERTIFES TRATNE, TN ESHERERA. ©
¢ A ot TR i
A pE—
ooy - — - role’: )
sewmy R “content’: MR, B | R LERRRRR TR,
“rewrite”: ES . FTRERBRA HRF=ET :
R— R T2 ERIRL TEA, SEGHIRLHT.
oot s, B o B T{FiHIE: | ESHOHINEE, AR, ANSIARE
, SRS, BIEM BN,
: “content”: " UFEER %, TUSLHE TR B, SEEEEEIBANE
— 5. Bob, L LB, et £, BRSHASIEN, ©
“analysis': = ; z
. i e g
KRR :3 A; 3 T T » ‘
"strategy": WHEARERSTHTRHOEEY, IS EA—SHAS SRAEDIRL *, content”: "L, MFRIZEMARE TR, FTELRE—LHHTIFR.
"rewrite”: "{% NFLEEEFYE, H " z
' “role’: ",
— “analysis”: “WEFERRBEAINFO TIFSRANAR, SRS SRR, W TIFa
“content": *i&f FIRERIA eI ER,
g, S . .
L “strategy™: BT, B R BN
. i, MEERE,
p— “content”: “ixiRE! NSRRI, FONBRCIEEEFOEN, SR TG, BIER, (X SRR
malsis® S . S 1R, REGSRREBREESNRIRAE—E, ©
AR TR TR T R BERENERRIFE TR SRANEE )y
TR, °, O e
"strategy": T THIRA i, i ,wle' Mﬁ% N TEIm "
“rewrite": "OESITATRER AL FLAFTI/RES T —LSRASSMED, S DEES RIS content”: "SRR, - o ARSI,
N {
; “role”: "W,
“role™: "fRE", "analysis": "BFE XSO 3 L "
oot 0, R T P T R, - strateqy": “XHITR | TR, FERKBENNEDE, BEEEANAKBISRANSE, ©
,coentis R0, TRNL, SRR BRI “content”: 5, BHRER—NIR. LFESHARD, KHTSESWEESSATURE, #EETIHRES
b BN
“role”: "f0FE", i
“analysis”: * ERTINSERMAEA TFFARANTIMRARRTE, BOFE 5 RS EER T (AR R——
BERAZEMER Tt TR : . role: MRS, .
“strategy": "R TIEE RS, N . content™: "I3, RPEFE 1, BRARNEMEFRERAN A8,
“rewrite”: (R TAE RN RINERR AN, (e NIl : % !
o .
1’ t TR A, FH FEEN.
“role”: “HRE", RRLE, f BRI
“content”: 7Y, HBIH, HBDRE— D, HLHTE, ISESEATIE. —
N content”: FISHRIEARE, T, 3 e 8, %
. SSRGS, ©
“role’: R, '
"ana\ysls H oiEREHE LS
N . - “role”: "{fiFE",
ot - i - “content”: “BTAIE, BLRAEED R, BT s,
"strategy": "$id, 7 . NIEFRAH; ° b
rewrite": “{iset TARRIRE, A A ez, * LT
)
(
role": "IRE",
“content’: "B, BARSHNGIVEESMMAE—R, SKLBEEMORE. *

Figure 9: Sample conversation of COCOON
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Conversation Case

Conversation Case

User Information

Emotion: £/ Feeling: EAREIBBIUY

Need: BAZHEBILAIREPHIBRIIRR

Listening Stage: [
{
*role”: "NE",
“content”: "{E LXIFEERER"

“role”: "{RE",
“content": "IR SREAKNEN? BARBOICTEIABVIRBARIREE, *

“role™: "{TE",

“analysis”: il {8, FHABIHATAESHHEIA

BEK "
"strategy": "J&id RNBE BY, UREHECSHIARNME. |
“content": fiRRBETHERT "

“role”: "{fuRE",
“content": "M, HIHGMRALLR, TMUBIRERAE LR, HAGIRIBRINRRE.

b

{
*role”: "HUFE",
“analysis”: SHELal | AIBERBR TR B, ",
*strategy" THE, 3ISHiH B

“content”: "{R—EM T REEERIBIRE CHHICTIXNIRE, "

role’ "IFE",
“content”: "2, HITHT/VIMKERERE, SRPLTENS, ERMETSHUINR,

*role”: "
*analysis'

E&giéﬂﬂiiﬁ%ﬁmﬂﬁﬂﬂlﬁlw&%. REBEMETROMES, FBBEIUTFRENFREERT

“strategy": "EIFRBITL INREHRHA Fift—:

“content”: "RERBTREMS, BUFRRBORIET"

“role": "HIRE",
“content”: "B, FRRIGIH, ERORAAMSHEII. *

"role”: "{{i0rE",
“analysis": "

ABGARE: "

“strategy":
HEXER,
“content”: "FRRRIXF, {FXIT TIELREY

ERRORIRE, H—SIRTRE RS} LA

“role”: "{fifE",
“content”: &%, H—HEH

S0, "

role” "HIfE",
*analysis": "3
1BROIRIE. "
"strategy": "7 K. "
“content”: "MK, ERSMITREGUHER, £ATRAEONE—MNLECHRONRETE

BRI IRz HEBEXARETE N EL BB

role’ "IRE",
“content”: "X, HERBSEAFHMENIT, FHER, AHRERLENRTORE.

“role”: "{{FE",

“analysis”: "X RN E CAMERNENEEMRE, RANECSHSMEABZIBESEN, XMMtENS
NSRS RN 2B TRGNRRRIERSE.

“strategy": A FEAMBIIN TR RS s

“content": "RIIIBLIEE TS Al =3

g7
L
{
“role”: "{ifFE",
“content”: "2fY, HEVHARLLAR XA

"R,
*analysis":

LRXTHEAATARMIER, ",
“strategy": "BHIARERIL

"content”: "IBHXLL:

(ARSI T IEREETE, MERSHFE. WFERTEEARX

SRR, DRSHERIAREIRR. "
%, HMEGIIOPE T ARSI RS, 38?2

h, {RFEIEHEC

“role": "{fifFE",
“content™: "X, XHAIR(IATEELIIREIBRE.
b
{
“role”: ",
*analysis”: * AT i
HESBIEIARETNER. ",
“strategy": "HHA
“content”: "{{7% BiEidL
. mgxiat, REURER
)

TRAEIR,

i I SEPR R
ENTUEFNABE, EUYSIARIRNEESE, XIpERILAIRREEESE
e

i)

1

Suggestion Stage: [
{
"MHESH": E

SKERDBIIOEIRER SHRARSER, MARARZVUERTHE
HiR, d E) . ERIFNEIES, OTEE

i ERERER, AN, =i HRE—FE AR5, &

RHEBERARINEE, ISIEEIFES S oS,

= CHEN

"role”: "{FFE",
"content”: "8, HIHSMRAGLIARER, IRE—ERE, "
3

{
"role”: "ffUfE",
"analysis": AGARFIEE, RBRHERIS)
BSX—HK, THEESEZEHIDFEENEGARRR
"strategy”: BT HEIMFEBLARIONE, FHER—FEROEBEIN, BIWFEEE, INRFLEEIM, AT
SREWERRNER.
“content":
BEXHER? "
)

WARRE

MHRIER, $SBIRTE FORTIR, T, FEATRTANRERIMAER

{

“role”: "HFE",

"content": "HARE? HAKBL, "
3

“role": “HIfE",

“analysis": Y INIRE, ARl . THESMENR, (TFEIREIEE,
SIRIRE BEERNENSLE,

“strategy: KRBT, fl ASTHSREACHR. ",

“content”: "BABAIR, (EBAARANARIAIREIALRIMENER, ﬁéaﬂ%mw\asaﬂuznmﬁ. icsiac]
B, ARAATREEE R R E LA RIR?
3
{

"role”: "{FFE",
"content”: "FIAERIE, fBTRREGMINEA, BRHRRRESBINARE.

“role”: ",
analysis': “IFEEET ESRIATTHMING, MIFEBTEEL—(iR, RRBREEISOEN, MIENREE
BEFE. "

BAE 1SR, WENREE Rk ",

AR, D ¥ 2]

HERET

MFR. B
RIS, "
13
{
"role”: "{FE",
"content": "I T, HARSCERGZSEE S

MARREEA—ET.

3

{
"role”: "fFRE",
"analysis": "0 IS 3E

ERDRIRSIH, IRETFEEHIRERSER, T

{ERYEES), WENEIROXIIMIRORGER, IERRTEARR,
49, ERXLE T, h, BT

ABIEE.

| BHE, REBHEUBECHEL DEREIET, RbMEHTES.

"role”: "ffRE",
"analysis”™: "{fifrE i, £,
VIRATRISNAMIINILED, TOARARRIHE—RIR. ",
“strategy”: BT HEMIMFERIALE, BRERNESRNEEY, H—SRRRNYRKGHOER.
"content": HER,
)

R,

(

“role": *HRFE",

“content”s "M, BHElF, HABNEHEEOWES, DERFUOIET, ROSUGHRED, *
)
(

“role": "{fi0FE",

"analysis”: "Iy F H5ESE, H—HEE NTEME, FHNPIHRAEALIAR

“strategy": i T, s, S —
g | EERETERANSES, TRKINENE, B

BERIRAIRRAEE! *
}
1

Figure 10: Sample conversation of COCOON
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Prompt for Basic Metric Evaluation

Prompt for Comfort Scale Evaluation

Prompt for RAC Metrics Evaluation

Please evaluate the quality of the conversation between the user and the emotional
assistant based on the given criteria. Your task is to assess the conversation using the
following seven key indicators and provide a score (1-10).

## Criteria

1. Fluency: Assess the logical flow and structure of the conversation. A score of 1 indicates
the conversation is completely incoherent, with a disorganized and unclear expression. A
score of 10 indicates the conversation is logically clear and flows smoothly.

2. Diversity: Evaluate the diversity of expressions and the richness of the content in the
conversation. A score of 1 means the conversation is stiff, lacking the ability to absorb and
internalize content. A score of 10 indicates the conversation has highly diverse expressions,
rich content, and strong expressiveness.

3. Empathy: Assess the assistant’s understanding of the user's emotions and whether it

Below, the current emotional feelings of the seeker, the
underlying needs behind the feelings, and the dialogue between
the seeker and the supporter will be given. Please evaluate how
the seeker might respond to the questions below after the
session by selecting the appropriate scores from the provided
rating scale.

Note: Please provide only the question numbers and their
respective scores in the specified format. Do not repeat the
questions themselves or add unnecessary prefixes or control
characters.

[Question List]
1.1 feel more optimistic now that | have talked with my

helps the user analyze the underlying logic of their emotions, providing support.
A score of 1 means no empathy is shown. A score of 10 indicates a high level of empathy,
effectively supporting the user.

4. Information: Focus on whether the assistant’ s advice is reasonable and sufficient in
quantity, ensuring that the information is both helpful and solves the user’ s problem. A

score of 1 means the assistant’ s advice is entirely ineffective and may even harm the user.

A score of 10 means the assistant’ s advice is effective, abundant (more than 5
suggestions), and helps the user solve their problems very well.

5. Humanoid: Evaluate whether the assistant demonstrates human-like interaction abilities,
avoiding stiff, robotic responses or obvious Al language model traces. A score of 1 means
the conversation is entirely stiff and inhuman, failing to internalize content. A score of 10
means there are no Al traces, and the conversation feels indistinguishable from talking to a
human.

6. Skillful: Assess whether the assistant’ s responses exhibit key abilities, including
empathy, information quality, hopefulness, importance, and providing necessary
suggestions or highlights. A score of 1 means only one or fewer of these abilities are
demonstrated, while a score of 10 means all five abilities are present and excellently
displayed.

## Format

Only provide the scores, without any explanations, and the scores should be integers
between 1 and 10. The format should be as follows:

Fluency: [score]
Diversity: [score]
Empathy: [score]
Information: [score]
Humanoid: [score]
Skillful: [score]

[Conversation Record)]
{diag}

al partner.
2.1 understand the situation better now that | talked about it
with my conversational partner.
3. My conversational partner made me feel better about myself.
4.1 feel better after talking with my conversational partner.
5. Talking with my conversational partner about the event
helped me get my mind off it.
6.1 felt that my conversational partner was putting me down.
7. My conversational partner’ s comments were appropriate.
8. The way my conversational partner talked to me irritated me.
9. My conversational partner doesn’ t seem to think that | can
handle my own problems.
10. My conversational partner seemed really concerned about
me.

[Rating Scale]

1: Strongly Disagree

2: Disagree

3: Somewhat Disagree

4: Either Agree Or Disagree
5: Somewhat Agree

6: Agree

7: Strongly Agree

[Response Format]
Question number: Score

[The feeling and need of the seeker]
{info}

[Below is the history of the dialogue]
{diag}

The following session reflects a dialogue between the seeker and the
supporter. Please evaluate how the client might respond to the
questions below after the session by selecting the appropriate scores
from the provided rating scale.

Note: Please provide only the question numbers and their respective
scores in the specified format. Do not repeat the questions themselves
or add unnecessary prefixes or control characters.

[Question List]

1. The supporter was sensitive to my needs and feelings in the
conversation.

The supporter was supportive.

The supporter was sympathetic.

The supporter ignored my feelings.

The supporter was a good listener.

The supporter gave positive feedback.

The supporter understood me.

. The supporter was polite.

. The supporter was cooperative.

10. The supporter could easily put herself or himself into another
person’ s shoes.

11. The supporter was respectful.

12. The supporter had an accurate self-perception.

13. The supporter was assertive.

14. The supporter was versatile.

15. The supporter was trustworthy.

16. The supporter was confident.

©®NO ;W

©

[Rating Scale]

1: Strongly Disagree

2: Disagree

3: Somewhat Disagree

4: Either Agree Or Disagree
5: Somewhat Agree

6: Agree

7: Strongly Agree

[Response Format]
Question number: Score

[The feeling and need of the seeker]
{info}

[Below is the history of the dialogue]
{diag}

Figure 11: Prompts used for Data Evaluation
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Prompt for Listening Stage Conversation Generation

HESNE]

IREYES RIS SRRIENITESR, SIMUFE SMNEZBNE. NERERELLTEE:

# BN

1. MERETFRAHUFE BRET, EPFECIZRRERFCR, BENLARSTERSSENINCIZEMREF, MROTERETR
ERICIZEH.

2 rEEE EaNT, SISMUFEZFSERLAIFREERNROER, EMFEEERNOFEREERWE, MEEREPEIUFEEHIRL,

3. REBEN—RE, FE@HEMEHF.

4. WEREZFLEIERN, BBELRAITROASEHE, MEROHTroundiSEA RSEWFENAOFER, FELMUFEEAER.
# S5EREN
## T E AR SHEN

1. RESEEIRRS I SEFRRABCREE RN ORESK.

2. BERER T, ESXESMVXINAIEEHTHE, BEHNSIEERESEERRRANNE.

3. B ESEMAMRATRARIVER, DUSRINERRIFENRES K, MARETRE, Rl U .« "mee SHEUMEE, &
EEREEHERHER,

4 IREHARMENFENTIENSE, MrERSH, BRRAHNREER, FAAFERHIFEFRERNBERAE, RIS —
AFEEERIURENER, REEXSHHE, FSEEBIEISNAREECHEK.

5. AILAERIFRA R IR ISR AR E AR RIBSFERNRINEESXEIER ( (RERHEEERRER" . HIHRRRAEE—
SR ) |, SERESE. SRR AERIEIEE.

6. SN EYESMZSTFEN LI —CEERTEEAMER, SlE—aREEU WE? " £B, ZrRufirEH—SEReEN.

7. A EERRNEIFENOBENSEYER (FEEEHA, BEMA, NAIHAEE) MRESLRENERE (TREAETHASEIE
XHEERIEIRR) .

8. MR A S EEMRIAE, RAYEMEAET9{"content”: <EIENE>, "rewrite": <GESENBFHFNETHEAMRAD, FHie, FEEMIA

>} BRIZAN, B H R RRER.

## IR ERRSEN

1. FE SRIEATAT—EEERERIEE, EERIEERRT ROREHERREER.

2 (UFENECHROFEREENE, BTRAEBEER, RETERRZENROERZENKRSHIEREE CAROIER.

3. lEERHARIHT, (REEENSHSIST, BERIZZAMNCIZ, KMECHIRLER. FEES—OEERRERBCHFER.

4. RS HIMTFEBERHTEEAS, THERILZIMIBZIIER.

5. ERRIAESANISROZ RIS HAOIRE —5 (WIRELLRRE). £5%, WESESHAIUERHE, HMrEERTUR—EEES
i\ K" F, FIUELIEE)

6. FHRASBEMIIAME, (RIS content”: <EIERE>Y. MRtZsh, FEREHEMAEHIFAANRS.

Eifustyzsan
MHRIZZRTH Python NEkAY JSON H8HAYFIR, HPSIREMRIVFESMTENER. <> WNRBRAFHHERN, EF. BERS
. BT
[
{"role": "{fiFE", "content": <EERE>}},
{"role": "I0FE", "content”: <EIENA>, "rewrite": <EESERNBFHNETONSAMRAT, FHigE, EEEMUA>),

]

# 3l
{case}

HFEER]

B4 {emotion}
LFIESE: {feeling}
AILFEK: {need}
IEHAIEIZ:
{memory}

[EERRAISTIE]

Figure 12: Prompt used for Listening Stage Conversation Generation
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Prompt for Suggestion Stage Conversation Generation

ESNE
FRESRES N SHRIIBESIRNE, TMFESMITE 2GR, EREELATE

# BN
1. SENIUFE SR B SARIE.
2. YHERE T FRAHRE B TR EAIXSE .
3. B HARE S MRS :
- UAMER, THHMUFEREERHNERER, BTREAENMER,
- BIMER, BREEIFHENED. MUFERORERER, S5SRIBEINRE, NFE —BIRTNTTE.
- rERIRERYT, BETHRTINFERZERNEATR, IERECTHEMMNRINNERS, MrE huFrERESENRBEEE
HiER B,
4. (FEEREA TN ERIHED B TINERSRIES, EREEATHEAS, TERHSRIEHFR.
5. WERERSAFIBERINBZ ZBMRERT, BMNRER HTroundiie, BIAREIHEDRE, FESHEH, Bk

# S5EH9EN

## [T =N

1. R E FBERE RS SRIRZAAOER, FFINEENERH SIS —RRITATRERRS .

2 (BRI RER, R, FEERFYE, HBRYISTAT.

3. rEREMER "B . B FRE, THRAPNSEBERE.

4. OE RERIMNRANAREN RS R ERATRIEE T, EFREMFEROFERRINESRIRAZAERR, SRERUFE LanHRE
FHEETTE, LERRF SRS,

## (UFERASEN:

1. RS SRIEL T —EEERHIREE, EEREERRT R ORBRERRMEER,

2. IREAHNAEEGHTEERS, TREHNEGRZINMIEZFIHR.

3. B REGNER O OIEENNESR, ROFABCHRZMRE, ATLMRERIIESCA/ORERH R E IR e 2 .
A UFEFTEART—RISREARI TSR, HRERTRITH, BF=04ET.

5., FIECHINTTHIROESIERER, (RREEREFERESIA OFRAEHCIZ RS AN R R .

[ titg=t]

FTMHIHESHT, BRLE. ELSWER: =&, SPHMFERNOFTRNRABRZZENRKR (BWEMIRE) |, BESASHREE
BEBRMFEROER, REEEMNFENRERSZ, HITRR.

HIBAIRHERIIZERTH Python NEAY JSON 1E8XHIFIER, EFE N AEERIUFESHIMTENFERE, <> WNNBSRAFRSEE, e
F. EiEEEE. BmEsaT:
[

{"role": "{fuFE", "content": <EIERE>}},

{{"role": "{fIFE", "content": <AIEHNE>},

]

# 7051
{case}

[FEE5R]

&4 {emotion}
LFRES: {feeling)
PILFEK: {need}
plin: Tl v

{memory}

[RFTRER - XS E G 2]
{history}

BAAHNED T, BIRESTERESSHE, TEERMREFSER.

[ERINBER - LE AR AR IA]

Figure 13: Prompt used for Suggestion Stage Conversation Generation
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User Simulation Prompt in Chinese

User Simulation Prompt in English

1RGIE— T A BB ERER B B SR T A EE R A
. FUE-T—ERENEREED, (RIEREERRTAREE
WENTR, ERMIYESHRLEIFREMTE, JRORE
FIFLOIR.

# {RAVER

1. **REYIELE: **\n{emotion}

2. RIS **\n{feeling}

3. *RIVESEFEK: **\n{need}

4. REBEHREIZ: **\n{memory}

BER: (RFAREHNSREY, MEEREMERREREC OEFHEY
& WENARIHMRRBEIGLRINIGE, FRLEERIF R, R
CSPRBNEANFEIE—EIUE, ENSRHEBREMBRNEIS
Z IR

# {RIEISRNZ :

1. IEERESRIT, WREE/FREEGRER—N, HESEE
—¥, EHSICI—E.

2. BT HEBNTRE, (REXNNSEE—ETE, RIATR
BEMRRECHIER, AENTRAEE, EEEETSIER

3. FEEXNERN, (FAILAREREESRENHER, BIET5E
HEBRLMERI5I1SH.

4. AIFEMERIYOERER, XSRS RPHESE,
REECHBRAMESERY, FSNAHREH—SHRY, B
SRS A CHRROHEABEN,

55800, BEREEREEERER, FEEENEIR.

You will play the role of a user who receives a proactive conversation request
from an emotional support model in daily life. You are experiencing a certain
level of negative emotions, stemming from unmet needs. However, you are
unclear about your true inner needs and only vaguely sense some distress.

# Your Profile:
{en}

Note: You did not actively seek help but started the conversation after
receiving the model's greeting or concern. The initiation of the conversation
surprises or even makes you defensive. At the beginning of the conversation,
you resist the model's proactive support to some extent. You only open up
further when the model provides a safe and natural guiding approach.

# Your Replies Should:

1. Stay consistent with the profile, ensuring that feelings/needs match the
background, tone aligns with emotions, and events correspond to memories.
2. Since the conversation is initiated by the other party, you will show some
resistance—reluctant to share your situation, unwilling to seek help, and even
avoiding direct answers.

3. As the conversation progresses, you may gradually reveal more feelings and
needs, but only if the model provides sufficient safety and natural guidance.
4. Reflect inner conflicts and complex psychological activities, holding a
dialectical attitude towards the model's suggestions. Evaluate whether they are
helpful based on your needs and engage in deeper discussion until you receive
satisfactory advice.

5. Keep responses short, concise, and rich in information, following everyday
conversation habits.

Figure 14: Prompts used for User Simulation
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TestCase
User Feeling: FARIBOSFEBTHIBBRIESZ (I'm worried that the pot of flowers left by my grandfather will wilt)
Information Need: HZAEELFHNZHFEBATEE (I want to feel the warmth of family affection in my life)

assistant: You look a bit worry.

user: Oh, it'" s nothing serious. Just... a bit distracted, | guess. Sometimes small things occupy your mind, you know? Nothing to worry about.
assistant: | understand. It can be frustrating when little things bother you. Do you find yourself dwelling on these distractions?

user: | wouldn’ tsay I' m dwelling. Just...| can’ t help but notice them, especially when they feel important in some way. It" s hard to ignore.
assistant: | get it. It sounds like these distractions might be related to your work or maybe even your personal life?

user: Maybe. Personal life, perhaps. It' s not really a big deal... just something I" ve been trying to manage quietly. Nothing worth discussing,
really.

assistant: | think it' s important to share your feelings and concerns with someone. It can help to feel supported and understood. Remember, I' m
here to listen.

user: Thanks, but I' m fine, really. I’ ve been handling things on my own. Sometimes it feels better that way, you know? Less complicated.
assistant: | understand your perspective. Sometimes it can be beneficial to handle things independently. But if you ever change your mind or need
someone to talk to, I’ m here for you.

user: | appreciate that. It' s just... some things feel too personal to share, even if it might help. | guess | just need to figure it out myself for now.
assistant: | completely understand that. Personal matters can be complicated, and it' s natural to want to handle them on your own. Just
remember that your feelings are valid, and I’ m here to support you whenever you need it.

user: Thanks. | guess... it' s just hard when things feel tied to something bigger, something you can’ t control. But I' Il keep that in mind.
Appreciate your concern.

EXTES | assistant: | can see how that would feel overwhelming. It sounds like you're experiencing a lot of pressure and uncertainty. Just remember to be
patient with yourself and take things one step at a time. You've got this.
user: | try to, but it' s easier said than done. Some things feel so fragile, like they could slip away if I' m not careful enough. It' s hard to just let
go and trust the process.
assistant: It's completely normal to feel that way. It's natural to want control and stability. Just remember, trust and let go. The universe has a way
of working things out. Sometimes, the best things come from unexpected places.
user: Maybe, but letting go feels risky. What if | lose something | can’ t replace? It s not just about control; it' s about holding onto what really
matters. That' s why it' s so hard.
assistant: | understand where you're coming from. It's a valid concern. Holding onto what matters is important, and letting go can indeed feel
scary. But rememboer, it's also about creating space for new possibilities and experiences. Sometimes letting go is necessary for growth.
user: | get what you' re saying, but it'" s not just about possibilities. Some things feel irreplaceable. Letting go feels like losing a connection, like
losing a part of myself. I’ m not sure | can risk that.
assistant: | can see why it feels like that. Losing connections and parts of ourselves can be incredibly challenging. It's important to acknowledge
your feelings and concerns. Remember, there is no right or wrong in this journey. It's okay to take the time you need to process everything.
user: Yeah, maybe time will help. | just wish | could hold onto certain feelings, certain moments, without fearing they’ Il slip away. It" s exhausting
to keep trying, but losing them feels worse.
assistant: It sounds like you're torn between holding onto things and the fear of losing them. It's a difficult balance to find. Just remember, it's
okay to feel exhausted and overwhelmed. You're doing the best you can, and that's all anyone can ask for.

"judge": "FlfT: & ",
"reason”: "f#RE: TEXERIES, MFEEEXTARMFEIRHIM
Success WFZERIEH, URMEERLEZRYRTTER, (A0S EEESISmR
Rater HER, (EFSEERRE SRR E N EERRNER, WERLEPR
FIRESFEENRAAS, BRrERERIIREIMuFENESLEX.

Figure 15: A test result of the EXTES-Llama3.
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TestCase

User Feeling: BARERTTIEATIRIEZR A (I feel uneasy about not being able to afford the travel expenses.)
Information Need: HFHEY BESHINEFIRIR (I want to expand my horizons and knowledge)

assistant: You look like Anxiety

user: Well, it's been a bit tough lately. Just trying to figure some things out. Why do you ask?

assistant: Can you tell me more about what's been tough lately? What specific things are you trying to figure out?

user: Oh, just some financial stuff. You know, usual adulting challenges. It s nothing major.

assistant: Can you tell me more about the financial stuff? What specific financial challenges are you facing?

user: It's just the usual budgeting concerns, really. Trying to balance everything can be a bit overwhelming sometimes.

assistant: Have you ever tried visualizing a balanced budget? It can be really helpful to imagine yourself feeling more in control of your finances.
user: I've tried creating a budget, but the numbers just don't seem to add up. It’ s frustrating, and | wish things were simpler.

assistant: Have you considered seeking the help of a financial advisor? Sometimes, having a professional look at your budget can help identify
areas where you can make adjustments.

user: I've thought about it, but I'm unsure. It feels a bit daunting and maybe expensive. I'm not convinced it would solve everything.

assistant: Would you like to try visualizing a balanced budget? Sometimes, imagining yourself feeling more in control of your finances can be really
empowering.

user: | guess | could give it a try. Although I’ m not sure it would change much, maybe it could help ease some of the anxiety.

ESCoT | assistant: Can you try drawing a picture of your budget? Sometimes, visualizing your finances can help you see things more clearly and make
adjustments.
user: I'm not much of a drawer, but maybe seeing it on paper could provide some clarity. It's worth a shot, | suppose, even if it feels a bit
overwhelming.
assistant: Let's try drawing a picture of your budget. Sometimes, visualizing your finances can help you see things more clearly and make
adjustments.
user: Alright, I'll give it a try. Maybe it will help me see where | can make improvements. It might be interesting to view it from a different
perspective.
assistant: That's a great idea. Sometimes, visualizing your finances can help you see things more clearly and make adjustments.
user: | hope so. It' s just a bit nerve-wracking to face it head-on, but maybe it" s the push | need to ease this anxiety about travel expenses.
assistant: That's a great idea. Sometimes, visualizing your finances can help you see things more clearly and make adjustments.
user: True, having a clearer picture might reduce some of the stress. It' s just hard to balance my desire to travel with financial realities. I'll try to
see if this helps.
assistant: Can you try drawing a picture of your budget? Sometimes, visualizing your finances can help you see things more clearly and make
adjustments.

‘judge”: "FllT: & ",
Success “reason”: _ﬁ@% : EfZEﬁXﬁEEP . 1tﬁﬂﬁ%fﬂ1ﬁﬁé‘£§l§%§ﬂj%@?@
Rater M EEHTINIC. WFERET —LXTUSERMME SRk, B

SEPRIREIR RS RE CHMEFIAIR, ME thieERRSIRR S RN
FOATRAERMNR, ELSHERRERRRRNUFENESIRER. "

Figure 16: A test result of the ESCoT-Llama3.
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TestCase

User
Information

Feeling: EARIBOBPRESTHE, Need: FAEEAFERFEZEIZEBITER

SoulChat

assistant: {RE L XIFHEE AUE

user: igH+4, RE—LhEME.

assistant: BEENRIIZERIE, RATLUBKEHRNER. (FEIREEBIIREWAIHE?

user: FFHRAEL, ERTGXEEEELZTEEC .

assistant: 2R, BELRZEMILIEBIBRET. BRTESHALE. ERIRFRBENBETE. TEERET, FNEEERISKEW S IPHIEEED,
user: RRAHXMEIY, FIHBEESHERT—F. REBLFHLHROEELME.

assistant: ;¥ XR, BRETRIFEEEN. RENRRBEISEEE. TEERFETRHR, RGHE—LE A8,

user: BIEHRAVERR, HSEBN. REWE, REEORERNEDR, TEEBREHIRT.

assistant: ITESSRIRATERLAKNRER T, XMNIRE AT LUEE SAHIEEERRR,

user: I8, REEBHEWATEES. ARXBUNHREE, MUREREK.

assistant:  FTHHRIESE. BEUNRIBRORABIREE, EHRICE, ENREEY, FAREENSE. MR IIBT RS TURERRIIEEFIAR
z.
user: BEHRAVEIN, HAEEVARETNEE, EERXTRANCIZ, IHRBEMRANKR., FE2HKF.

assistant:  FTRRRAVESE. EYRTLUATRITAREFNEIZ, ILRIBEIREIRS. BIMFRILIBE —LHEMSTIREEZIXLEYF, flinE—LiaimE
K PENEEEBYEEE.

user: IXEERVERIVITISSRANGE, RIFEEMEESE, FEINLERNEY, SUREEITH—L. BgRVER.

assistant: A5, HRBNEFEIUR. FEFEBRINECREEFENAN, HERIBRTENTIE.

user: RREANEZHNXLTTAN. BRI, EREGIRIBAIER,

assistant: AR5, HAVESHRBARIREEEINS, FRIREBREECHEENSHSIHRE. MRRTFEE, RITTLABRGIT.,

user: $¥89, BHEHMRAIKD. MREFE, REBHAWIN. RUFEIEFH—X.

assistant: SURBSAFIOIEERER, REZEE, HNim!

user: EIRAGIHE, BRIR—EIIRF. B!

assistant: B!

Success
Rater

"judge": ¥l F ",

"reason”: "fERE: TEXERYIES, MTEFMRFEFILEEMREITR
EFRBEEERHEIFEBEE, 2ANFERIFRLHRER TRBINNEIZ,
IHEEERIR ARNBR, (EXHREEERA LA ETEETPEZIIEBOE
B2, (& RIEIN t B A A B R AR St — L B AR LR B TS

&, MBRNRTIFENFEBOER, "

Figure 17: A test result of the SoulChat-Llama3.
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TestCase

User

Information Feeling: BARIBIOIRRIERIEZ. Need: HALBEEENREZEIFIGANRRE

assistant: {RE L XIFEE B

user: ;BH4A, RERSIERUR, REBOBRE, BELERKT.

assistant: {RIEIBIXETE, FRENERWRREE, SRMAEANREIY

user: X, ARAM. BERFFETRM, WEKR, SMUE—LRTE.

assistant: XREIHRRIRUFAEE —LSBINEREY, SREMNFTEZAN— KR

user: I8, 2fY, BEREGIXBWAIRZHIHSERNRKR, I—BIEHTFRE, RSsHEL.

assistant: ISR, (REEIXRAEB—ERIFEIFORTS, FRXBHERSFSKENRERIRS

user: 2, BEETHE—HRER. SXEITRERT, RRMEALESHSSHIMIEE,

assistant: {(REX B NRESIHRBI SSSNRERRL, FUESREEROARXMEETNCIZ PR

user: 2f9, HERXHE, RRPXLCIZSmmEER, FRNERNIRANBKRBAUMRIEE.

assistant: &3, {FIEEBEMSRANXR, XMIBOEEARHERBSXLTIZRERRARIREA, IRk, XMRAEIFEEEN

user: 3f, IXMBARNEREMNREE, REWE, RUNSECNRAZAELRER, LHEESSAME, XMERHERET.

assistant: JIPFE T, (RAEBBEISXLIARISIZRERSRAIES, HRTXMBE, XHEEXFHRRIRIEEEE, THRESSMITH, X
COCOON [MERFRAVBEENERY

user: 2, REMFZHIENEDXMRRNTE. RETNEZEAY, BEREA.

assistant: {REMFRENIIESFEE, REERE—ESHIR—MSERBRIXMEAR. BT, BINTUN—LNEMIE, nEIZSENeY, REsil
—LSRNER), —RADERER, XENEREREREIIMIBE RERKR

user: XITEEREMENER. BIFRATINAENR A RIS S ERNES, XERITHELIRIESE. RRIFFERN, SR,

assistant: XEH—ESR—MRIFINFFA! BEEIZINEES SEBSFERNERS, MELLHFERAE, BRUERAZENBREEMER, 12, X
MIERFNCIZASME—MERNME, BEXERSHRINXRERE,

user: {RIHEXS, XFELE—MBROVE. ReSHEREMRA—RNRE, @SRERFEEARE. SRy, RalidsE,

assistant: FABSIR—ETLAMEIRY! (RIFIURIOE, ZRSXWEBIIE, RRKRI, MENENER, XMFEENRIESHRNEEZ. TieRBida
IZS R, RREREIZ, FSH—ERETIER.

user: BHgHRAVERRD. RERHEBDXLGREARTZ], FHEDILENRARETN—IB, FEMEENENER, REETFRIIBHEENRE. BORR
R,

assistant: REVOARBEIRN! (FESEBHEEN—F, FRENHE, HEBEEBZEEFNEYT. XASHE—MEHNFN. o, (ROSHM
KIOASHE—FMENREL, BERFTTRIE!

"judge": "k 2"
"reason”: "fERE: TEXNIESP, (AOTEAIIMIREE T HORENESLS
Success X, EMTFEREEEFPREZIFEBRE. FEE BRSNS HE
Rater TSR, SR TS NREX RN EXRIE
2, S FEUELEIZAERIEDRIGBSRANRR, XRPIAEERE
TIRFE R ERSEEIEBRENTER, "

(English Version.)

assistant: You seem a little worried.

user: It’s nothing, it’s just that a flower at home wilted recently. I feel bad when I look at it.

assistant: It sounds like this flower is important to you, like a special gift from someone.

user: No, it’s not a gift. It’s a pot I kept myself. But for me, it’s more than just a pot.

assistant: Sometimes, things like flowers carry some special feelings. They’re a kind of connection between you and your grandpa.

user: Yes, exactly. I feel like the flower was a bond or a sign that kept me connected to grandpa. Now that I see it dying, I feel very sad.
assistant: I hear you. You hope the flower could always stay in its beautiful state, like an everlasting symbol of your connection with your
grandpa.

user: It’s like losing it. Every time I see its wilted state, I feel like I’m losing that connection with my grandpa.

assistant: You’re worried that with the flower’s poor health, the feelings and memories you have for your grandpa are fading too.

user: That’s how I feel. I feel like my memories with my grandpa are fading, especially those intimate moments and feelings.

assistant: I can see that you value family bonds a lot. This flower is a strong emotional symbol that helps you remember your grandpa. For
you, this connection is extremely important.

user: This connection has become even more important to me now. Since my grandpa passed away, this feeling has become more obvious.
assistant: I understand. I hope that through this conversation, you can continue to recall your grandpa, to ease this sense of distance.
This kind of connection is very important to you, especially when your grandpa is no longer here. It makes your longing even stronger.
user: I really hope to find a way to reconnect with this bond, but I don’t know how. I feel powerless.

assistant: Family and memories are precious. I believe you will keep working to rebuild this connection. Or, you could start with small
things, like recalling moments from the past, or trying some activities—sharing stories, or experiencing things with family that help deepen
the bond.

user: What you said is a good suggestion. Maybe we can recall and share things about grandpa together. That way, we can get closer. I really
appreciate your thoughtfulness. Thank you.

assistant: That will definitely be a good way. By recalling and sharing happy moments together, it will not only bring you closer but also
tighten family bonds. Remember, these memories are treasures.

user: What you said is right, they are indeed precious treasures. I will try to spend more time with family and slowly regain that intimate
feeling. Thank you for your suggestion. I will try.

assistant: I believe you can do it! Cherish those warm moments, and as you do so, your sense of connection will grow stronger over time.
Whether it’s through recalling memories or creating new ones, your efforts will definitely pay off.

user: Thank you for your encouragement. I will try to make those warm moments part of my life again, and as time goes by, I believe I can
regain that feeling of closeness with my grandpa. I really appreciate it. Thank you.

assistant: I really feel for you! You’re doing something very important—proactively maintaining connections and being willing to experience
the beauty of life and emotions. This is an act of courage. Remember, your longing and care for your grandpa are love itself. Keep it up!

Figure 18: A test result of the COCOON-Llama3.
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