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Abstract

Large language models (LLMs) have shown
significant promise in embodied decision-
making tasks within virtual open-world envi-
ronments. Nonetheless, their performance is
hindered by the absence of domain-specific
knowledge. Methods that finetune on large-
scale domain-specific data entail prohibitive
development costs. This paper introduces Vista-
Wise, a cost-effective agent framework that in-
tegrates cross-modal domain knowledge and
finetunes a dedicated object detection model
for visual analysis. It reduces the requirement
for domain-specific training data from millions
of samples to a few hundred. VistaWise inte-
grates visual information and textual dependen-
cies into a cross-modal knowledge graph (KG),
enabling a comprehensive and accurate under-
standing of multimodal environments. We also
equip the agent with a retrieval-based pool-
ing strategy to extract task-related information
from the KG, and a desktop-level skill library to
support direct operation of the Minecraft desk-
top client via mouse and keyboard inputs. Ex-
perimental results demonstrate that VistaWise
achieves state-of-the-art performance across
various open-world tasks, highlighting its effec-
tiveness in reducing development costs while
enhancing agent performance.

1 Introduction

The development of agents in open-world environ-
ments is widely regarded as a promising avenue for
advancing artificial general intelligence (Liu et al.,
2024; Reed et al., 2022). These agents have to navi-
gate intricate environments and make decisions un-
der conditions of uncertainty. Among the various
platforms for developing such agents, Minecraft
has emerged as a prominent virtual environment,
owing to its open-ended design and the extensive
range of task possibilities (Wang et al., 2024b).
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Early efforts (Baker et al., 2022) within Minecraft
focused on training visual models using reinforce-
ment learning in simulators (Guss et al., 2019;
Fan et al., 2022). However, these approaches face
challenges related to systematic exploration (Wang
et al., 2020), interpretability (Zhao et al., 2021),
and generalization (Wang et al., 2024b).

With the advancement of Large Language Mod-
els (LLMs), applying LLLM agents on Minecraft
has become a prominent trend (Zhu et al., 2023;
Wang et al., 2023b). However, due to limitations
in environmental perception and grounding, LLM-
based agents in Minecraft often rely on environ-
mental APIs (e.g., MineFlayer') to obtain accu-
rate textual descriptions of the environment and
execute actions (Wang et al., 2024b; Zhao et al.,
2025). This reliance may hinder generalization,
as not all virtual environments provide such APIs.
Additionally, directly utilizing APIs for high-level
actions (e.g., chopping logs) restricts the auton-
omy and potential of LLM-based agents (Cai et al.,
2024b). In contrast, an ideal agent should rely
solely on visual cues for reasoning and perform
tasks using low-level and hybrid action spaces,
which involve mouse and keyboard (MNK) opera-
tions, more closely mimicking human behavior.

Building on this objective, several studies (Wang
et al., 2024c; Cai et al., 2024a; Wang et al., 2024d)
propose the use of Multimodal LL.Ms (MLLMs)
for reasoning based on visual information, sub-
sequently enhancing visual policies with the rea-
soning outcomes. In parallel, to mitigate perfor-
mance degradation or hallucinations resulting from
the LLM’s lack of domain-specific knowledge in
virtual environments, finetuning the LLM with
knowledge tailored to the target virtual world has
become a widely adopted strategy (Wang et al.,
2023b, 2024d,c; Zhao et al., 2025; Qin et al., 2024).
However, several challenges exist: (1) The re-

"https://github.com/PrismarineJS/mineflayer
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E In Minecraft, | am focusing on crafting wooden pickaxe...

Current inventory:

ﬁNone ﬁ(xg,yo) /(xl, Y1) ‘None

... (Omit other information)

What is the best next action for me to take?

—— (a) Without external knowledgg —m8
(You need to gather ﬁ before crafting a ‘ xj

(b) Injected with external knowledge

(Use the crafting grid and ﬁ in your inventory to crafta ‘ ;/j

Figure 1: The motivation of injecting external knowl-
edge. (a) LLMs may generate incorrect dependencies
due to a lack of domain-specific knowledge in the vir-
tual world; (b) Injecting external knowledge enables
LLM:s to generate more accurate responses.

liance on additional visual policies to predict ac-
tions diminishes the LLM’s decision-making po-
tential. Moreover, this approach usually models
visual input globally, incorporating irrelevant noise
that results in unstable predictions for MNK opera-
tions (Cai et al., 2024a). (2) General visual policies
or LLMs may underperform due to the lack of
domain-specific knowledge. However, finetuning
them with large-scale domain-specific data needs
prohibitive development costs.

To address these problems, we propose Vista-
Wise, a cost-effective agent with a cross-modal
knowledge graph for Minecraft. VistaWise incor-
porates an object detection model to identify vi-
sual entities, effectively minimizing irrelevant in-
formation and noise. This model is the sole com-
ponent in VistaWise that requires finetuning on
domain-specific data. Itis efficiently finetuned with
fewer than 500 annotated frames extracted from
gameplay videos, thereby significantly reducing
the training cost for embedding domain knowledge
into the visual modality.

VistaWise utilizes an LLM as the policy to di-
rectly predict actions, harnessing the LLM’s rea-
soning and decision-making capabilities. To miti-
gate hallucinations (e.g., as shown in Figure 1), we
aim to integrate domain-specific knowledge into
the textual modality through external knowledge
retrieval (Lewis et al., 2020), thus eliminating the
need for additional finetuning of the LLMs. In-
spired by the efficacy of knowledge graphs (KGs)
in reducing hallucinations (Edge et al., 2024), we
construct a textual KG using online textual infor-
mation as the external knowledge base to provide
factual dependencies. Given the multimodal nature

of tasks in Minecraft, the visual information ex-
tracted by the object detection model is further em-
bedded into the graph, enabling the construction of
the cross-modal knowledge graph that enhances the
agent’s comprehensive and accurate understanding
of the environment. To mitigate the inference cost
of LLMs due to information redundancy, we further
design a retrieval-based graph-pooling strategy for
efficiently accessing the cross-modal information
stored within the graph structure.

To enhance the agent’s dynamic decision-
making capabilities, we integrate a concise task de-
scription, Chain-of-Thought (CoT) reasoning (Wei
et al., 2022), and a memory module. To facilitate
action execution, we develop a skill library that
references human players’ MNK behaviors using
PyAutoGUI, from which the LLM autonomously
generates parameters based on visual cues. This
approach empowers the agent to directly control
the game on the desktop, eliminating the need for
simulation environments or environmental APIs.
Our key contributions are summarized as follows:

* We propose a cost-effective agent framework
that incorporates multimodal domain-specific
knowledge by finetuning an object detection
model and externally retrieving textual knowl-
edge, reducing training data requirements
from millions to only a few hundred samples.

* We integrate visual and textual information
via a KG to construct cross-modal represen-
tations, enhancing the agent’s understanding
of multimodal tasks. We also design a pool-
ing strategy termed retrieval-based pooling to
extract information from the introduced KG.

* By directly leveraging the LLM’s reasoning
and decision-making capabilities, VistaWise
outperforms other non-API-based baselines
in complex tasks, achieving a success rate of
33% in obtaining diamonds, surpassing the
previous state-of-the-art rate of 25%.

2 Related Work
2.1 Agents in Minecraft

Agents based on vision models. MineRL (Guss
et al., 2019) and MineDOJO (Fan et al., 2022) offer
simulation platforms for developing virtual agents
in Minecraft. Early agents utilize visual models
trained through reinforcement or imitation learn-
ing as policies. VPT (Baker et al., 2022) employs
internet-scale pretraining for sequential decision-
making via semi-supervised imitation learning.
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STEVE-1 (Lifshitz et al., 2023) extends VPT by
incorporating additional prior knowledge derived
from task descriptions and task execution videos.
However, these methods face challenges related to
systematic exploration, interpretability, and gener-
alization (Wang et al., 2024b).

Agents based on LLLMs. Compared to traditional
visual models, LLMs excel in complex cognitive
tasks and causal reasoning, driving the develop-
ment of Minecraft agents based on LLM poli-
cies (Zhu et al., 2023; Chai et al., 2025). To ad-
dress limitations of LLMs in visual capabilities,
Voyager (Wang et al., 2024b) proposes to leverage
environmental APIs to obtain precise data and ex-
ecute high-level actions. With the emergence of
Multimodal LLMs (MLLMSs), subsequent works
such as STEVE (Zhao et al., 2025), LARM (Li
et al., 2024), MP5 (Qin et al., 2024), LLaMA-
Rider (Feng et al., 2024), and Odyssey (Liu et al.,
2024) further enhance agent performance by incor-
porating visual inputs and finetuning MLLMs with
domain-specific data. However, these methods rely
on certain APIs to gather information and execute
actions, facing challenges in generalization, as not
all environments provide such APIs.

Agents integrating LLMs and vision models. To
enable LLM-based agents to execute actions solely
based on visual input, without reliance on APIs,
JARVIS-1 (Wang et al., 2024c) introduces the use
of MLLMs for long-term planning. ROCKET-
1 (Cai et al., 2024a) further incorporates priors from
MLLMs and SAM (Kirillov et al., 2023) to train
a visual policy. However, these approaches incur
substantial costs in data collection and training. In
this paper, we offer a more efficient framework by
minimizing the complexity of these processes.

2.2 LLMs with Knowledge Graph

LLMs have demonstrated remarkable language un-
derstanding and zero-shot transfer abilities across
various natural language processing tasks. How-
ever, they still lack up-to-date or domain-specific
knowledge (Wang et al., 2023a), which hinders
their generalization. Recent works have proposed
to adopt the knowledge graph (KG) to provide
up-to-date and structured domain-specific knowl-
edge to improve LLM reasoning on knowledge-
intensive tasks (Pan et al., 2024). Many methods
(Zhang et al., 2022; Jiang et al., 2023b; Baek et al.,
2023; Jiang et al., 2023a) combine LLMs with KGs
through converting retrieved relevant knowledge
from KGs to textual prompts for LLMs. Never-

theless, the effectiveness of these methods mainly
depends on the quality of the retrieved knowledge.
To retrieve more accurate and reliable knowledge
from KGs, recent works (Jiang et al., 2023c; Sun
et al., 2024; Jiang et al., 2024; Wang et al., 2025b)
utilize LLMs to enhance reasoning on KGs.

3 Proposed Method

3.1 Overview

Figure 2 shows the framework of VistaWise, which
leverages visual inputs and desktop-level control to
interact with Minecraft. VistaWise is built around
an LLM and consists of three graph-based pro-
cesses: (1) text-modal graph construction, (2) cross-
modal graph construction, (3) task-specific infor-
mation retrieval, and two interaction modules: (i) a
desktop-level skill library and (ii) a memory stack.

3.2 Cross-modal Information Integration

Text-modal graph construction. As shown in
Figure 1(a), the agent may misinterpret entity de-
pendencies and suffer from hallucinations due to
a lack of domain-specific knowledge, resulting in
incorrect reasoning during crafting tasks. While
finetuning LLMs to incorporate new knowledge is
a viable approach, it suffers from significant costs
related to data collection and additional training.
An alternative and widely recognized solution is to
provide factual support via an external knowledge
base (Lewis et al., 2020; Jiang et al., 2023d), where
a structured KG is an effective way to provide
factual dependencies (Wang et al., 2025a; Edge
et al., 2024; Hu et al., 2024; Han et al., 2024).
We structure online textual knowledge into a KG
Ginit = (Vinit, Einit)» where entity nodes Vipi; (e.g.,
“Player,” “Tools,” “Iron Ingot”) and their relation-
ships £ (e.g., “includes,” “can be used to mine,” “is
used to craft”) capture factual dependencies. In
practice, we find that entity names alone are suffi-
cient for the LLM to understand these dependen-
cies. Therefore, we remove other information (e.g.,
background knowledge) of the nodes, creating a
more lightweight representation. It reduces the
external knowledge injected, thus decreasing the
computational costs while maintaining comparable
performance as indicated in Table 2 and Sec. 4.4.

Visual perception. To predict the next action, the
agent must not only comprehend the factual de-
pendencies within the virtual world but also per-
ceive entities in the observable space. In order
to accurately perceive the environment and mit-
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Figure 2: The overview of VistaWise. VistaWise is based on an LLM and incorporates three graph-based processes:
(1) text-modal graph construction, integrating external textual domain knowledge via a lightweight KG to establish
factual dependencies and mitigate hallucinations; (2) cross-modal graph construction, embedding real-time visual
information from a dedicated object detection model into the text-modal graph, forming a vision-text graph with
dynamic visual attributes; (3) task-specific information retrieval, utilizing a retrieval-based pooling strategy to
extract task-related information from the vision-text graph, guided by both the task-specific prompt and the real-time
visual attributes of the graph. Furthermore, VistaWise comprises two interaction modules: (i) a desktop-level skill
library, allowing the agent to act in the Minecraft desktop client via MNK operations, with action parameters
generated autonomously by the LLM; (ii) a memory stack, storing and querying decision history to support
reasoning. At each timestep, the agent makes decisions and executes actions based on the prompt, retrieved
information, memory, and skill library, altering the game environment to advance the task.

igate token overhead from visual inputs, we uti-
lize a dedicated object detection model to replace
the object grounding and detection functions of
MLLMs, extracting real-time entity information
(e.g., coordinates, bounding boxes) from the ob-
servable space. We classify the entities into two
categories: environmental entities, which repre-
sent the spatial distribution of the environment, and
conditional entities, which can be used to track
the progress of the agent’s task. We define the
observable space for the agent at timestep ¢ as
O(t) = {0env(t), Oiny(t) }, where ogny and ojny rep-
resent the environment and inventory spaces in
Minecraft. The goal is to enable the agent to accu-
rately perceive the spatial locations of interactive
or semantically significant visual entities within
Q. The agent’s perception is based on two parallel
processes: one for environmental entities and an-
other for conditional entities, both supported by an
object detection model D. To model the virtual en-
vironment, we define the environmental entities in
Oenv(t) as E(t) = {ew1, €12, .., e} (e.g., trunks,
lava, ores). The agent interacts with these entities
to gather resources and modify the environment to
achieve the goal task. For any observable entity e
at any timestep, the agent obtains its desktop-view
information D(0epy, €) = {Z¢, Ye, We, he }, where

(xe, ye) represents the center coordinates of e, and
we and h, denote the width and height of its bound-
ing box. Let Ve, represent all the information
related to E in ogyy accessible through D. The Vipy
at timestep ¢ is expressed as:
Venv (£) = {D(0eny(t), €1i) | eri € E(t),i=1,2,...,n}.
(1
Moreover, we define the visual entities in oy (%)
(e.g. item icons) as conditional entities C'(t) =
{et1,¢2,- -, cem}- For any c at any timestep, the
information the agent can observe is D(0jny, ¢) =
{z¢,yc}, where (z.,y.) are the center coordinates
of c. Agent tracks task progress and assesses
whether conditions for specific actions (e.g., craft-
ing) are met based on C'. Let Vj,, denote all infor-
mation related to C' in oy,y accessible through D.
The Vi, at timestep ¢ is expressed as:
Viw(t) = {D(0inv (1), 1) | cii € C(t),i =1,2,...,m}.
2
In addition, a significant challenge is assessing the
distance between the agent and e based on visual
information. It is primarily raised by the distri-
bution gap between real-world and virtual envi-
ronment visuals, which renders deep estimation
models trained on real-world data ineffective in
capturing the spatial distribution of o¢yy. Drawing
inspiration from how human players empirically
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estimate distances based on the size of visual en-
tities, we use w, and h, to determine whether the
agent is within the interaction range of e, employ-
ing empirical thresholds k,, and kj,, respectively.
This enables the agent to perceive spatial distance
in a coarse-grained manner.

Cross-modal graph construction. The real-time
visual information is embedded as attributes of the
corresponding entity nodes in the static KG that de-
scribes factual relationships. This visual attributes
embedding process updates the text KG with static
dependencies into a cross-modal vision-text KG
with dynamic visual attributes. At timestep ¢, we
embed the results of the visual perception process
as attributes to the corresponding entity nodes in
Ginit, which include the spatial and conditional in-
formation (Vepy () and Viyy (2)) of the observed en-
vironment. This approach cross-modally integrates
the static text-modal KG with dynamic spatial and
conditional visual context, enhancing the agent’s
understanding of the environment by linking real-
time visual perception to the semantic entities repre-
sented in the KG. The resulted cross-modal vision-
text graph is denoted as G = (V, €).

3.3 Graph-based Information Retrieval

We retrieve task-related cross-modal information
from the cross-modal KG to support the reasoning
and decision-making processes of the agent and
reduce the computational resources occupied by
redundant information. However, the lightweight
design of the KG results in insufficient descrip-
tive text, weakening traditional semantic similarity-
based retrieval. Therefore, we propose a retrieval-
based graph-pooling strategy for accessing the in-
formation stored within the introduced KG.
Prompt synthesis. For a task s, we define a task
description Ti4(s) to guide the agent’s focus on
task-relevant information, such as “In Minecraft, I
am focusing on chopping logs and need to make
reasonable action choices based on the position of
logs on the screen and my crosshair position.” To
support reasoning, we include CoT Ty (s) (Wei
et al., 2022), like “Is the crosshair close enough
to the target?”, “Does the crosshair need further
alignment?”, or “Do you need to move closer to
the target?”. The synthetic prompt for task s can be
defined as Z(s) = {Ti(s), Tcot(s) }, which guides
the information retrieval process and prompts the
agent’s next action.

Retrieval-based pooling. Due to the limited tex-
tual attributes in the constructed lightweight graph

. StaryEnd Entities O Entities with Visual Attributes . Entities w/o Visual Attributes (D Both Types
Target Target Target
PSP I EMPI
|

Player’ f Player Player
|
| |
|
|
'

: Keep the

, related Entities

Keep paths from
Player to Target

Task Description
In Minecraft, I am focusing on {task}..., my goal is to obtain {target}...

Chain of Thought Vision-Text Graph

- Is the current crosshair close enough to the O Names
target... ===~ 0f entitie

- Do you need to move closer to... :::;Jf::'
- Is there Entity D in the inventory? O

- What were your decisions in previous rounds?

Figure 3: Retrieval-based pooling. It first employs
path searching pooling (PSP) to retain paths from the
“Player” node to the task-specific “Target” node in the
KG. Subsequently, entity matching pooling (EMP) pre-
serves entities referenced in the task prompt and those
with visual attributes in the dynamic vision-text graph.
The pooled graph is textualized and input to the LLM,
providing the agent with factual dependencies and real-
time visual information.

G = (V, &), traditional information retrieval meth-
ods relying on semantic similarity (Ren et al.,
2025) face robustness issues (Edge et al., 2024).
To address this, we propose a retrieval-based pool-
ing mechanism for the graph, as shown in Figure 3,
which includes path searching pooling (PSP) and
entity matching pooling (EMP). Let p represent a
path between two nodes in V. The PSP retains
p € Ppr(s), where Pp.1(s) denotes the set of
paths from the player node vpjayer to the task target
node vgrget (), capturing global dependencies for
task s. Each path p € Pp.r(s) consists of a node
set V(p) and an edge set £(p). The nodes Viobal ()
and edges Eglobal () along all related paths for task
s can be expressed as:

Vglobal(s) = U V(p)) 3)
pE'Pp,T(S)

Eaova(s) = | ) EW). )
pGPP.T(S)

Following PSP, the EMP checks whether each node
in Vgiobal () appears in the synthetic prompt Z(s)
and visual attributes at timestep ¢, and retains the
corresponding nodes Vioca(5,%) € Velobai(s) and
their edges Eiocal(5,t) € Eglobal () to retrieve dy-
namic local dependencies that adapt to the real-time
task progress. After pooling, the KG G'(s,t) =
(Vioca1 (S, 1), Elocal (S, t)) contains information that
most relevant to the agent’s state at timestep t,
which is then textualized as input to the LLM.
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3.4 Desktop-level Skill Library

Previous works that employ LLMs as policies typ-
ically utilize APIs (e.g., MineFlayer) to construct
skill libraries for agents, with each agent interacting
with the environment in high-level action spaces
to accomplish complex tasks (Wang et al., 2024b).
However, it limits the agent’s ability to generalize,
as not all environments provide APIs (Cai et al.,
2024b). A potential improvement is enabling inter-
action through MNK operations, yet existing works
that adopt this method rely on action libraries tai-
lored to specific simulators, restricting their trans-
ferability (Wang et al., 2024c; Cai et al., 2024b,a).

To address this limitation, we develop a desktop-
level skill library £ based on the concept of gen-
eral computer control (Tan et al., 2024), utiliz-
ing PyAutoGUI in hybrid action spaces (Wang
et al., 2024c). This library encompasses low-level
MNK operations (e.g., pressing a key or dragging
the mouse) and their combinations (e.g., crafting
items). By enabling the agent to act directly within
the Minecraft desktop client through MNK inputs,
the library removes the dependency on simulators
or environment-specific APIs. Examples of skill
functions within the library are shown on the right
side of Figure 2. The agent can access the li-
brary, retrieve the necessary skill functions, and
autonomously generate input parameters based on
the observable visual information.

3.5 Memory Stack

Given the recency sensitivity of decision-making
(i.e., recent decisions matter more) and the causal-
ity of continuous decisions in virtual games, we
design a memory module based on the Last-In-
First-Out (LIFO) stack storage concept in physi-
cal computer systems, termed the “memory stack”.
The LIFO property prioritizes the recent memory
and ensures the agent can query the decision history
continuously. At each timestep, the agent pushes
its latest decision to the top of the memory stack.
At timestep t, a query ¢(t) with specified recall
steps prompts the stack to pop decision histories
H(t) = M(q(t)) from top to bottom, allowing the
agent to recall decisions from the most recent to
earlier ones with controllable recall steps.

3.6 Agent Workflow Modeling

Let g denote a parameterized LLM. At timestep
t for task s, the agent uses my as policy to predict
an executable action .A(t) (a skill function and its

parameters) based on the synthetic prompt P(s, t),
the pooled knowledge graph G'(s, t), decision his-
tories #(t), and the accessible skill library £. This
workflow can be modeled as:

A(t) = mo(Z(s),G'(s,t), H(t),L). (5

After A; is executed in the Minecraft environment
FEnwv, the observable space at the next timestep can
be expressed as:

O(t+1) = Env(A(t)). (6)

4 Experiment

4.1 Dataset and Implementation

Dataset. We collect a small-scale dataset? to train
an object detection model for Minecraft, defining
23 types of visual entities. From Minecraft game-
play videos, we extract 471 frames and annotate
3,304 instances using X-AnyLabeling. This dataset
is used to finetune a pretrained object detection
model for application in Minecraft environments.
Additional details are provided in Appendix B.

Implementation details. We use the pretrained
YOLOvVI10-L (Wang et al., 2024a) object detec-
tion model for entity perception, finetuned with
Minecraft data on an L4 GPU with 24G VRAM.
The dataset is split into training and testing sets
in a 9:1 ratio, with finetuning conducted over 150
epochs, a batch size of 16, and an input image
size of 768. Other settings follow YOLO’s default
configurations in the Ultralytics package. The em-
pirical thresholds in Sec.3.2 are k,, = 110 and
ky = 275. We use GPT-40 (Achiam et al., 2023)
as the LLM policy. The agent acts in the Vanilla
1.11.2 Minecraft client on a Windows 10 machine,
equipped with a 1080p resolution monitor, a 3060
Ti GPU with 8G VRAM, an i7-12700F CPU, and
32GB of RAM. Unless otherwise specified, experi-
mental results are based on 15 repeated trials. The
setup of the game environment and details of the
skill library are provided in Appendix C and D.

4.2 Comparison against other methods

We compare our method with 7 non-API-based

baselines®>. These methods includes: STEVE-

1 (Lifshitz et al., 2023), GROOT (Cai et al., 2024b),
DEPS (Wang et al., 2023b), Omni JARVIS (Wang

The dataset is available at https: //drive.google.com/
file/d/1QXGtSITIWw4emKB8RLGYUvq_fNEDCxhP_/view?
usp=sharing

3We exclude comparisons with works using environmental
APIs (e.g., MineFlayer) for perception and action.
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Table 1: Comparison with other non-API-based baselines. The comparison includes the scale of the training
dataset and the GPU VRAM threshold required for integrating domain knowledge, and the success rate of milestone
goals for “obtain diamond”. ‘* indicates that base models are finetuned on domain-specific text, but the dataset and
GPU resources scale were not disclosed. ‘-* denotes not available publicly.

Method | Venue |DatasctScale |GPUVRAM | @@ A @ » @ @ & A @
STEVE-1 NeurIPS’23 | 160M frames | 192GB | 0.04 0.04 0.00 000 0.00 000 0.00 0.00
GROOT ICLR’'24 | 1.6Bframes | 384GB | 0.05 005 0.00 0.00 0.00 000 000 0.00
DEPS NeurIPS’23 * * 090 080 - 080 070 - - 010 001
Omni JARVIS NeurIPS’24 | 990M tokens | 640GB | 0.95 095 082 - - 082 032 032 008
JARVIS-1 TPAMI'24 * * 097 096 095 094 094 057 055 034 0.09
VPT NeurIPS’22 | 140B frames | 23040GB | 0.99 099 099 098 078 0.84 060 057 0.15
ROCKET-1 CVPR’25 | 1.6B frames * 100 1.00 1.00 - 100 - - - 025
VistaWise (Ours) | EMNLP’25 | 471frames | 24GB [ 1.00 1.00 1.00 1.00 1.00 073 0.73 073 0.33

Table 2: Ablation study on textual entity attributes
in the KG on the success rate of milestone goals.

'® » » @ » 0

1.00 1.00 1.00 0.80 0.80 0.27
1.00 1.00 1.00 0.73 0.73 0.33

Attributes

Full information
Names only

et al., 2024d), JARVIS-1 (Wang et al., 2024c),
VPT (Baker et al., 2022), and ROCKET-1 (Cai
et al., 2024a). Results for STEVE-1 and GROOT
are taken from Omni JARVIS, while other results
are sourced from the respective original papers.
Performance on “obtain diamond”. We test our
method with the ultimate goal of “obtaining dia-
mond,” a classic challenge for agents in Minecraft.
Table 1 compares our performance with others
across 9 sequential sub-goals leading to this ob-
jective: obtain crafting table ® — obtain wooden
pickaxe A — ... — obtain diamond &. These sub-
goals must be executed sequentially, with failure
at any stage resulting in the failure of subsequent
goals. The results demonstrate that our method
achieves state-of-the-art (SOTA) performance on
the ultimate goal and most of the sub-goals.
Efficiency. As shown in Table 1, we finetune the
object detection model using only 471 frames ex-
tracted from game videos and 24 GB GPU VRAM,
whereas other methods typically rely on at least
160M frames with 192 GB VRAM or 990M tokens
of text with 64 GB VRAM. Despite the substan-
tially smaller dataset scale and VRAM usage, we
achieve SOTA performance. It demonstrates the
effectiveness of our approach in reducing develop-
ment costs related to data collection and training.

4.3 Ablation Study

Entity attributes. In Sec.3.3, we construct a KG to
integrate external textual knowledge for the agent,
reducing hallucinations in complex crafting tasks.
To minimize token overhead, we retain only entity
names and exclude other information (e.g., back-

o

o

N
=)
n
IN]

False Positive Rate (FPR)
False Negative Rate (FNR)

o
N
S

000 0.00
Smiartybased WO EMP  wioPSP  EMRPSP  PSPEMP Siiarty-based wo EMP o PSP

Figure 4: Ablation study on information retrieval
strategies. (Left) False Positive Rate (FPR), the pro-
portion of redundant information in the retrieved re-
sults. (Right) False Negative Rate (FNR), the pro-
portion of missed information to all that should have
been retrieved. Lower FPR and FNR indicate better
retrieval. “Similarity-based”, “EMP”, and “PSP” refer
to the similarity-based strategy, entity matching pooling,
and path searching pooling, respectively, while “EMP-
PSP” and “PSP-EMP” denote their execution order.

ground knowledge). As shown in Table 2, the agent
successfully understands entity dependencies de-
spite the omission of full information, with no craft-
ing failures. Variations in success rates between
the two ablation groups stem from the random dis-
tribution of in-game resources.

Knowledge retrieval strategies. Figure 4 com-
pares similarity-based and pooling-based retrieval
strategies in our lightweight KG using False Posi-
tive Rate (FPR) and False Negative Rate (FNR).
The similarity-based strategy employs a BERT
model (all-MiniLM-L6-v2) to embed prompts and
graph attributes, and the cosine similarity between
them to retrieve relevant entities. We also exam-
ine the roles of path pooling, entity pooling, and
their order. The results indicate that the pooling
strategy outperforms similarity-based retrieval in
the introduced KG. Moreover, performing entity
pooling first disrupts the node-edge structure, po-
tentially losing critical paths. Thus, considering
both FPR and FNR, the optimal strategy is path
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Table 3: Ablation study on LLM policies and visual
perception methods. ‘V’ denotes leveraging the vi-
sual capabilities of the MLLM for image understanding,
while ‘OD’ refers to using an object detection model.
“a/b” indicates that the agent successfully achieved the
goal a times out of b consecutive attempts.

LLM Policy ‘Method ‘ ﬁ A A A QD
\'%

2/3 0/3 0/3 0/3 0/3
Gemini-1.5-pro OD 33 33 33 213 173
V+OD | 3/3 3/3 33 2/3 1/3

v 0/3 0/3 0/3 0/3 0/3
Qwen-VL-Max OD 33 0/3 0/3 0/3 0/3
V+OD | 3/3 0/3 0/3 0/3 0/3

\Y 3/3 0/3 0/3 0/3 0/3
GPT-40 OD 33 3/3 33 2/3 1/3
V+OD | 3/3 3/3 33 23 1/3

Table 4: Ablation study on memory stack, CoT
and KG. “a/b” indicates that the agent successfully
achieved the goal a times out of b consecutive attempts.

Method | A A A Q@
w/o Memory Stack | 3/3 3/3 3/3 0/3 0/3
w/o CoT 2/3 0/3 0/3 0/3 0/3
w/o KG 3/3 2/3 2/3 1/3 0/3
Full ‘ 3/3 3/3 33 23 1/3

pooling followed by entity pooling.

LLM policies and visual perception. Table 3
evaluates several common MLLMs (Team et al.,
2023; Bai et al., 2023; Achiam et al., 2023) within
our framework, assessing agent performance with
and without object detection models or MLLM
visual capabilities. Results show that without accu-
rate visual entity information from object detection,
relying solely on MLLM’s visual capability is inad-
equate for complex tasks. Besides, as object detec-
tion provides sufficient information, additional vi-
sual input does not significantly affect performance.
It indicates that using an object detection model
can effectively replace MLLM'’s visual capability
and enhance the agent’s spatial perception.
Memory stack, CoT and KG. We examine the ef-
fectiveness of several components in Table 4. The
results demonstrate that the memory stack is crucial
for handling complex tasks, CoT serves as the foun-
dation for decision-making, and KG contributes to
enhancing stability in crafting tasks.

4.4 Inference Costs

In addition to the costs associated with model train-
ing, managing inference overhead is crucial to en-
hancing the cost-efficiency of LLM-based agents.
As illustrated in Figure 5, we quantify this overhead

Obtained Items

Total Tokens: 430814

100000 200000 300000 400000
Tokens

Figure 5: The tokens consumed by our proposed
agent to successfully achieve various goals. “Vista-
Wise” is our standard framework proposed in Sec.3,
while “with FA” and “with V” indicate the addition of
full graph attributes (Table 2) and the use of visual input
(Table 3) to the standard framework, respectively.

through the token consumption required to achieve
various goals. For the ultimate goal of “obtain dia-
mond,” omitting full entity attributes during exter-
nal knowledge injection and disabling the MLLM’s
visual capabilities leads to a reduction in token con-
sumption by 30.6% and 41.0% respectively, while
the agent performance shows no significant degra-
dation as indicated in Tables 2 and 3. Moreover,
by leveraging the lightweight graph-based repre-
sentations of cross-modal information, our frame-
work achieves budget-friendly inference. Based on
GPT-4o0 pricing for 160 iterations, our framework
incurs a cost of ~ $1.28. In comparison, the earlier
cost-transparent* LLM policy-based agent Voyager,
under the same conditions, costs around ~ $25,
achieving a 94.9% reduction in cost. These results
validate the cost-effective nature of our method.

5 Conclusion

We present VistaWise, a cost-effective agent frame-
work for open-world embodied decision-making
in Minecraft. With cross-modal domain-specific
knowledge through retrieving external textual de-
pendencies and training a dedicated object detec-
tion model, VistaWise minimizes the need for ex-
tensive domain-specific training data. It constructs
a cross-modal KG combining visual information
and textual dependencies for better task understand-
ing. It also includes a retrieval-based pooling strat-
egy to extract task-relevant data from the KG, and a
desktop-level skill library to control the Minecraft
desktop client directly via MNK inputs. VistaWise
effectively reduces development costs while main-
taining high performance, offering a novel and effi-
cient solution for virtual open-world agents.

*https://github.com/MineDojo/Voyager/blob/main/FAQ.md

21891



Limitations

Utilizing an LLM as the policy within VistaWise
impacts the agent’s real-time performance, as each
action iteration necessitates waiting for LLM infer-
ence and, if applicable, a server response. While
pausing the virtual environment’s processes syn-
chronizes the agent’s decision-making with the en-
vironment’s timescale, it results in increased time
for the agent to complete tasks.
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A The Explanation of Icons

We explain the goals represented by the icons men-
tioned in the main paper in Table 5.

Table 5: The explanation of icons mentioned in the main
paper.

Icons (Goals) ‘ Explanations

ﬁ Obtain log. Chop a tree using the hands
or an axe to collect wood logs.

Obtain wooden plank. Craft wooden
planks from logs.

Obtain stick. Craft sticks from wooden
planks.

Obtain crafting table. Craft a crafting
table from wooden planks.

Obtain wooden pickaxe. Use wooden
planks and sticks to craft a wooden pick-
axe at the crafting table.

Y | @ N @

Obtain cobblestone. Mine stone blocks
with wooden pickaxe to collect cobble-
stone.

Obtain stone pickaxe. Craft a stone
pickaxe using cobblestones and sticks
at the crafting table.

Obtain iron ore. Mine iron ore blocks
(found underground) with stone pick-
axe.

@ @ v

Obtain furnace. Craft a furnace using
cobblestones at the crafting table.

Obtain iron ingot. Smelt the iron ore in
a furnace using fuel.

v

) Obtain iron pickaxe. Craft an iron pick-
A axe using iron ingots and sticks at the
crafting table.

Obtain diamond, the rarest mineral in
@ our environment. Mine diamond ore
blocks (found deep underground) with
an iron pickaxe.

B Dataset

We use X-AnyLabeling to annotate a total of 3,304
visual entities across 471 frames extracted from
the gameplay video. The entity details and their
corresponding annotation counts are provided in
Table 6. Entities such as trunk, plank_icon, and
log_icon exhibit higher annotation counts, since
each of them has different types of textures (such
as oak, birch, etc.).
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Table 6: The defined visual entity types in the dataset
and their annotation counts in the 471 frames of the
game screen.

Entities Annotations
bedrock 59
coal_icon 110
coal_ore 101
cobblestone_icon 249
crafting_table_icon 106
diamond_icon 79
diamond_ore 50
diamond_pickaxe_icon 15
dirt_icon 115
furnace_icon 67
iron_icon 103
iron_ore 141
iron_ore_icon 76
iron_pickaxe_icon 38
lava 15
log_icon 361
non_cobblestone_icon 152
plank_icon 446
stick_icon 181
stone_pickaxe_icon 72
trunk 608
water 37
wood_pickaxe_icon 123
Total 3304

C Game Environment

We use the Vanilla 1.11.2 Minecraft desktop client
as the virtual environment for the agent, with the
specific game world settings detailed in Table 7.

D Skill Library

We present some important skill functions from the
skill library and their explanations in Table 8.

The construction of the skill library is semi-
automated. We first manually design a few simple
template functions, then define the requirements
and pass them to an LLM to generate the corre-
sponding functions. Specifically, the human effort
involved includes: (i) Designing a small number
of template functions intended to cover all relevant
keyboard and mouse operations in the game; (ii)
Defining the requirements, including the name of
each skill function, its input parameters, and brief
descriptions of both the function and its parame-
ters; (iil) Manually refining the generated functions

Table 7: Game world settings.

Game Options Settings
Game Mode Survival
Generate Structures ON
Bonus Chest OFF
Allow Cheats ON
Sea Level 63
Caves Yes
Strongholds Yes
Villages Yes
Mineshafts Yes
Temples Yes
Ocean Monuments Yes
Woodland Mansions Yes
Ravines Yes
Dungeons Yes
Dungeon Count 7
Water Lakes Yes
Water Lake Rarity 4
Lava Lakes No
Lava Lake Rarity 80
Lava Oceans No
Biome Plains
Biome Size 4
River Size 4

when issues are present. Using GPT-40 mini, we
successfully generate all skill functions, with fewer
than half requiring minor manual adjustments.

E Knowledge Graph

Entity and relationship extraction is automated us-
ing a multi-stage process. We employ an LLM
(GPT-40 mini) with a web plugin to construct the
knowledge graph. Selected websites are provided
to the LLM, which summarizes the knowledge (en-
tities and their dependencies) from these sites. Due
to context length limitations, each site is processed
individually, and the outputs are merged into a
rough draft document. The LLM is then prompted
to refine this document, remove redundancy, and
generate a Python-compatible knowledge graph us-
ing the NetworkX package.

While this approach produces detailed graphs,
it may also introduce task-irrelevant relations, re-
sulting in unnecessary complexity. To mitigate this,
we restrict edge types to nine specific categories

", "can mine", "is used to craft", "is used

"can use",
to produce", "can be put in/on", "is the fuel of",
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"non

"includes", "can be used to mine", and "outputs")
to ensure relevance and clarity. Then, a brief man-
ual review is conducted to remove redundant or
irrelevant nodes, further improving the quality of
the graph. Human involvement is primarily lim-
ited to (i) selecting source websites, (ii) defining
allowed relation types, and (iii) performing minor
refinements.

F Prompt Template

As an example, we report the prompt template for
action prediction in Table 9.
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Table 8: Examples from the desktop-level skill library.

Skill Function

Explanation

craft_furnace(c_x, c_y)

Use cobblestone to craft a furnace. ‘c_x’ and ‘c_y’ are the x and y
coordinates of the cobblestone in the player’s inventory.

craft_iron_pickaxe(i_x,
s_y)

iy, S_X,

Use iron ingots and sticks to craft an iron pickaxe. ‘i_x" and ‘i_y’ are the
x and y coordinates of the iron ingots in the player’s inventory, ‘s_x’ and
‘s_y’ are the x and y coordinates of the sticks.

craft_plank(l_x, 1_y)

Use logs to craft planks. ‘1_x" and ‘1_y’ are the x and y coordinates of the
logs in the player’s inventory.

craft_stick(p_x, p_y)

Use planks to craft sticks. ‘p_x" and ‘p_y’ are the x and y coordinates of
the planks in the player’s inventory.

craft_stone_pickaxe(c_x, c_y, S_X,
s_y)

Use cobblestone and sticks to craft a stone pickaxe. ‘c_x’ and ‘c_y’ are
the x and y coordinates of the cobblestone in the player’s inventory, ‘s_x’
and ‘s_y’ are the x and y coordinates of the sticks.

craft_wood_pickaxe(p_x, p_y, S_X,
s_y)

Use planks and sticks to craft a wooden pickaxe. ‘p_x’ and ‘p_y’ are the x
and y coordinates of the planks in the player’s inventory, ‘s_x’ and ‘s_y’
are the x and y coordinates of the sticks.

dig_horizontal_mine_tunnels(k)

Select a pickaxe in the hotbar and use it to dig horizontal tunnels to explore
ores. ‘k’ is a number from 1 to 9 corresponding to the key for the pickaxe
in the hotbar.

dig_vertical_mine_tunnels(k, d)

Select a pickaxe from the hotbar and use it to dig a vertical mine tunnel to
reach (deeper) underground. ‘k’ is a number from 1 to 9 corresponding to
the key for the pickaxe in the hotbar. ‘d’” is mouse press duration.

mine_log(d)

When log is within 5 meters and the crosshair is correctly aligned with the
target, mine the log. ‘d’ is mouse press duration.

mine_diamond_ore(k, d)

When diamond ore is within 5 meters and the crosshair is correctly aligned
with the target, mine the diamond ore. ‘k’ is the key for the iron pickaxe
in the hotbar, and ‘d’ is mouse press duration.

mine_iron_ore(k, d)

When iron ore is within 5 meters and the crosshair is correctly aligned
with the target, mine the iron ore. ‘k’ is the key for the stone pickaxe in
the hotbar, and ‘d’ is mouse press duration.

move_forward(d)

Move forward for a certain duration. ‘d’ is the press duration of ‘w’.

move_item_to_hotbar(t_x, t_y)

Move a specific item from the inventory to the hotbar. ‘t_x’ and ‘t_y’ are
the x and y coordinates of the target item in the player’s inventory.

place_blocks_underfoot(k, n)

Place cobblestone blocks underfoot to raise the player from lower to higher
position. ‘k’ is a number from 1 to 9 corresponding to the key for the
cobblestone in the hotbar. ‘n’ is the number of placed blocks.

put_functional_block(k, d)

Select a functional block such as a crafting table or furnace from the hotbar
and place it on the ground. ‘k’ is a number from 1 to 9 corresponding to
the key for the functional block in the hotbar. ‘d’ is mouse press duration.

smelt_iron_ore(i_o_x, i_o_y, p_X,
p_y)

Use a furnace to smelt iron ore and obtain iron ingots. ‘i_o_x" and ‘i_o_y’
are the x and y coordinates of the iron ore in the player’s inventory, ‘p_x’
and ‘p_y’ are the x and y coordinates of the planks.

turn(x, y)

Turn the view to the target. ‘x’ and ‘y’ are the horizontal and vertical pixel
offset of the crosshair from the target, with positive or negative values.

turn_and_move_forward(d, x, y)

Firstly turn to the target, then move forward. ‘x” and ‘y’ are the pixel
offset of the crosshair from the target, corresponding to the horizontal
and vertical directions, with positive or negative values. ‘d’ is the press
duration of the key ‘w’.
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General Prompt Template

In Minecraft, player is focusing on {task_description}, requiring strategic action choices
based on the environment and inventory status The crosshair position is at {crosshair_position}
in the screen. If applicable, the distance between the player and the {target} is {greater
than/close to/less than} the interactable range.

Here is some knowledge related to the current status that may help clarify item-behavior
dependencies: {retrieved_knowledge_graph}.

Current inventory status: {retrieved_attributes_of_observable_inventory}.
Current environment status: {retrieved_attributes_of_observable_environment}.

Available actions are defined as functions with the following formats and descriptions:
{skill_library}.

Previous round(s) of action decision(s): {retrieved_memory}.
Please address these questions to determine the next optimal action: {chain_of_thought}.

Based on this reasoning, decide the best next action and calculate the required parameter
values. The output format must be: “Action: skill_function(*params)”.

Table 9: General prompt template for action prediction.
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