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Abstract

Multimodal neural machine translation
(MNMT) has received increasing attention
due to its widespread applications in various
fields such as cross-border e-commerce and
cross-border social media platforms. The task
aims to integrate other modalities, such as the
visual modality, with textual data to enhance
translation performance. We survey the major
milestones in MNMT research, providing a
comprehensive overview of relevant datasets
and recent methodologies, and discussing key
challenges and promising research directions.

1 Introduction

Neural Machine Translation (NMT) (Bahdanau
et al., 2015; Gehring et al., 2017; Zhu et al., 2024)
is the task of translating the source language into
the target language using neural networks. In prac-
tical scenarios, however, text is often accompanied
by data from other modalities. For instance, in
scenarios such as cross-border e-commerce, so-
cial media, and news reporting, the text frequently
co-occurs with multi-view images. The accompa-
nying visual information typically carries valuable
language-agnostic information, which can be lever-
aged to enhance and complement the correspond-
ing semantic interpretation. In fact, Caglayan et
al. (2016) have indicated that integrating additional
modalities with the textual modality can effectively
improve translation quality, especially for ambigu-
ous, gender-related and domain-specific complex
content. This finding broadens the scope of text-
based NMT into a multimodal paradigm, providing
a novel view to enhance the performance of ma-
chine translation, referred to as Multimodal Neural
Machine Translation (MNMT).

The MNMT task, which was formally intro-
duced in the WMT 2016 Shared Task (Specia et al.,
2016), aims to translate the source sentence into the
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Figure 1: Example of MNMT, with outputs produced
by PMAM for semantically aligned (left) and noisy
scenarios (right). For comparison purposes, the NMT
output produced by GPT-4 (center) is shown.

target sentence by incorporating additional modal-
ities, most commonly in the form of visual infor-
mation. MNMT research has primarily focused on
two scenarios: (1) image-text semantic alignment,
where the accompanying image semantically aligns
with the text, and (2) image-text semantic noise!,
where the image is irrelevant to the text. Figure 1 il-
lustrates the results of a NMT model and a MNMT
model on an example sampled from a cross-border
e-commerce platform under these two scenarios.
In this example, the expressions "stenciled logo",
"instant street cred in style" and "versatile, tex-
tured tank", according to professional e-commerce
translators, should be translated as " FERESREER ",
" EAREIARIE ", and " SR%. BsEEeEs ", Among the
three model outputs, only the output of PMAM
(Guo et al., 2024a), a MNMT model, is cor-
rect in the semantically aligned scenario. In
particular, even GPT-4 (Achiam et al., 2023),
a text-based large language model, incorrectly
translates these expressions as " EDRIaS##R (printed
logo)", " EmmdfgELEER (instant street cred)" and
" zaeEREEG (multifunctional tank)". Such mis-
translations could undermine consumer engage-
ment and enthusiasm on cross-border e-commerce
platforms, potentially harming overall user experi-

"Noisy images can be commonly found in daily life (e.g.,
on social media/e-commerce platforms), and are often caused
by low-quality visuals or misleading interpretations due to
ambiguity.
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ence and trust. Therefore, research into the MNMT
task is of paramount importance.

Unlike existing reviews of MNMT (Sulubacak
et al., 2020; Gwinnup and Duh, 2023; Nam and
Jang, 2024; Shen et al., 2024), this paper centers on
broadening the application scope of MNMT. Amid
paradigm shifts (from specialized compact models
to cross-scale collaboration, and from text-image
co-modality to generalized multimodal systems),
it synthesizes core challenges and proposes novel
research directions, thereby expanding the research
landscape of MNMT and diversifying future av-
enues. More specifically, we make three key con-
tributions in this survey. First, from a practical per-
spective, this work introduces novel modeling chal-
lenges, which we identify as particularly relevant to
the future directions of MNMT. Second, reflecting
the aforementioned paradigm shift in MNMT from
general to domain-specific tasks (e.g., e-commerce,
law), this paper proposes a three-way categoriza-
tion of existing MNMT datasets (general-domain,
domain-specific, and multi-domain) and identifies
their limitations. Finally, the survey distills future
research directions for MNMT, proposing numer-
ous novel and promising avenues.

2 Modeling Challenges and Issues

In this section, we discuss seven modeling chal-
lenges and issues for MNMT researchers.

1. Visual imbalance. In real-world scenarios, the
textual modality is often accompanied by several
distinct situations: (1) one-to-many text-image cor-
respondence (i.e., a text corresponds to multiple
images); (2) one-to-one text-image correspondence
(i.e., a text corresponds to a single image); and (3)
text-only scenarios (i.e., a text appears without any
accompanying images). Consequently, several core
challenges arise: (1) How can we effectively han-
dle multiple images and leverage their interrelation-
ships to enhance translation quality when a single
text corresponds to several images? (2) In cases
where only one image is available, how can we
extract semantic-related visual representations that
correspond to the source sentence to improve trans-
lation performance? (3) In the absence of images,
how can we adaptively hallucinate semantic-related
visual features linked to the source sentence while
ensuring effective fusion of the textual and visual
modalities? As shown in Figure 1, the example
includes four images that present different angles
of the source sentence. However, existing MNMT

models face challenges in adaptively handling an
arbitrary number of images without preprocessing.
For instance, PMAM, one of the models used to
produce the outputs in Figure 1, exploits only the
image that is most semantically related to the text
despite the fact that four images are present.

2. Semantic shift across different scenarios. Vi-
sual information can serve as a double-edged sword.
On one hand, the integration of semantically-
aligned images could enhance translation perfor-
mance. On the other hand, the integration of noisy
images may result in generated sentences that devi-
ate from the original semantics, a problem known
as semantic shift. As depicted in Figure 1, the
MNMT model that employs semantically-aligned
images produces accurate translations of the tar-
get sentence. Conversely, when the model incor-
porates noisy-image information, it generates er-
roneous translations such as " EERREG (multi-
functional tank top)", " Eifit=s (printed logo)", and
" EoedROATSLIEER (instant street cred)”, which deviate
significantly from the original meaning. Therefore,
a challenge lies in designing a MNMT model that
can adapt to various scenarios. Specifically, in se-
mantically aligned visual contexts, it should fully
leverage the complementarity between text and im-
ages to enhance translation quality, but in noisy
environments, it must filter out irrelevant informa-
tion to maintain the accuracy of translations.

3. Computation costs and latency of MNMT
tasks. Successful deployment of MNMT models
depends on not only their translation performance,
but also the deployment costs and computational la-
tency. In existing MNMT models, effective transla-
tion typically comes at the expense of a substantial
increase in the number of model parameters, signif-
icantly raising deployment costs and latency. For
instance, the length of the visual features extracted
from popular architectures such as Resnet-101 (He
et al., 2016), Faster R-CNN (Ren et al., 2016) and
Vision Transformers (Dosovitskiy et al., 2021) are
notably longer than those extracted from the corre-
sponding textual modality. Moreover, if multiple
stacked vision encoder blocks are employed, the
number of parameters can far exceed that of the
textual modality. How to reduce the number of
visual information parameters without degrading
translation performance remains a key challenge.

4. Sense disambiguation. Ambiguous textual ex-
pressions often encompass a range of semantic in-
terpretations, potentially eliciting entirely opposite
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representations in different contexts. Examples in-
clude multi-sense words, gender-related phrases,
and domain-specific fine-grained expressions. As
illustrated in Figure 1, the multi-sense word "tank",
the domain-specific fine-grained expression "sten-
ciled logo", and the fashionable jargon "instant
street cred in style" exemplify ambiguous expres-
sions that pose significant challenges for translation
in the absence of the corresponding images. In fact,
existing MNMT models primarily concentrate on
disambiguation in common scenarios, which typi-
cally exhibit simple expressions and singular con-
texts, such as common descriptions of daily life or
casual conversations, exemplified by phrases like
"Two dogs bark behind a fence" (an example from
the Multi30k dataset). In these instances, model
design often overlooks the corresponding visual
information, failing to leverage the supplementary
role of images in the translation process effectively.
However, in certain complex scenarios, such as the
example in Figure 1, relying solely on textual infor-
mation often fails to convey the intended meaning
accurately. In such cases, visual information plays
a crucial role in translating specific expressions.
How to effectively leverage visual data for sense
disambiguation remains a significant challenge.

5. Unsupervised multimodal neural machine
translation. The integration of the visual modal-
ity with the textual modality not only enhances
translation performance for MNMT, but also pro-
vides a novel perspective for addressing challenges
in unsupervised multimodal neural machine trans-
lation (UMNMT). The images could serve as
language-agnostic information, playing a crucial
role in bridging linguistic gaps when a parallel
corpus is absent. Furthermore, they can facilitate
connections between languages, turning the unsu-
pervised learning problem into a supervised one.
However, existing UMNMT research primarily fo-
cuses on widely used languages, such as English,
Chinese, and French, leaving the challenge of low-
resource UMNMT largely unaddressed. Conse-
quently, a significant challenge concerns how to
fully leverage the pivotal role of visual informa-
tion to enhance machine translation performance
in low-resource languages.

6. Model interpretability. There is little work on
building interpretable MNMT models that can ex-
plain how a model arrives at the translated sentence.
Naturally, the explanation would be in the form of
a natural-language paragraph that explains step by

step how the different modalities (e.g., text and
images) are combined to eventually arrive at the
translated sentence. Building interpretable MNMT
models can help us better understand the role of the
visual modality in MNMT. There are currently two
perspectives on the role of the visual modality in
MNMT. One camp hypothesizes that visual infor-
mation is limited and often redundant for MNMT,
and its introduction functions as a form of regu-
larization, resulting in marginal improvements to
performance (Wu et al., 2021; Elliott, 2018). The
other camp posits that visual information can ef-
fectively complement textual information when the
text is incomplete or insufficient (Delbrouck and
Dupont, 2017; Caglayan et al., 2019; Li et al., 2021,
2022a; Wu et al., 2021). Having explanations could
provide empirical support for either of these camps.

7. Adaptations of LLMs and MLLMs for
MNMT. The impressive language understand-
ing and generation capabilities of Large Language
Models (LLMs), along with the outstanding per-
formance of Multimodal Large Language Models
(MLLMs) in handling multimodal data, have at-
tracted increasing attention from researchers. How-
ever, existing LLLMs cannot process multimodal
information, whereas MLLMs cannot be directly
applied to MNMT tasks without adaptations as
they require precise, context-specific alignment be-
tween textual and visual data, which often exceeds
the alignment capabilities of standard MLLMs. For
instance, as depicted in Figure 1, given the source
sentence, GPT-4 inaccurately generates phrases
such as " smagmiEss (multifunctional tank)" and
" ERdEATkiEE R (instant street cred)”, and fails to cap-
ture significant details, such as " WREZ#E (sten-
ciled logo)". These results highlight a deficiency in
the text generation capabilities for LLMs, particu-
larly when they are given complex expressions that
are complemented with visual information. There-
fore, a critical challenge lies in how to combine
LLMs’ linguistic capabilities with MLLMs’ multi-
modal processing capabilities across visual, audi-
tory, and other modalities to advance MNMT tasks.

3 Corpora

3.1 Dataset Categorization

Table 1 compares the commonly-used MNMT cor-
pora along six dimensions: (1) ambiguity, (2) bal-
ance, (3) language, (4) domain, (5) size, and (6)
additional annotations (if any). These corpora be-
long to one of the following three categories.
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Dataset Sub-Dataset ~ Ambiguous Balance Language Domain Text Image Video Additional Annotation
Flicker Igﬂj(k;g%l; X X EN - f‘rS(:g’?;lOS 381’5)79823 i Lack of non-English parallel corpus
MS COCO - X X EN - 1.6M 328K - -
. . Non-English and
WIT - X v 108 languages multiple domains 37.6M  11.5M - Jow-resource languages
Conceptual Captions CCCC 1321\16[ X v EN multiple domains 13221\:4 132'11\161 : -
IAPR TC-12 - X v EN, DE general domains 20,000 20,000 - -
Multi30K - X v EN, DE, FR, CS general domains 31,014 31,014 - -
MLT - v v Eﬁ’ 1131]; general domains ii:ggg iiiggg : 4-tuples contain ambiguous words
MultiSense - v v EN, DE, ES general domains 9,504 9,504 - Verb sense ambiguity
AmbigCaps - v "4 EN, TR general domains 91,601 91,601 Gender ambiguity
M3 Mg-MulFiSOK X 4 CS, DE, EN, - general domains 31,014 31,014 - :
M?-AmbigCaps v v FR, HI, LV, TR 91,601 91,601 -

EN, ZH 1.0M 1.0M -
TIT Dataset - X 4 ZH, EN - 1.0M 1.0M - -

EN, DE 1.OM 1.OM -
BLATID - X v EN, ZH - 1.2M 1.2M -
OCRMT30K - X 4 EN, ZH - 164.7K  30.2K - -
it EEID o o 19 S el n 0
EMMT - X X EN, ZH specific domains 875.0K 22.0K - -
How2 - X v EN, PT general domains 191.6K - 191.6K -
VaTeX - X X EN, ZH general domains  412.7K - 41.3K -
BigVideo - X v EN, ZH general domains  4.5M 4.5M -
VISA Y/iﬁigﬂl}::ﬁz 4 v EN, JA general domains %SZE R %SZE -

Table 1: Comparison of several widely used corpora for MNMT. The "Ambiguous" column indicates whether the
dataset has been deliberately rendered ambiguous, such as through intentional selection of polysemous nouns or
verbs or by incorporation of a specific threshold of polysemous words. The "Balance" column pertains to whether

the dataset demonstrates modality-specific imbalance.

General-domain MNMT datasets are often
built by pairing images with multilingual text de-
scriptions to enhance translation quality, especially
in resolving ambiguous expressions. For example,
Multi30k (Elliott et al., 2016), an extension of the
Flickr30k (Young et al., 2014) dataset, includes de-
scriptions in multiple languages. The translations
were performed by professional translators without
showing the original images, simulating real-world
translation scenarios.

To address the challenges related to ambigu-
ity, several datasets have been proposed. MLT
(Lala and Specia, 2018) focuses on testing modality
alignment, MultiSense (Gella et al., 2019) explores
cross-modal mapping of ambiguous words, and
AmbigCaps (Li et al., 2021) investigates how the
visual modality aids in resolving gender ambiguity.

Some datasets encode the relationship between
video content and the corresponding text, capturing
dynamic scenes and details to improve the multi-
modal processing capabilities of MNMT models.
For example, How?2 (Sanabria et al., 2018) ensures
that each step in its instructional videos is reflected
in text descriptions, including timing and proce-
dural details; VaTeX (Wang et al., 2019) captures
dynamic video information and generates multilin-
gual subtitles; and VISA (Li et al., 2022d) uses

visual context to address translation ambiguities.

Domain-specific datasets are more complex, as
accurately translating domain-specific concepts is
challenging, especially when dealing with domain-
related terms, slang, or jargon. Therefore, the con-
struction of these datasets often requires profes-
sional experts to verify the accuracy of the con-
tent and optimize the semantic alignment across
modalities. For instance, Fashion-MMT (Song
et al., 2021) focuses on multimodal fusion in e-
commerce scenarios to improve the translation of
domain-specific expressions. Meanwhile, EMMT
(Zhu et al., 2023) focuses on aligning the visual
and textual modalities and resolving ambiguity, and
investigates how visual information influences the
semantic interpretation of complex text, particu-
larly when dealing with polysemous words and
ambiguous contexts, to improve translation quality.

Multi-domain datasets cover a broad range of
topics and applications, supporting models’ gener-
alization across different contexts. These datasets
originate from various industries and platforms,
such as social media, e-commerce, and encyclope-
dias, with diverse languages, cultures, and visual
content. For example, WIT (Srinivasan et al., 2021)
extracts large-scale multilingual image-text pairs
from Wikipedia, covering topics like history, sci-
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ence, and culture. The Conceptual Captions dataset
(Sharma et al., 2018; Changpinyo et al., 2021) au-
tomatically extracts and refines textual descriptions
from Web content and advertisements, ensuring
that the descriptions align with the semantic fea-
tures of the images.

3.2 Dataset Limitations

Below we discuss the limitations of these datasets.

Long tail phenomenon and lack of transferabil-
ity in MNMT models. Most MNMT datasets
exhibit the following limitations. First, they lack
diverse scenarios. Their textual content usually
comprises brief and straightforward sentences that
often describe everyday scenarios, such as "a small
black dog jumping over gates". The paired images
are similarly simple in terms of semantics. The
absence of complex syntactic structures and rich
linguistic expressions in both the textual and visual
modalities limits MNMT models’ ability to han-
dle intricate translation tasks. Second, they lack
professional terminology or domain-specific rep-
resentations. Many of them predominantly focus
on general expressions, with very limited cover-
age of professional terminology or domain-specific
representations. For instance, terms such as "my-
ocardial infarction" in the medical field or "contract
breach" in the legal sector are seldom represented
in these datasets. Finally, they overlook differences
in cultural representations. Specifically, they often
overlook the metaphoric and cultural nuances of
language, which are crucial across various contexts
and domains. For example, phrases like "time is
money" in English or "—#%# (killing two birds
with one stone)" in Chinese involve a deep under-
standing of culture and context. These complexities
could limit a model’s transferability and accuracy
across new domains or different scenarios.

Scarcity of multimodal data in low-resource con-
texts. In MNMT, the scarcity of multimodal data
in low-resource contexts poses a significant chal-
lenge. Current datasets predominantly focus on
mainstream languages such as Chinese, English,
and French, often ignoring languages with large
speaker populations but limited resources, such as
Bengali and Vietnamese. This scarcity not only
constrains the broader application of MNMT mod-
els but also undermines their generalization capa-
bilities across diverse linguistic contexts.

Cross-modal adversarial samples and robust-
ness deficiencies. MNMT datasets mainly focus

on standard text-image alignment scenarios but of-
ten ignore the importance of adversarial contexts.
For instance, replacing a semantically-aligned im-
age with a noisy image confuses the model, as
shown in Figure 1. These issues could be attributed
to dataset construction bias. Specifically, during
construction, most MNMT datasets tend to select
text-image samples with semantic correspondence.
While this approach facilitates the model’s ability
to learn cross-modal correlations, the lack of adver-
sarial samples could make a model vulnerable in
noisy scenarios.

Lack of textual-visual semantic co-occurrences.
In MNMT datasets, the relationship between text
and images often only reflects superficial and di-
rect associations, failing to delve into more com-
plex semantic co-occurrences. Although an image
may display multiple objects, the corresponding
textual description might only mention a subset
of them. For instance, in the COMMUuTE dataset
(Futeral et al., 2023), a typical example might de-
scribe "We’ll have to get rid of that mole", while
the associated image could also show other back-
ground elements like pedestrians passing by or sur-
rounding trees. This partial correspondence results
in a significant amount of visual information that is
not mentioned in the text becoming noise, thereby
complicating the model’s ability to effectively cap-
ture the deeper semantic relationships across the
two modalities and failing to use these visual cues.

We conclude this section by noting that these
limitations are identified through a rigorous analy-
sis of the inherent shortcomings in existing corpora,
all of which represent critical challenges requiring
prioritized attention in MNMT research.

4 Approaches to MNMT

In this section, we divide existing approaches to
MNMT into five categories, which roughly corre-
spond to the modeling challenges outlined in Sec-
tion 2.2 Unlike previous classification schemes,
our categories adopt an application-oriented per-
spective, establishing novel categorical dimensions
rooted in real-world applications.

4.1 Disambiguation-based Approaches

To address Challenge 4, disambiguation-based ap-
proaches are designed to exploit multiple modali-
ties for disambiguating ambiguous expressions.

The state-of-the-art models for each approach are dis-
cussed in Table 4 in Appendix A.
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Approach Method Description
Cross- introduces gating mechanisms to selectively regulate the contribution of the visual and
Di . " textual modalities, enabling the model to prioritize the modality with the most relevant
isambi- modal information for disambiguating context-sensitive terms effectively (Ye et al., 2022; Ye and
nation gating in ormatlor.l or disambiguating context-sensitive terms effective y ( ectal, ; Ye and
\%ia Guo, 2022; Guo et al., 2023a; Li et al., 2022a; Yin et al., 2020, 2023; Cheng et al., 2024;
. Hou and Guo, 2024).
multi-
modal actively establishes semantic interactions between the visual and textual modalities by
fusion Cross- attending to the most relevant features across modalities, thereby enhancing the model’s
modal ability to disambiguate and generate more accurate translations (Ive et al., 2019; Lin et al.,
attention 2020; Guo et al., 2024a; Su et al., 2019; Tayir et al., 2024; Yao and Wan, 2020; Wang and
Xiong, 2021; Yang et al., 2020; Zhao et al., 2021; Caglayan et al., 2019).
Maskin masks important text information, forcing models to use visual information for inference
g (Caglayan et al., 2021; Song et al., 2021; Yang et al., 2024b; Futeral et al., 2023, 2025).
Cross-  Text- learns the matching relationship between text and image, thereby enabling the model to
modal  image better understand the semantic connections between textual-visual modalities and enhancing
Disambi- FaNNg  matching the alignment of cross-modal information (Song et al., 2021; Yang et al., 2024b).
guation makes predictions on region-level image patches, which allows a model to learn fine-
via Classification grained cross-modal feature representations and thereby enhances its understanding of
model image details and achieves more precise semantic alignment during the translation process
training (Caglayan et al., 2021).
Visual- help the model better understand and extract visual information, such as grounded repre-
guided sentation prediction (Elliott and Kadar, 2017), visual agreement regularized training (Yang
Multi-  tasks et al., 2020), and image captioning tasks (Futeral et al., 2023; Cheng et al., 2023).
task B ; X o SV ; B .
learning Multimodal- focus on improving the model’s ability to associate information across different modalities,
oriented such as cross-modal feature alignment (Hou and Guo, 2024; Zhou et al., 2018), object-
tasks masking (Wang and Xiong, 2021), and triplet alignment (Peng et al., 2022b) between the
source language, the target language, and the paired images.
Detaching Visual hal-  hullucinates in order to eliminate the dependency on the image modality and enhance
Images lucination model robustness (Li et al., 2022c; Peng et al., 2022a; Calixto et al., 2019; Yuasa et al.,
in the 2023).
Testing - - . : - .y
Phase Adaptive retrieves visual representations related to the source language semantics, thereby elimi-
image nating the dependency on the image modality and enhancing the model’s adaptability and
selection robustness (Long et al., 2024; Wang et al., 2024; Tang et al., 2022; Fang and Feng, 2022;
Zhang et al., 2020).
Single- enhances translation by capturing semantic features from a single image, making them
view visual  suitable for one-to-one image-text correspondence (Guo et al., 2023a; Li et al., 2022a; Yin
Visual- fusion et al., 2020; Lin et al., 2020; Wang and Xiong, 2021; Guo et al., 2024b; Li et al., 2022b).
Balance Text- relies on diffusion models (Calixto et al., 2019; Yuasa et al., 2023; Guo et al., 2023b) to
guided generate visual representations related to the source language semantics, thereby improving
generation  translation quality for text-only scenarios (Calixto et al., 2019; Yuasa et al., 2023; Guo
et al., 2023b).
S . trains models on aligned multimodal data in which the visual modality not only provides
upervised : : . . .
MNMT contextual information for source-target translation but also functions as a language-pivot
Visual- (Yuasa et al., 2023; Guo et al., 2024b; Yang et al., 2024a).
Pivot uses images as a bridge (Tayir and Li, 2024; Fei et al., 2023; Huang et al., 2020; Li et al.,

Unsupervised 2022b), employing techniques like scene graph generation (Fei et al., 2023) or multimodal

MNMT

prompts (Yang et al., 2024a) to capture latent semantic connections between languages and
the visual modality, even without aligned labels.

Table 2: Description of the methods employed by four of the five approaches to MNMT.

4.1.1 Disambiguation via Information Fusion

Designing effective cross-modal fusion mecha-
nisms to integrate textual and visual information for
resolving ambiguity has become a research focus in
MNMT. Current cross-modal fusion mechanisms
can be divided into (1) cross-modal gating and (2)
cross-modal attention, as discussed in Table 2. De-
spite having promising results, these methods tend
to rely overly heavily on visual information and
are not robust to real-world scenarios where the
images can be noisy.

4.1.2 Disambiguation via Model Training

Cross-modal pre-training. Cross-modal pre-
training tasks are designed to enhance models’ joint
understanding of the textual and visual modalities,
particularly through leveraging visual representa-
tions to resolve textual ambiguities. Several cross-
modal pre-training methods have emerged, includ-
ing (1) masking, (2) text-image matching, and (3)
classification, as discussed in Table 2.

Multi-task learning. MNMT studies have em-
ployed joint training methods to integrate visual
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and textual information. These multi-task learning
approaches can be divided into two categories: (1)
visual-guided tasks and (2) multimodal-oriented
tasks, as discussed in Table 2. Despite signifi-
cant success in cross-modal alignment and disam-
biguation through aligned image-text pairs, exist-
ing methods tend to over-rely on such strict align-
ments. This reliance limits a model’s ability to
generalize effectively, especially when faced with
diversity and the long-tail phenomena in real-world
scenarios or specialized domains.

4.2 Visual-Balance Approaches

Recall that several issues surround Challenge 1: (1)
How can we effectively handle multiple images and
leverage their interrelationships to enhance trans-
lation quality when a single text corresponds to
several images? (2) In cases where only one image
is available, how can we extract semantic-related
visual representations that correspond to the source
sentence to improve translation performance? (3)
In the absence of images, how can we adaptively
hallucinate semantic-related visual features linked
to the source sentence while ensuring effective fu-
sion of textual and visual modalities?

Visual-balance approaches to MNMT have pre-
dominantly focused on the latter two scenarios,
and can be categorized into two types: (1) single-
view visual-guided fusion approaches and (2) text-
guided image-generation approaches, as discussed
in Table 2. In contrast, research on many-to-one
image-text correspondence is scarce.

4.3 Visual-Pivot Approaches

With its language-agnostic nature, visual informa-
tion can highlight the commonalities among dif-
ferent languages. Hence, images serve as both a
bridge and a pivot modality in translation tasks,
especially in unsupervised and low-resource lan-
guage translation scenarios. To address Challenge
5, MNMT researchers have developed vision-based
pivot translation methods, including both super-
vised and unsupervised MNMT methods (see Ta-
ble 2). While unsupervised methods have shown
potential in low-resource unsupervised MNMT
tasks, current visual-pivot methods still fail to fully
exploit the cross-lingual bridging role of the vi-
sual modality in machine translation. Furthermore,
their computational complexity exceeds that of tra-
ditional MNMT approaches due to the requirement
for complex feature processing operations (e.g.,
disentanglement, pooling) on the visual modality.

4.4 LLM/MLLM-Based Approaches

To address Challenge 7, researchers have combined
LLMs and MLLMs for MNMT, transforming vi-
sual representations into formats that can be under-
stood by language models to enhance translation
performance (Vijayan et al., 2024; Gupta et al.,
2023; Futeral et al., 2025). For example, Futeral
et al. (2025) employ NLLB (Costa-jussa et al.,
2022) models as the base translation model, which
is then adapted into a MNMT model by adding
lightweight trainable modules, enabling the use of
visual information for disambiguation.

How well do LLMs and MLLMs perform on
MNMT? According to recent studies (Futeral et al.,
2025; Gupta et al., 2023; Zuo et al., 2023; Zhu
et al., 2024), some observations can be made. For
general-domain datasets, such as Multi30k, the
performance of GPT-4 is on par with that of cur-
rent state-of-the-art models (Zhu et al., 2024). In
contrast, other LLMs, such as Qwen-7B-chat, per-
form poorly, lagging significantly behind GPT-4.
When MLLMs (e.g., Qwen-VL-chat) are used, per-
formance deteriorates significantly. We hypothe-
size that the performance drop could be attributed
to the inability of MLLMs to effectively align
fine-grained image-text representations. The vi-
sual modality, as noise, disrupts the translation
process. In domain-specific translation scenarios,
LLMs generally perform poorly and often result in
semantic shifts, as shown in Figure 1. Similarly,
when MLLMs (e.g., GPT-40) are used for translat-
ing domain-specific text with semantically aligned
images and text, the translation results are often
worse than those of LLMs. We speculate that this
deficiency may be attributed to the phenomenon of
"visual hallucination".

4.5 Approaches for Detaching Images in
Testing

Some attempts have focused on how to decouple
the visual modality during the testing phase to over-
come the data format limitations of MNMT tasks,
which require triplet data (source sentence, target
sentence, and the corresponding images). Current
image-independent approaches can be categorized
into two types: (1) visual hallucination and (2)
adaptive image selection, as discussed in Table 2.
While these methods focus on overcoming the lim-
itations of the triplet data, they overlook another
closely-related challenge, semantic shift, which oc-
curs when the model is exposed to noisy visual con-
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Method Category Description
compares the generated and reference translations based on word n-grams (e.g.,
Evaluating  N-gram-based BLEU (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005)) and charac-
text ter n-grams (e.g., chrF (Popovié, 2015)).
trans}ation calculates the minimum number of editing operations needed to modify machine
quality edit distance-based translations to match reference translations, such as TER (Snover et al., 2006) and
WER (Morris et al., 2004).
pre-trained derives evaluation metrics based on pre-trained models, which better capture semantic
model-based quality, such as COMET (Rei et al., 2020) and BLEURT (Sellam et al., 2020).
cross-modal gating adjusts the integration of visual and textual data, revealing the model’s dependency
mechanism on visual input and providing insights into cross-modal interactions (Cheng et al.,
2024; Tayir et al., 2024).
cross-modal attention computes the attention weights between the textual and visual modalities to capture
) mechanism visual representations that align with the textual semantics (Ive et al., 2019; Yao and
Evaluating Wan, 2020; Caglayan et al., 2019).
contribution T ; - - -
of visual visual-textual semantic 255¢sses the similarity between textual and visual representations using techniques
i i . ) such as cosine similarity to verify the accuracy of visual information and the effec-
information alignment . . . . :
tiveness of integration (Yang et al., 2020; Zhao et al., 2021; Liu et al., 2021; Fei et al.,
2023).
evaluating visual assesses the model’s ability to reason with and effectively utilize visual information
contextual reasoning in specific contexts for translation tasks (Zuo et al., 2023; Li et al., 2022a).
evaluating visual quantifies the contribution of visual information to the translation task by observing
information absence the model’s performance difference when visual information is missing (Wang and
and impact Xiong, 2021; Long et al., 2024; Delbrouck et al., 2017).
adversarial evaluation evaluates the effectiveness of visual information by testing the model’s performance
with congruent and incongruent visual information (Elliott, 2018; Cheng et al., 2023).
Evaluating info gain evaluation quantifies the effect of modality fusion on translation performance (Ji et al., 2022).
crqss—modal modal reflects the level of information sharing between modalities by quantifying the
fusion difference differences between them, thereby assessing their collective impact on translation
calculation quality (Futeral et al., 2025; Hou and Guo, 2024).

Table 3: Details of the three automatic evaluation methods for MNMT.

texts, leading to a shift in meaning. As depicted in
Figure 1, when the model incorporates noisy-image
information (i.e., image of the tank), it generates
erroneous translations such as " £uggEREE . (multi-
functional tank top)", " BDRliRE (printed logo)", and

" BORSRYATSLIEERE (instant street cred)”.

5 Evaluation Issues

5.1 Evaluation Methods

Automatic evaluation. Existing automatic eval-
uation methods for MNMT can be broadly divided
into three categories: (1) methods for evaluating
the text translation quality of MNMT models; (2)
methods for evaluating the contribution of visual
information to the performance of MNMT models;
and (3) methods for evaluating the effectiveness of
fusing the information from the visual and textual
modalities. Details of these methods, as well as the
corresponding metrics, are discussed in Table 3.

Human evaluation. Human evaluation has been
used to complement automatic evaluation metrics
for evaluating MNMT outputs that involve fluency
and adequacy assessment (Zhao et al., 2021) and

quality estimation (Specia et al., 2010).

5.2 Evaluation Challenges

While many automatic metrics have been used,
there is currently a lack of a standard set of eval-
uation metrics. This makes it difficult to track
progress in the field, since the reliance on different
metrics in different papers could make it impossi-
ble to directly compare MNMT models w.r.t. trans-
lation quality and the role of visual information.
The situation is further aggravated by the fact that
there is also a lack of a standard set of evaluation
datasets: as discussed before, numerous datasets
have been developed in the past eight years. The
key challenge, therefore, involves designing a stan-
dardized evaluation framework that would facilitate
the automatic comparison of different models.

6 Ethical Considerations

In this section, we discuss the ethical considera-
tions associated with MNMT research.

Data privacy and security. MNMT datasets
typically include user-generated text and images,
which may contain identifiable personal details
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such as faces, license plates, and potentially even
geographic locations. Thus, proper data cleaning
and anonymization are critical to prevent personal
information leaks. Additionally, encryption tech-
nologies should be employed to protect data during
transmission and storage to prevent unauthorized
access and data leaks.

Fairness and bias. Dataset biases include those
that involve gender, race, and culture. These bi-
ases may be learned by the model and reflected
in the translation results. This can not only affect
the quality of translations but also lead to discrimi-
natory practices when these models are applied in
real-world scenarios. To mitigate biases, datasets
should extensively cover various geographical re-
gions, languages, and cultural backgrounds.

Transparency. Since MNMT architectures are
often black-box systems, the internal mechanisms
remain obscure. Enhancing model transparency
means making the model’s operating mechanisms,
decision-making basis, and limitations known to
users. For example, developing visualization tools
that illustrate how the model utilizes image infor-
mation and how it integrates multimodal informa-
tion to enhance machine translation quality could
enhance model transparency.

Cultural sensitivity and adaptability. In real-
world scenarios, the content requiring translation
may involve sensitive topics specific to certain cul-
tures or social groups. Consider the source sen-
tence "A woman is wearing a headscarf while pray-
ing in the mosque". In this example, the "head-
scarf" holds specific religious significance in Mus-
lim culture. Misinterpreting it as a "hat" may ap-
pear disrespectful toward religious and cultural val-
ues, and in certain contexts, it could even cause
offense. Therefore, when handling content related
to religion, culture, or social groups, MNMT mod-
els must be sensitive to these expressions and accu-
rately preserve their cultural meaning.

7 Concluding Remarks

‘We conclude with directions for MNMT research.

Corpora. Existing MNMT datasets have sev-
eral limitations, including limited scene diversity,
the lack of domain-specific terms, and insufficient
representation of metaphors and cultural context.
These issues hinder the full exploration of the vi-
sual modality, affecting its role in different scenar-
i0s. Moreover, the lack of explanations for how to

combine the modalities to produce the correct trans-
lation makes it non-trivial to develop interpretable
MNMT models in a supervised manner. We recom-
mend that efforts be devoted to the development
of annotated corpora for MNMT that address as
many of the aforementioned limitations as possible.
Details can be found in Appendix B.1.

Evaluation. To facilitate the comparison of dif-
ferent MNMT models, we recommend the devel-
opment of a standard evaluation framework that
should be composed of a set of evaluation datasets
and metrics that all MNMT researchers should use.
We believe that the development of such a frame-
work would benefit the field in the long run, but it
would require the consensus of the community. We
therefore recommend that MNMT researchers dis-
cuss this issue and develop a shared vision for the
field through a shared task on MNMT. Our sugges-
tion to develop a standard evaluation framework is
by no means an attempt to discourage development
of new metrics/datasets: as better metrics are devel-
oped, we can incorporate them into the framework.
Details can be found in Appendix B.6.

Modeling. Given our categorization of exist-
ing approaches to MNMT, we identified several
key weaknesses of MNMT models. Specifically,
MNMT models (1) are not interpretable; (2) fail to
produce fine-grained alignment of the text-image
modalities needed for accurate translation; (3)
struggle with semantic shifts across different sce-
narios; (4) are not effective at capturing cross-
modal interactions, particularly those that involve
abstract entities and concepts such as sentiment,
sarcasm, and other pragmatic aspects; (5) improve
translation quality at the expense of an explosion in
the number of model parameters; (6) focus largely
on MNMT for rich-resource languages; and (7) fail
to effectively leverage state-of-the-art LLMs and
MLLMs.

We recommend the development of MNMT
models that can address one or more of these weak-
nesses. Details on how to design effective cross-
modal fusion mechanisms and those that can han-
dle abstract entities and concepts can be found
in Appendix B.2 and Appendix B.4 respectively.
For suggestions on how to incorporate LL.Ms and
MLLMs into MNMT tasks, we refer the reader to
Appendix B.7. As far as how to handle seman-
tic shifts across different scenarios, we propose to
enhance MNMT models with collaborative multi-
agent systems (see Appendix B.5 for details).
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Limitations

Since virtually all MNMT systems incorporate only
the vision modality, our discussion has primarily fo-
cused on vision-text modalities, without discussing
other modalities like audio or sensor data.
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A State-of-the-Art MNMT Systems

Table 4 discusses the strengths and weaknesses of
the state-of-the-art MNMT systems on five com-
monly used evaluation datasets.
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System | Approach| Description Strengths Weaknesses
W | Gupta | Image- The paper integrates the se- | (1) This model combines the advan- | (1) Training and fine-tuning large
I et al. | independ- | mantic depth of LLMs with | tages of LLMs and MLLMs. (2) It | pre-trained models like CLIP and
T | (2023) | ent, the visual perception capabil- | incorporates a lightweight mapping | mBART require significant compu-
& LLM- ities of MLLMs. By design- | network that converts visual repre- | tational resources. (2) The model’s
M based ing a lightweight mapping | sentations into a format suitable for | performance is contingent upon
U network, it converts visual | processing by language models. (3) | the pre-training data, which lim-
L representations into text to- | This model does not require addi- | its its effectiveness in low-resource
T kens and concatenates them | tional image dependencies and does | or underrepresented languages. (3)
I with the target language text, | not need image inputs during the in- | The model’s fairness and accuracy
3 thereby providing the de- | ference phase, making it more flexi- | across diverse cultural contexts may
0 coder with rich contextual in- | ble and efficient for practical appli- | be affected, necessitating particular
K formation. cations. attention to data bias issues.
Guo Disambig-| The model proposed in | (1) The model achieves dynamic | (1) The model is highly dependent
M3| et al. | uation- this paper utilizes a pre- | adaptation of visual information | on high-quality image-text align-
(2022) | based trained  visual encoder | across different languages by gen- | ment data, and its performance may
and a Transformer-based | erating visual prompts related to the | decline when the data is incomplete
encoder to integrate visual | target language, thereby enhancing | or contains noise. (2) Generating
and textual information. | cross-lingual translation effective- | high-quality visual prompts requires
Additionally, it introduces | ness. (2) LVP-M3 employs a co- | significant computational resources,
a language-aware prompt | attention strategy to effectively in- | limiting the model’s scalability in
generation module (LVPG) | tegrate textual and visual informa- | multilingual and diverse data scenar-
to dynamically generate | tion during the encoding and trans- | ios. (3) In low-resource languages
visual prompts for different | lation processes, enabling the model | or with limited data, the model
target languages. to better capture the semantic in- | may struggle to effectively gener-
teractions between text and images. | ate language-aware visual prompts,
(3) By utilizing dynamically gener- | thereby impacting translation perfor-
ated visual prompts, LVP-M3 en- | mance. (4) The visual prompts are
hances translation performance in | closely tied to specific languages,
specific domains, particularly in situ- | and introducing new languages or
ations where visual information can | domains may lack flexibility, lead-
help eliminate ambiguities or cap- | ing to suboptimal performance of
ture contextual details. the model in unforeseen scenarios.
F | Guo Disambig-| Due to the significant | (1) The cross-modal interaction- | (1) There exists a gap between
A | et al. | uation- gap between visual and | complementarity mechanism effec- | the visual and textual modalities,
S | (2024a)| based textual modalities, direct | tively narrows the modality gap be- | and direct interaction can lead to
H interaction can lead to | tween text and images through a | modality collapse, meaning the ef-
I modality collapse. This pa- | bidirectional progressive modality | fective integration of information
(¢} per proposes a bidirectional | complementarity approach. (2) The | from both modalities becomes chal-
N progressive  cross-modal | model employs multi-layer modal- | lenging. (2) The alignment require-
- interaction mechanism that | ity interactions to more comprehen- | ments between the visual and tex-
M effectively narrows the | sively capture complementary infor- | tual modalities are stringent, mak-
M gap between images and | mation from multimodal data. (3) | ing it difficult to obtain suitable data
T text. It introduces a cross- | Through the Cross-Modal Adaptive | in practical applications. (3) The
modal interaction-based | Fusion (CAF) module, the model | model relies on semantically aligned
modality-complementary can adaptively integrate visual and | data, and its performance may de-
multi-Transformer (BPMCT) | textual information based on a mul- | cline in noisy environments.
to extract domain-relevant | timodal gating mechanism, thereby
multimodal representations, | enhancing translation accuracy and
thereby significantly improv- | robustness.
ing the translation quality of
domain representations.
E | Hou Disambig-| This paper introduces a do- | (1) The modality mixing selection | (1) Although the model performs
M | and uation- main shadow fusion method | voting strategy aids in integrating | well in specific domains, maintain-
M | Guo based, guided by virtual visual | dispersed visual details from the do- | ing consistent performance across
T | (2024) | Image- scenes, utilizing adaptive dis- | main, aggregating modality-mixed | multiple domains remains a chal-
independ- | tillation and a modality swap- | domain representations and text, | lenge, necessitating reliance on
ent ping mechanism to achieve | thereby enhancing the collaboration | meticulous alignment strategies.
a simpler multimodal inter- | between domain features and tex- | (2) In scenarios lacking domain-
action framework. Addition- | tual semantics. (2) Guided by vir- | relevant visual data, the model’s per-
ally, it explores the signifi- | tual visual scenes, the model gen- | formance may be limited, reduc-
cance of transitional modali- | erates smoother multimodal repre- | ing its applicability. (3) Despite
ties in the cross-modal distil- | sentations, helping to reduce the rep- | model compression, the multi-step
lation process. resentation gap between modality- | fusion process still requires substan-
mixed domain shadow details and | tial computational resources, limit-
the original text. (3) The cross- | ing its scalability. (4) Effectively ex-
modal swapping mechanism allows | changing domain-specific features
for the aggregation of dispersed vi- | between different modalities is com-
sual details across modalities, fa- | plex, and improper handling may
cilitating the integration of domain- | lead to the loss of critical semantic
specific multimodal information. information.

Table 4: Strengths and weaknesses of the state-of-the-art MNMT systems on

datasets.
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B Discussion of Future Directions

B.1 Developing New Datasets for MNMT

Current MNMT datasets have several limitations,
including limited scene diversity, lack of domain-
specific terms, and insufficient representation of
metaphors and cultural context. For example, in
datasets like Multi30k and WMT, where textual
information is abundant, the visual modality often
serves a regularization role. In contrast, in domain-
specific or multi-sense datasets like Fashion-MMT,
EMMT, and 3AM, visual information plays a cru-
cial role in semantic supplementation, helping mod-
els capture important visual features for more ac-
curate translations. To advance MNMT research
and better integrate text and visual modalities, de-
veloping more comprehensive and diverse datasets
is essential.

In addition to general requirements such as the
construction of large-scale datasets, coverage of
multiple and low-resource languages, diversifica-
tion of scenes and coverage of specialized expres-
sions, MNMT tasks should also fulfill the following
characteristics:

1. Increasing the complexity of image-text corre-
spondence: Enabling each text to correspond to
any number of visual images enhances the model’s
ability to understand information from various per-
spectives and improves its adaptability to diverse
real-world scenarios.

2. Design of adversarial samples: Testing with
adversarial samples can effectively enhance the
robustness and accuracy of the model.

3. Integration of rich cultural and contextual el-
ements: By incorporating multimodal data with
specific cultural backgrounds and contexts, the sen-
sitivity and robustness of the model to cultural dif-
ferences and contextual variations can be enhanced.

B.2 Designing Effective Cross-Modal Fusion
Mechanisms

Existing MNMT works can be categorized into two
types based on the need for visual information. The
first type, where images are essential for transla-
tion, occurs typically in scenarios with limited or
incomplete textual contexts. This is particularly
relevant when addressing ambiguities or complex
expressions, as visual information provides crucial
semantic support. The second type, where images
are optional, usually occurs when the textual in-
formation is sufficient, and visual data acts more

like regularization, offering limited improvement
to translation performance.

One of the core reasons for the aforementioned
classification is that current multimodal fusion
frameworks struggle to effectively align and inte-
grate fine-grained visual-text features. Specifically,
the use of visual information exhibits a dual-edged
effect: on one hand, visually aligned information
serves as an important semantic supplement or reg-
ularization, improving translation quality; on the
other hand, noisy visual information may disrupt
the translation process, leading to incorrect trans-
lation as shown in Figure 1. Consequently, for a
cross-modal fusion mechanism to be effective, it
should be designed to dynamically identify and cap-
ture text-related visual information and remain ro-
bust against noisy images. For example, the mech-
anism should ideally adjust the weight of the visual
information automatically by real-time analysis of
the semantic consistency between the visual and
text data, thereby ensuring translation accuracy and
adaptability to different contexts.

B.3 Interpretability of Visual Effectiveness

Since the introduction of MNMT tasks, the effec-
tiveness of visual information has been a topic
of ongoing debate. As mentioned in Section B.2,
MNMT tasks can be categorized into two primary
scenarios based on the varying requirements for
visual information. For general domain translation
tasks, numerous studies suggest that visual infor-
mation mainly serves a regularization role. In con-
trast, in domain-specific tasks or when important
semantic information is missing from the text, vi-
sual information typically acts as a supplementary
modality.

However, these studies have several limitations,
including: (1) inconsistency in evaluation frame-
works; (2) incomplete dataset designs, where visual
information often appears redundant; and (3) un-
derdeveloped cross-modal semantic alignment and
fusion mechanisms. As a result, existing MNMT
methods often offer a narrow evaluation of visual
effectiveness, failing to comprehensively explore
its underlying mechanisms. Therefore, we recom-
mend that researchers focus more on the scientific
exploration of the role of visual information.

B.4 Capturing Cross-Modal Sentiment-Aware
Aspects for MNMT

MNMT tasks have demonstrated broad potential
across various application scenarios, particularly
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Text: Oh great, it's raining again. Just what | needed on a day I planned to sunbathe. #BestDayEver

Figure 2: An example of sarcasm sampled from an
international social media platform.

within international social platforms. Consider
the sample in 2, which showcases a sarcastic post
drawn from an international social media platform.
In this example, the combination of textual and
visual information constructs a classical sarcastic
expression, which both the textual content and the
imagery collaboratively convey a deeper meaning
that is contrary to the literal interpretation. Fur-
thermore, the utilization of the hashtag “#Best-
DayEver” further enhances the extent of sarcas-
tic tone, demonstrating that the day is far from the
“great” description provided. Therefore, to enhance
the practicality of MNMT tasks in such application
scenarios, future research should focus on analyz-
ing emotional expressions and figurative language
in both images and text to achieve accurate transla-
tions of such expressions.

B.5 Enhancing MNMT with Collaborative
Multi-Agent Systems

In global news reporting scenarios, existing MNMT
methods often struggle with semantic shifts across
different scenarios when processing rapidly chang-
ing multi-source data, such as real-time videos, so-
cial media updates, and official text reports. These
issues significantly affect the deployment perfor-
mance of MNMT models. With the rapid develop-
ment of multi-agent systems, they are capable of ef-
ficiently collaborating in a multi-task environment
and can effectively process and integrate informa-
tion from various modalities. Each agent focuses
on processing data from a specific source, collabo-
rating to produce unified and accurate translation
results.

However, despite the potential advantages, the
application of multi-agent systems to MNMT tasks
faces several challenges and limitations:

1. Quality issues in continuous translation:
Continuous translation tasks often result in outputs
that do not meet expectations, including unneces-
sary explanations and loss of critical information

such as scenario details.

2. Cross-linguistic and cultural adaptability:
MNMT must handle multimodal content from di-
verse languages and cultures. Agents in a multi-
agent system typically specialize in processing spe-
cific types of data, lacking the flexibility to adapt to
semantic and emotional differences across cultures,
especially in scenarios with insufficient training
data.

3. High computational cost: Multi-agent sys-
tems, when executing complex MNMT tasks, gen-
erally require significant computational resources,
which substantially increases computational costs.

B.6 Constructing a Unified Evaluation
Framework

As described in Section B.2, the classification of
MNMT tasks based on visual information high-
lights an unresolved issue: existing MNMT meth-
ods generally lack a comprehensive framework for
evaluating both text translation quality and the role
of visual information, particularly in terms of ac-
curately assessing the impact of visual information
on translation quality. This limitation prevents a
deeper understanding of the visual modality’s func-
tion in translation tasks, highlighting the need for
an evaluation framework that can assess the in-
fluence of visual information both quantitatively
and qualitatively. For instance, the methodology
of metamorphic testing can be adopted by apply-
ing specific visual modifications to observe corre-
sponding changes in translation results. During the
training phase, specific noise can be added to im-
age features to analyze its impact on the contextual
understanding in translations. Additionally, when
the background of images changes, it is crucial to
evaluate whether the translation maintains semantic
consistency and accuracy.

However, there still remains some limitations
when applying metamorphic testing methods in
MNMT tasks. The difficulties include:

1. Complex semantic alignment: In MNMT
tasks, the semantic alignment between modalities
such as text and images is complex and variable,
complicating metamorphic testing’s ability to en-
compass all potential semantic relationships and
nuances.

2. Cultural and contextual dependency: Meta-
morphic testing may not accurately assess the ap-
propriateness or accuracy of translations without
sufficient contextual information.
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3. Dynamic content challenges: Metamorphic
testing must rapidly adjust its strategies to handle
new data from real-time updates or dynamic mul-
timodal content. Traditional metamorphic testing
often lacks the necessary flexibility and adaptabil-
ity to manage rapid changes in dynamic contexts
effectively.

B.7 Exploiting MLLMs and LLMs for
MNMT

In recent years, with the development of LLMs and
MLLMs, an increasing number of researchers have
focused on utilizing these technologies to address
challenges in MNMT tasks. According to recent
studies (Futeral et al., 2025; Gupta et al., 2023; Zuo
et al., 2023; Zhu et al., 2024), two observations can
be made:

First, for general-domain datasets, such as
Multi30k, the performance of GPT-4 is on par with
current state-of-the-art models (Zhu et al., 2024).
In contrast, other LLLMs, such as Qwen-7B-chat,
perform poorly, lagging significantly behind GPT-4.
When MLLMs, such as Qwen-VL-chat, are used,
model performance deteriorates significantly, likely
due to the introduction of the visual modality. We
hypothesize that the core issue lies in the current in-
ability of MLLMs to effectively align fine-grained
image-text representations. The visual modality, as
noise, disrupts the translation process.

Second, in domain-specific translation scenarios,
language models generally perform poorly and of-
ten result in semantic shifts, as shown in Figure
1. Similarly, when multimodal large models (e.g.,
GPT-40) are used for translating domain-specific
text with semantically aligned images and text, the
translation results are often worse than those of
language models. We speculate that this deficiency
may be attributed to the phenomenon of "visual
hallucination". Therefore, it is evident that while
LLMs perform well in general-domain translation
tasks, they struggle with domain-specific expres-
sions. Additionally, MLLMs may encounter issues
like visual hallucinations, indicating a deficiency in
understanding visual information, leading to trans-
lations that lack domain-specific features.

Based on these findings, we propose the follow-
ing future research directions:

1. Cost-effective optimization of large models:
Although current large models excel on general-
domain datasets, this performance is often achieved
by increasing the model parameters, leading to
challenges in training costs and deployment. We

suggest that MNMT researchers focus on "down-
sizing" large models through methods like distilla-
tion and transfer learning, transferring the strong
translation capabilities of large models to smaller
models. This not only integrates the advantages
of both large and small models but also reduces
training costs and significantly improves translation
quality, thus enhancing deployment capabilities in
real-world applications.

2. Collaborative use of large and small models:
In real-world scenarios, translation tasks often vary
in complexity. For different translation tasks, we
should effectively assign tasks based on their dif-
ficulty, using large models for complex tasks and
small models for simpler ones. This not only saves
computational resources but also enhances practi-
cal application capabilities.

3. Optimizing fine-grained alignment and fusion
of image-text modalities in MLLMs: Current
research on multimodal large models faces several
challenges, including visual hallucination, visual
noise, and the fine-grained semantic alignment of
image and text modalities. The introduction of
visual information may confuse multimodal large
models, leading to inaccurate translations and se-
mantic drift. Therefore, optimizing the alignment
and fusion of image-text modalities remains a criti-
cal challenge in future MNMT research.
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