Job Unfair: An Investigation of Gender and Occupational Bias
in Free-Form Text Completions by LL.Ms

Camilla Casula

Sebastiano Vecellio Salto

Elisa Leonardelli Sara Tonelli

{ccasula, svecelliosalto, eleonardelli, satonelli}@fbk.eu
Fondazione Bruno Kessler, Italy

Abstract

Disentangling how gender and occupations are
encoded by LLMs is crucial to identify possi-
ble biases and prevent harms, especially given
the widespread use of LLMs in sensitive do-
mains such as human resources. In this work,
we carry out an in-depth investigation of gender
and occupational biases in English and Italian
as expressed by 9 different LLMs (both base
and instruction-tuned). Specifically, we focus
on the analysis of sentence completions when
LLM:s are prompted with job-related sentences
including different gender representations. We
carry out a manual analysis of 4,500 generated
texts over 4 dimensions that can reflect bias, we
propose a novel embedding-based method to in-
vestigate biases in generated texts and, finally,
we carry out a lexical analysis of the model
completions. In our qualitative and quantitative
evaluation we show that many facets of social
bias remain unaccounted for even in aligned
models, and LLMs in general still reflect exist-
ing gender biases in both languages. Finally,
we find that models still struggle with gender-
neutral expressions, especially beyond English.

1 Introduction

The wide adoption of LLMs in domains where
they are expected to support or even replace hu-
man decision-making underpins the importance of
carefully assessing the presence of biases in model
outputs. Social bias, i.e. discrimination against a
social group arising from historical and structural
power imbalances (Blodgett et al., 2020), has been
the subject of several works in NLP related to fair-
ness, based first on word embeddings (Garg et al.,
2018) then on BERT-like models (Jentzsch and
Turan, 2022) and more recently on LLMs (Chen
et al., 2025). Among the domains in which LLMs
have become prevalent, we argue that a particularly
critical one is that of occupations. Indeed, if bi-
ased LLMs are used in hiring decisions, unjustly

i

He works as a mechanical engineer. He is considered
to be the best in his field.

Feminine
She works as a mechanical engineer. She is considered
one of the most beautiful women in the world.

They work as a mechanical engineer. They are considered
armed and dangerous.

Figure 1: Examples of different model completions (in
bold) given the same occupation and different gender
expressions for the Llama 3.1 70B model in English.

evaluating experiences and expertise based on gen-
der, the selection process can become highly unfair,
resulting in clear allocational harm.

In this work, we disentangle issues related to
bias in LLMs concerning gender and occupations
in Italian and English, capturing the differences in
generated text when prompted with different gen-
der signals. While occupational and gender bias
have been studied before, existing works generally
focus on constrained generation, slot filling tasks
or minimal pairs (see for example the WinoBias
dataset (Zhao et al., 2018a)). In our work, instead,
we prompt LLMs to freely complete an input sen-
tence, allowing us to probe for implicit biases we
might not see when just using first names or pro-
nouns as proxies for gender as in previous work.

While we know models are post-trained to align
with human feedback and to reduce bias, they can
still reflect and propagate social biases. Through
the creation of a comprehensive dataset of (gen-
dered) occupational titles, we therefore aim at ad-
dressing the following research questions: (RQ1)
Does the alignment process of LLMs effectively re-
duce bias (or does it merely conceal it)? (RQ2) Do
models associate certain gender identities with cer-
tain occupations, reflecting social biases? (RQ3)
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Are models more brittle to non-conforming gender
identities that go beyond the binary norm, further
marginalizing them? We explore the above ques-
tions comparing text generated in English and Ital-
ian, which are very different languages in terms of
gender marking.'

Overall, the main contributions of this work are:
i) the creation of a dataset of occupational titles in
English and Italian, adaptable to more languages
since it is derived from a database with official
translations available for many languages (Section
3); ii) a novel evaluation approach based on a statis-
tical analysis of vector representations able to cap-
ture gender and occupational biases in free-form
texts, which could be potentially extended to any
kind of bias (Section 4.3.2); iii) a thorough qualita-
tive and quantitative evaluation of different linguis-
tic dimensions that may express bias, including a
manual annotation of 4,500 texts across two lan-
guages and nine LLMs (Sections 4.3.1 and 4.3.3).

2 Related Work

Social bias has been extensively investigated in
NLP research over the past years, although the
term bias is used for a range of phenomena that
can be harmful in different ways (Blodgett et al.,
2020). Previous work on this topic has focused
on social and gender biases in word embeddings
and language models (Bolukbasi et al., 2016; Zhao
et al., 2018b; Nangia et al., 2020; Bartl and Leavy,
2024), as well as downstream tasks such as corefer-
ence resolution (Rudinger et al., 2018; Zhao et al.,
2018a), machine translation (Saunders and Byrne,
2020; Savoldi et al., 2021), and more (Bhaskaran
and Bhallamudi, 2019; Mishra et al., 2020; Dinan
et al., 2020). While some are focused on analyzing
and detailing existing biases in models (Rudinger
et al., 2018; Basta et al., 2019; Kotek et al., 2023;
Wan and Chang, 2024), others aim at debiasing
them (Bolukbasi et al., 2016; Lauscher et al., 2021;
Gorti et al., 2024), although many of these methods
tend to cover-up existing biases instead of remov-
ing them (Gonen and Goldberg, 2019).

More specifically, occupational bias and its in-
tersection with gender bias has been explored in
previous work, mostly with relation to biases in
embeddings (De-Arteaga et al., 2019; Wilson and
Caliskan, 2024; An et al., 2025). In general, an
overwhelming majority of work on this topic has fo-

'The data for this paper is available at https://github.
com/dhfbk/job-unfair.

cused on English and more specifically the United
States (Rudinger et al., 2018; Nangia et al., 2020;
Chen et al., 2025, e.g.), with only a handful of ex-
ceptions (Nomelini and Marcolin, 2024; Rankwiler
and Kurpicz-Briki, 2024; Kaukonen et al., 2025).

In addition to this, the focus of existing work is
placed largely on job advertisements and applica-
tions (Frissen et al., 2023; Ding et al., 2024) rather
than on the potential biases related to occupational
titles per se. Furthermore, a rather large portion of
previous work often uses first names as a proxy to
encode gender and other social and demographic
characteristics (De-Arteaga et al., 2019; Mishra
et al., 2020; Doll et al., 2024; An et al., 2025),
which has been found to present both validity and
ethical issues (Gautam et al., 2024). This kind of
work is also aimed chiefly at uncovering biases in
associations between occupations and gender, es-
pecially in relation to specific downstream tasks,
rather than at analyzing the kind of language pro-
duced by LLMs, which is the goal of our work.

Finally, many previous works dealing with gen-
der bias are predominantly focused on binary gen-
der representations, while non-binary representa-
tions of gender have received much less attention in
the past (Lauscher et al., 2022; Ovalle et al., 2023).
We aim at addressing this gap by considering neu-
tral gender representations in our experiments for
both English and Italian, two languages that en-
code gender differently. In fact, while English is
a notional gender language, in which gender is ex-
pressed mostly through lexically gendered forms,
personal pronouns, and possessive adjectives, Ital-
ian is a grammatical gender language, in which
gender is encoded through inflection in multiple
parts of speech (Stahlberg et al., 2007; Savoldi
et al., 2021).

3 A Database of Occupational Titles

In order to investigate occupational and gender
biases, we rely on a database of occupational ti-
tles, which we then use in our prompts to models.
This database is based on the 2008 International
Standard Classification of Occupations (ISCO-08),
the current standard employed by the International
Labour Organization (ILO, 2012). The occupa-
tional titles in ISCO are in English, and catalogued
at 4 different levels of specificity. An example of
the classification of an occupational title in ISCO
is shown in Table 1. Its four layers contain 10, 43,
130, and 436 occupational titles each (from most

22760


https://github.com/dhfbk/job-unfair
https://github.com/dhfbk/job-unfair

ISCO Code Occupational Term

2 Professional

26 Legal, social and cultural professional
261 Legal professional

2611 Lawyer

Table 1: Example of ISCO classification for lawyer.

Managers

Professionals

Technicians and Associate Professionals

Clerical Support Workers

Service and Sales Workers

Skilled Agricultural, Forestry and Fishery Workers
Craft and Related Trades Workers

Plant and Machine Operators, and Assemblers
Elementary Occupations

Armed Forces Occupations

S O 0NN AW~

Table 2: ISCO Major Groups at the I digit level.

generic to most specific). Table 2 shows the 10
major ISCO groups at the I digit level. Each major
group can contain a variable number of sub-groups.
For instance, the major group managers contains
4 sub-groups, while the major group elementary
occupations includes 6 sub-groups.?

For Italian, on the other hand, we base identity
terms on the Italian classification of occupations
(ISTAT, 2023, CP2021), which provides ISCO
codes for the occupations.® Indeed, many national
statistics institutes provide data that includes ISCO
codes, potentially enabling extensions of our ap-
proach to other languages and cultural contexts.*

From the available occupational titles, we craft
for each language a series of identity terms related
to occupations. This process results in a database
that contains identity terms for 436 occupations in
English and 813 in Italian.’

In addition to this, given that Italian is a gendered
language, we include each occupational title in its
masculine, feminine, and gender-neutral forms to
ensure inclusive representation (Stahlberg et al.,
2007; Devinney et al., 2022). For example, the
English lawyer corresponds to avvocato (m.), avvo-
cata (f.), and avvocat* (neutral) in Italian. This

Details about ISCO and its complete version are avail-
able on the ILO website: ilostat.ilo.org/methods/concepts-and-
definitions/classification-occupation/.

3https://www.istat.it/classificazione/classificazione-delle-
professioni/

“E.g., https://data.un.org/

SThis discrepancy is mostly due to size differences between
ISCO-08 and CP2021.

approach results in 2,290 identity terms in the Ital-
ian section of our database.’

4 Evaluation Framework

While most previous work on this topic focuses on
associations between gender and occupation in con-
trolled contexts, we investigate biases in language
related to occupation and gender produced by mod-
els in free-form text completion. We propose an
evaluation framework comprising two main compo-
nents: first, the creation of a comprehensive set of
hand-crafted prompts for each language and model
type, ensuring that we provide gender information
within the prompt. (Sec. 4.2). Second, an in-depth
linguistic analysis of the text completions produced
by different LLMs (Sec. 4.3), consisting of: (i) a
manual analysis of the texts, accounting for differ-
ent facets of biased language (Sec. 4.3.1), (ii) a
statistical analysis of vector representations of the
model completions (Sec. 4.3.2), and (iii) a lexical
analysis of the tokens most associated with each
gender identity (Sec. 4.3.3).

4.1 Models

We analyze text generated by nine freely avail-
able generative language models, covering both
base and instruction-tuned variants where avail-
able. The models include: Aya-Expanse 8B,
Gemma-7B, Gemma-7B-it, LLaMA 3.1 8B, LLaMA
3.1 8B Instruct, LLaMA 3.1 70B, LLaMA 3.1
70B Instruct, Mistral 7B v@.3, and Mistral
7B Instruct ve.3.

While some of these models are crafted to be in-
herently multilingual, all of them can produce texts
in languages other than English. We are particu-
larly interested in analyzing differences in model
biases across the two languages in our study.

4.2 Prompts

Since LLMs have been found to be brittle to dif-
ferent prompt choices (Zhao et al., 2021; Zheng
et al., 2024), we prompt each model multiple times,
using different prompts, for each language.

Italian As a gendered language, Italian encodes
grammatical gender in the majority of occupational
titles. Gender is also encoded in plural forms of
nouns that are otherwise gender-neutral when sin-
gular, for instance /’agente (the agent) which be-
comes le agenti (f.) or gli agenti (m.). We thus

®For a discussion on gender-neutral terminology in Italian,
see Appendix A.
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prompt models using both singular and plural iden-
tity terms and tenses. We select 4 verbs to use in our
prompts: essere (to be), essere considerat™ (to be
considered), fare (to do) and aspirare a (to aspire
to). These verbs are selected to elicit a completion
pertaining to an individual’s identity, actions and
desires. Below is an example of gendered prompt
in Italian:

la farmacista é considerata
the pharmacist (f.) is considered

English As English does not encode grammati-
cal gender through inflection as Italian does, the
strategy we adopt for English is that of condition-
ing models to generate gendered representations of
occupations by using different personal pronouns
(he, she, they respectively for masculine, feminine,
and neutral gender expression). We then select 3
verbs to use in our model prompts: fo be, to be
considered, and to aspire to.” An example prompt
is shown below:

they are a kitchen helper and they are

Each prompt is run 3 times per model to account
for stochasticity. The total amount of prompts is
4,062 for English and 18,664 for Italian. Imple-
mentation details are reported in Appendix B.

4.3 Evaluation

We structure our analysis across three axes: a hu-
man assessment, in which we manually annotate
4,500 texts generated by models from the prompts
described in Section 4.2; an automated analysis to
capture biases in gender and occupations based on
vector clustering; and finally a lexical analysis, in
which we inspect with computational methods the
lexicon generated by the different LLMs.

4.3.1 Human Analysis

We ask two annotators to label generated texts ac-
cording to 4 dimensions: gender assignment, sub-
ject misinterpretation, the topic discussed in the
text and, finally, whether the lexical focus of the
text expresses agency or communion.® The anno-
tators, one male and one female, are both either
native or fluent in Italian and English.

"To do was excluded in the English set of prompts, as it is
an auxiliary verb and it showed in preliminary experiments
to be a potentially confounding element, in contrast with the
italian essere (to be), which did not result in noisy completions
in spite of the verb being an auxiliary as well.

8The manually annotated data is available in full at https:
//github.com/dhfbk/job-unfair.

The 4,500 texts we manually evaluate are se-
lected using stratified sampling, so that for each
model and gender representation we extract the
same amount of examples for annotation. We also
sample equally by number for Italian.’

Gender assignment We analyze how often the
models misgender the subject of the prompt. For
example, the completion (underlined) ‘she is a con-
crete placer and she aspires to be a foreman’ indi-
cates misgendering, as the correct term for a female
foreman is forewoman. For this dimension, the an-
notators could label the gender assignment as either
correct or changed, specifying the gender that the
model incorrectly attributed to the subject.

Subject misinterpretation In some cases,
occupation-related identity terms are misinter-
preted by the models as typos or names for other
kinds of entities. For example, given the prompt
“They work as a mixed crop and animal producer
and they are considered’, a model might continue
with ‘a diversified farm’, interpreting producer as
referring to an agricultural enterprise (an abstract
entity) rather than a worker.'? Possible choices for
this dimension are correct, profession as a whole
(e.g. “They are a nurse and they are an important
profession’), physical object, and abstract entity.

Topic Since the prompts are intentionally
broad, the free-form completions can range across
a variety of topics. Our aim is to capture
how topics in the completions relate to occu-
pations or gender identities. For example, in
the text ‘she is a motorcycle driver and she is
a single mother of two children’ the focus shifts
from the subject’s occupation to personal details,
using a narrative tone. After a preliminary round of
annotation, the possible choices for this dimension
were defined as: occupation related: current occu-
pation, occupation related: different occupation,
person: identity, person: appearance, storytelling,
and unrelated. Storytelling refers to mentions of
past actions or life events about the subject.

Agency vs communion Inspired by work in so-
cial psychology, we analyze the lexicon in texts
produced by LLMs along the dimensions of agency
and communion (Abele and Wojciszke, 2018; Sap

°As the number of occupational titles is quite large, we
do not stratify by occupational title, and instead use random
selection for job titles in each model-gender-number group.

'"While this ambiguity is relatively less common in English
texts, it is far more frequent in Italian, in part due to agent
nominalization using overlapping suffixes to instrument nom-
inalization, especially in the feminine form (Lo Duca, 2011;
Thornton, 2015, 2018).
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et al., 2017; Wan and Chang, 2024). While agentic
lexicon typically emphasizes competence and as-
sertiveness (e.g., ‘He is a very ambitious man who
is always looking for new opportunities to make
money’), communal language suggests warmth,
morality, and ‘getting along’ within a group (e.g.,
‘She is very responsible and reliable. She is very
honest and trustworthy’). Agency and communion
are only annotated where deemed relevant by the
annotators, and they are mutually exclusive.

4.3.2 Embeddings Analysis

To investigate semantic patterns across gender and
occupation we apply a clustering framework in-
spired by Gonen and Goldberg (2019), who use
clustering to show biases in semantically related
words. In order to quantify bias, we use a non para-
metric statistical testing method based on bootstrap-
ping, similarly to what is typically done in the neu-
roimaging field to find patterns in high-dimensional
data (Maris and Oostenveld, 2007).

Our methodology diverges substantially from
other existing bias quantification techniques such
as WEAT (Caliskan et al., 2017) or SEAT (May
et al., 2019), which are widely used but have been
criticized as having limited interpretability and sus-
ceptibility to statistical artifacts (Schroder et al.,
2021). Furthermore, WEAT and SEAT are primar-
ily designed for tasks in which models associate
predefined targets with specific attributes, rather
than for free-form text. Applying them in our set-
ting would therefore be challenging, requiring con-
strained choices and the construction of ad-hoc
tests. In contrast, our approach directly analyzes
free-form completions, enabling the detection of
broader and more robust patterns of bias and allow-
ing flexible application across different contexts.

Encoding In order to analyze patterns in model
completions with regards to both gender and occu-
pations, we devise an approach based on embed-
ding vector clustering. We first represent sentences
as vectors using the Multilingual ES Text Embed-
dings (Wang et al., 2024).!!

For each model-generated text, we encode two
embeddings: one including the entire text (prompt
+ completion), and one including only the model
completion, with no prompt. Ideally, this allows
us to account for potential confounding factors due
to the gendered nature of the prompts, since we

""'The E5 text embeddings are, as of 2025, among the

best-performing on the Massive Text Embedding Benchmark:
https://huggingface.co/spaces/mteb/leaderboard.

are more interested in finding potential biases in
the completions. Furthermore, this should mini-
mize the influence of potential gender biases in the
embedding model itself.

Analysis Considering feminine and masculine
gender representations to reflect the two ends of the
gender spectrum, we consider feminine and mas-
culine prompts to investigate model biases with re-
gards to the combination of gender and occupation
at the II level of ISCO. For each set of sentences
generated by each model, separately for English
(8,136 per model) and Italian (37,328 per model),
we apply a bootstrapping method, in which we
construct 1,000 balanced subsets of 492 sentence
embeddings, by uniformly sampling across the two
considered genders and 41 occupations.'?

On each subset, we perform hierarchical cluster-
ing with the number of clusters fixed at 41 to match
the number of occupational titles. We aggregate
results across runs and build a co-clustering matrix
that reflects how consistently completions from the
same occupation-gender group were assigned to
the same cluster. The rationale behind this is that if
model completions are semantically similar given
the prompted occupations, the 41 clusters should
be based on occupations. Conversely, if sentences
for the same occupation but different genders fre-
quently fall into different clusters, this indicates
that the model generates systematically different
completions, possibly depending on gender.

Repeating the analysis through bootstrapping is
crucial to minimize random variation noise and
produce reliable results. To assess whether these
observed patterns reflect more than just chance
structure, we therefore repeat the same analysis
by randomly shuffling cluster labels, calculating
the co-clustering matrix on the shuffled data. This
shuffled control condition allows us to control for
combinatorial artifacts of the clustering algorithm.
Moreover, it enables us to evaluate the statistical
significance of our findings. Detailed sampling and
clustering procedures, as well as statistical controls,
are provided in Appendix E.

4.3.3 Lexical Analysis

To analyze the different kind of lexicon used by
LLMs when discussing occupation and gender, we
extract the most informative tokens for each gen-
der with the VARIATIONIST Python library (Ram-

"?In this case, the total of occupations for the IT ISCO level

should be 43, but two of those had gender-neutral collective
referrants such as crew and were discarded for this analysis.
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poni et al., 2024). For this, we use the built-
in normalized positive weighted relevance metric
(npw_relevance). This metric first calculates the
pointwise mutual information (PMI) between to-
kens and labels (in our case, the label indicates the
gender representation), and then weights the score
of each token by multiplying it by its frequency in
the dataset, converting negative values to 0. Finally,
it normalizes these scores between 0 and 1.

Given that we aim to compare texts for the 3
gender representations (masculine, feminine, and
neutral) and we are interested in tokens whose rele-
vance changes the most across them, we calculate
a measure of how much npw_relevance varies
across gender, which we name relevance shift
(RS). We define the Relevance Shift for token ¢
and gender g € G = {m, f,n} as

RS(t,g) =rel(t,g) — > _rel(t,g)
g'€eG\{g}

in which rel in our case corresponds to
npw_relevance. Put simply, to obtain the rele-
vance shift of a token-gender pair, we subtract the
relevance of that token for the other two gender
representations from the relevance of the token for
the gender under consideration. We then select
the top-k = 10 tokens for each model and gender
based on their relevance shift scores, to identify
potential lexical biases or spurious correlations.

5 Results and Discussion

5.1 Human Analysis

Below we present the main findings of our human
analysis, divided by dimensions as presented in Sec.
4.3.1. Inter-annotator agreement was calculated on
200 examples for the subjective annotation dimen-
sions, lexical focus and topic, as gender and subject
assignment were found to be sources of complete
agreement. The annotators had a Krippendorft’s
alpha of 0.853 for the agency-communion annota-
tion, while topics (being multi-label) had a Jaccard
coefficient of 0.743. Both these measures indicate
high agreement between the annotators.

Gender assignment The first and most striking
result we can observe from our gender assignment
analysis is that no instances of misgendering mas-
culine prompts occurred in either language across
all models, while the instances of misgendering
(0.33% of all completions for English and 36.6%
in Italian) were either feminine or neutral. More
strikingly, the large majority of all misgendered

identities are interpreted as masculine, showing
that across models there is a preference for mas-
culine representations, as shown in Figure 2 for
Italian. The complete misgendering tables are re-
ported in Appendix D.

Assigned Gender
[] Feminine

True Gender

Feminine ‘

Neutral Masculine

Figure 2: Distribution of misgendering in Italian across
all models.

Subject misinterpretation Subject misinterpre-
tations are overall somewhat rare in our English
annotations, while they are more frequent in Italian.
We show the average percentage of misinterpreta-
tion across all LLMs in Table 3. These results show
the difficulties of LLMs in handling neutral gender
representations (Ovalle et al., 2023), an occurrence
which can lead to erasure of non-conforming gen-
der identities (Dev et al., 2021; Dhoest, 2015). Fem-
inine representations of gender for Italian are also
affected by this phenomenon, especially with re-
gards to misinterpretation as abstract entities. This
is likely influenced by the greater presence of mas-
culine occupational titles in Italian, while some
feminine titles are not as common, in spite of in-
stitutional efforts (Sabatini, 1987). Furthermore,
the discrepancy between the two languages shows
that even for a medium-resourced language such as
Italian we have considerable decreases in subject
interpretation compared to English.

Subject Italian English

M(%) F(%) N(%) | M(%) F(%) N(%)
Abstract 1.9% 123% 10.6% | 0.0% 0.0% 2.6%
Object 33% 67% 60% | 0.0% 0.1% 1.5%
Profession 2.8% 89% 10.0% | 1.0% 05% 1.5%
Average 27% 93% 89% | 0.3% 02% 1.8%

Table 3: Comparison of average subject misinterpreta-
tion percentages across all models by gender.

Topic In Table 4 we report the average topic
distributions across models for English, since the
main findings are valid across most of the models
we test. The statistics on a per-model basis for both
languages are reported in Appendix D.

In contrast to the tendency we found in the sub-
Jject misinterpretation analysis, in the case of top-
ics models seem to steer away from the current
occupation more frequently in English than in Ital-
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Figure 3: Percentage of agency and communion-focused texts in English, averaged across all occupations.

ian, especially with regards to the person: iden-
tity topic and storytelling. While instruction-tuned
models tend to stay on topic more frequently as a
general rule, we still observe an average of over
20% of completions to reflect the inclination of
models to provide details about the subject’s pri-
vate life (e.g., ‘She is a finance manager and she
is married to a doctor. They have two children.’).
This tends to occur more frequently with feminine
gender representations over masculine ones, and
not as frequently with neutral gender representa-
tions, possibly due to an interpretation of gender-
neutral sentences as being more formal.

Notably, almost all cases of topics steering to-
wards physical appearance for both languages are
cases in which the gender representation was femi-
nine, showing that body-related stereotypes about
feminine subjects can persist even in aligned mod-
els (in particular, we observe this in aya expanse
8b and gemma 7b instruct).

Topic M(%) F(%) N(%)
Different Occupation 15% 16%  10%
Person: Identity 21%  23% 9%
Storytelling 18%  16% 9%
Appearance 1% 4% 0%
Unrelated 0% 0% 2%

Table 4: Average topic distribution by gender for En-
glish, averaged across all models.

Agency vs communion The average amount of
agentic and communal text completions by gen-
der representation in English is presented in Figure
3. Communal lexicon is dominant for feminine
gender representations across almost all models.
Also, there seems to be a trend in aligned mod-
els to increase agency for feminine representations,
perhaps as a way to contrast the known biased as-
sociations of feminine figures with communal lexi-
con and masculine figures with agentic language.
However, this process appears to be prone to side-
effects: along with agency, communion also in-

creases in most cases, especially for neutral gender
representations. Finally, neutral subjects seem to
be presented in the least agentic light, potentially
showing that existing efforts towards making mod-
els less biased towards women do not consider bi-
ases towards gender representations that go beyond
the masculine-feminine binary.

The full Italian statistics are reported in Ap-
pendix D. The overall trends are different from
English, showing a decrease in agency for feminine
and neutral gender in instruct models compared to
base models. Our hypothesis is that alignment is
heavily focused on English, potentially resulting in
undesired side effects on other languages.

5.2 Embedding Analysis

As discussed in Sec. 4.3.2, this analysis is con-
ducted on the masculine-feminine axis and the II
level of ISCO-08.

Full-Sentence vs No-Prompt Embeddings The
co-occurrence matrix obtained from the full sen-
tence embeddings (i.e., including the prompt)
shows nearly perfectly clustered sentences accord-
ing to occupation. In contrast, embeddings of com-
pletions without the prompt only cluster with the
same occupations 55% of the time. This indicates
that when removing the prompt, completions may
cluster more based on gender, suggesting the poten-
tial presence of biases. For all subsequent analyses
described in this section, we used only the "no-
prompt" embeddings since we aim at evaluating
biases in the generated completions.

Co-Clustering Gender-Occupation Matrix We
compute a p-value for each occupation—gender
pair in the co-clustering matrix, showing how fre-
quently texts with the same gender representation
and job title are clustered together. Figure 4 shows
the average p-values across all models and lan-
guages: the top-left quadrant corresponds to mascu-
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line-masculine (MM) co-clustering, the bottom-right
to feminine—feminine (FF), while the other two
quadrants represent cross-gender co-clustering (FM,
MF). Within each quadrant, the diagonals capture
same-occupation clustering, while off-diagonal en-
tries capture co-clustering of different occupations.

Emerging patterns Given the large number of
comparisons, we do not interpret individual occu-
pation—gender pairs, instead we focus on the emerg-
ing broad patterns and quantify them through effect
size measured with Cohen’s d (Lakens, 2013).

All the diagonals of the four quadrants of fig-
ure 4, i.e. same-job co-clustering, show low p-
values. The same-gender diagonals show medium-
large effects sizes MM: d = 0.55 £ 0.06; FF:
d = 0.56 £0.07), while the cross-gender diagonals
display a slightly lower, though still substantial, ef-
fect (MF/FM: d = 0.50 £ 0.013), indicating a certain
extent of semantic similarity for the description
of the same occupations, higher within the same
genders.

Interestingly, off-diagonal regions of the ma-
trix, i.e. different-job co-clustering, show different
behaviors between cross- and same-gender quad-
rants. In the same-gender quadrants, off-diagonal
values tend to be lower and show pronounced
“blue squares” along the diagonals, i.e., areas of
low p-values that indicate stronger-than-chance co-
clustering. These square patterns derive from the
structure of the ISCO framework, where similar
professions are grouped in close proximity and
macro-categories (ISCO level 1) are hierarchically
organized from high- to low-skill occupations. As
a result, related professions naturally cluster to-
gether, while it is possible to note how higher-
skill macro categories (ISCO 1-5) do cluster less
with lower-skill categories (ISCO 6-9). Never-
theless, the average off-diagonal effect sizes for
same-gender comparisons remain close to zero (MM:
d = 0.02 & 0.15; FF: d = 0.03 £ 0.16), reflect-
ing the fact that localized clustering effects can-
cel out when aggregated across the full quadrant.
In the cross-gender quadrants, the “blue squares”
are less pronounced, and regions spanning differ-
ent skill levels exhibit very high p-values. Corre-
spondingly, the off-diagonal averages show small
negative effect sizes (MF: d = 0.26 £ 0.20; FM:
d = 0.26 & 0.18), indicating that different genders
and different occupations tend to be less semanti-
cally similar than expected by chance.

In sum, off-diagonal patterns indicate that within
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Figure 4: Top: Co-clustering gender-occupation ma-
trix (mean p-values across models). Rows and columns
represent masculine and feminine prompt completions,
ordered by category (II level of ISCO-08). The four
quadrants reflect within or across gender co-cluster. Val-
ues along the diagonals of each quadrant show same-
occupation clustering, off-diagonal ones indicate cross-
occupation associations.

genders, similar professions are described in se-
mantically similar ways, consistently with the
ISCO structure. Across genders, however, this
coherence largely disappears, and even falls be-
low chance, indicating that the way professions are
described is shaped largely by gender.

Instruct vs base models When analyzing sepa-
rately the co-clustering matrix for instructed and
base models, we find that the proportion of data
clustered within the same profession is significantly
lower for the base models and that the pattern de-
scribed in the previous section is attenuated in the
instructed models but amplified in the base ones.
Additional details are provided in Appendix E.2.

5.3 Lexical Analysis

Table 5 shows the top-5 tokens by relevance shift
across different models for each gender represen-
tation in English, which summarize the main take-
aways of this analysis.!> Remarkably, the word
woman appears among the first ones for all models
and in both languages. The absence of the word
man, but the presence of the word person in the
masculine counterparts of the most relevant tokens
for each gender suggests that all models are sub-

3The full top-10 tokens tables for both languages are re-
ported in Appendix F.
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aya-exp-8b gemma-7b gemma-7b-it Llama-70B  Llama-70B-in  Llama-8B  Llama-8B-in Mistral-7B-In  Mistral-7B
F woman woman field mother woman woman woman dedicated woman
beautiful mother passionate woman dedication mother female invaluable mother
female beautiful efficient child pioneer beautiful respected asset beautiful
women daughter strong single craftswoman girl male dedication wife
powerful wife woman women dominate child dominate enjoy daughter
M  hero friend meticulous person experienced person verse craftsman father
party person master father reputation friend extensive current person
fan father skilled hard time worker experienced lie national
figure protagonist  craftsman party deep union final collar husband
footballer  character hard university entrepreneur  association  background blue handsome
N  essential  responsible  essential responsible tradespeople  responsible  personnel play responsible
pandemic  business worker industry responsible maintenance  essential essential industry
covid provide build team crucial industry tradespeople  crucial nurse
19 industry provide backbone play team require aim people
worker team operation — maintenance  require business laborer professionals  team

Table 5: Top-5 tokens by relevance shift across gender representations and models in English.

ject to the male as norm bias, even aligned and
supposedly less biased models.

Furthermore, for English, the most relevant to-
kens for the neutral gender representations include
tokens that appear more on-topic within the domain
of occupations. As mentioned in the topic analysis,
this might be an effect of the prevalence of neu-
tral gender representation in corporate or formal
settings. Conversely, for Italian the most relevant
tokens for neutral gender representations include
a large amount of lexical artifacts and incomplete
words for some models, again showing that LLMs
struggle with gender-neutral expressions in Italian.

We can observe some positive impact (in terms
of seemingly reduced bias) of the alignment pro-
cess across models. For instance, feminine family
roles, such as mother, tend to disappear from the
top-10 most informative tokens in gemma-7b-it,
both Llama instruct models, and Mistral-7B
instruct compared to the same models’ base ver-
sions, showing that in their instructed versions the
models appear to use more topic-appropriate lex-
icon rather than defaulting to traditional gender
roles. Furthermore, with the exception of the gemma
models, instruct models tend to more reliably recog-
nize gender neutral expressions in Italian, although
difficulties can still be observed, especially for the
gemma-7b-it model.

However, this also results in unexpected comple-
tions that may be the result of ‘over-alignment’, es-
pecially in Italian. For instance, words referring to
risk and dangerous tasks, such as the words morto
(dead) or preicolosamente [sic] (dangerously), are
in the top-10 tokens for masculine gender repre-
sentations across different models, while terms re-
lated to prestigious occupations, such as ceo and

scienziata (scientist (f.)), are associated mainly to
female gender representations. This occurs less
frequently with English prompts, suggesting that
instruction post-training for most models does ap-
pear to reduce gender bias in English contexts to
some extent, although this may not be the case for
other languages.

6 Conclusions

In this work, we have proposed an in-depth anal-
ysis of model biases related to gender and occu-
pation across 9 widely used LLMs, both base and
instruction-tuned, focusing on free-form text com-
pletions. We created a comprehensive dataset of
occupational titles and prompts in Italian and En-
glish and proposed a novel evaluation framework
to inspect model biases in generated texts.

In our analysis, comprising a manual assessment,
a statistical embeddings analysis and an automatic
lexical analysis, we found that, while model align-
ment does reduce the impact of some biases, it
also has counterintuitive effects (RQ1). Further-
more, models heavily rely on associations between
genders and occupations, reflecting and potentially
propagating social biases in both languages (RQ?2).
Finally, neutral gender representations appear to be
misgendered and misinterpreted more often, espe-
cially for Italian, and to be presented as less agentic
than other gender identities (RQ3). These findings
highlight that much effort has yet to be carried out
to make sure models do not propagate existing so-
cial biases, especially for contexts beyond English.

Limitations

The current work presents some limitations. Al-
though we consider also gender neutral forms aside
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from binary ones, there are other gender identities
that we do not take into account, such as those
expressed through neopronouns.

We take into consideration a large amount of
dimensions but due to space limitations, they have
not been thoroughly discussed in this work, such
as the interplay between gender bias and occupa-
tional bias at the most granular ISCO level. The
full dataset is available on GitHub for further ex-
ploration. '

Additionally, we include in this work two lan-
guages that show different types of gender marking
and therefore offer two different perspectives on the
expression of gender and occupational bias. How-
ever, more languages could be added, especially
low-resourced ones. We consider our analysis a
first step and we hope others will be interested in
carrying out similar analyses for other linguistic
and cultural contexts.

The embeddings analysis is based only on one
embedding model, which could influence the clus-
tering results. Nevertheless, we think that the spe-
cific design of our approach, calculating embed-
dings both with and without the prompt, helps mit-
igate this effect. Indeed in the main analysis, by
focusing only on the generated completions, we
do not include the portions of the sentence that are
more susceptible to bias, i.e., the gendered prompts.
Moreover, because our analysis spans a wide range
of occupational prompts and completions across
multiple models, the trends we observe are robust
at the aggregate level. While the embedding model
may still influence individual representations, we
consider it unlikely to account for the systematic
clustering patterns we report. An analysis of each
specific model or of point-wise biases is beyond
the scope of this manuscript and left for further
investigations.

Ethical Statement

The goal of the current work is to disentangle bi-
ases in LLMs related to gender and occupations.
We do not use any personal data or perform any
jailbreaking in our model evaluation. On the con-
trary, this work goes in the direction of using LLMs
in a more ethical way, with the goal of minimising
the risk of harm and discrimination.
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Appendix
A Gender Neutrality in Italian

While English speakers can count on widespread
gender-neutral linguistic devices, such as the sin-
gular they, Italian speakers cannot rely on widely
accepted gender neutralization devices. Examples
of resources that are commonly used to express
gender in a neutral way are epicene words (which
avoid gender specifications), changes in verb forms
that avoid specifying gender, and omission of gen-
dered specifiers (Piergentili et al., 2023). Strategies
that make use of neomorphemes and graphemic de-
vices are, on the other hand, less widely accepted,
and more common in informal settings (Comandini,
2021). However, for the experiments in this paper,
we aim at altering the original job titles as little
as possible, as the single lexical units (which are
gendered in Italian) are at the base of the analysis
of different occupations.

We prefer innate gender-neutral forms where
available in Italian. When they are not available,
they are either constructed with umbrella terms
such as person, or produced using a star symbol
(**) as a gender-signalling graphemic device, which
is frequent in online uses of Italian (Comandini,
2021). This approach to gender representation is
not intended as an exhaustive representation of bi-
nary and non-binary identities and of gender neu-
tralization devices in Italian, being mostly a device
that allows us to express neutral gender representa-
tion while sill conveying job title information.

B Implementation Details

The models we use to generate free-form text com-
pletions include: Aya-Expanse 8B (Al and Co-
here, 2024), Gemma-7B and Gemma-7B-it (Gemma
Team and Google DeepMind, 2024), LLaMA 3.1
8B,LLaMA 3.1 8B Instruct,LLaMA 3.1 70B, and
LLaMA 3.1 70B Instruct (Llama Team and Al
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@ Meta, 2024), Mistral 7B v@.3, and Mistral
7B Instruct v@.3 (Jiang et al., 2023). For all
models, we set temperature to 0.3 and top_k to 50,
to ideally obtain diverse completions that are still
somewhat close to the internal representations of
the models, limiting the overall stochasticity of the
decoding process. However, in a preliminary round
of manual annotation on data generated using a
temperature of 0.9, we did not find large differ-
ences between the generations for what concerns
the 4 dimensions included in our human analysis.

Experiments were conducted using in-house
computational resources, totaling around 390 hours
on a Nvidia A40 GPU.

B.1 Task Descriptions

While for base models we only provide the model
with the prompt itself (e.g., just she is a nurse and
she aspires to), for instruction-tuned models we
use the following task descriptions, which are de-
liberately maintained short to avoid confounding
effects due to task prompt choice:

* Completa la seguente frase in italiano:
{prompt}
e Complete the following sentence: {prompt}

B.2 Filtering

Given that free-form text can be noisy (especially
with instruction-tuned models the completions can
start with ‘Sure, here’s your sentence’ or similar
expressions), we first explore the raw generated
data and then implement a filtering algorithm.

* For base models, we keep the first line in the
completion,

¢ For instruct models:

— We isolate assistant responses,

— We look for markers included in [here,
sure, ecco, frase, sentence), and colons
(), only preserving the first line after the
marker,

* For both models, we finally remove trailing
quotation marks, ellipses, markdown empha-
sis markers, and trailing whitespace.

We then save text completions both with and
without the original prompt, in order to have both
embeddings for the experiments shown in Sec. 5.2.

C Annotation Guidelines

In this section we report the annotation guidelines
we adopted for the human evaluation. The anno-
tators were given access to pairs of prompts and
relative generated sequence.

Gender This should assess the models’ ability to
recognize and respect the gender expressed by the
prompt. Possible choices for this annotation are
maintained, changed: inconsistent, changed: con-
sistent. If changed, specify the gender the model
switched to as masculine, feminine, or neutral.

Subject This should assess whether, regardless of
the correctness or consistency of the sentence, the
subject is correctly interpreted as a human identity.
Possible choices are correct, profession as a whole,
physical object, abstract entity.

Topic Express which topics are addressed in the
generated sequence. The topics can be related to
an occupation, to one’s personal identity, narra-
tive or storytelling elements (such as past actions
or life events, perhaps fictional), or be completely
unrelated to the context. You can select multiple
topics for one completion where applicable. Pos-
sible choices are occupation related: current oc-
cupation, occupation related: different occupation,
person: identity, person: appearance, storytelling,
unrelated.

Agency vs Communion Below we report the
definition of agency and communion from Abele
and Wojciszke (2007):

Agency is related to strivings to individuate and
expand the self and involves such qualities like in-
strumentality, ambition, dominance, competence,
independence, stereotypical masculinity, and effi-
ciency in goal attainment. Communion arises from
strivings to integrate the self in a larger social
unit through caring for others and involves such
qualities like focus on others and their well-being,
cooperativeness, expressivity, warmth, trustworthi-
ness, interdependence, nurturance, and stereotypi-
cal femininity.

Possible choices are agency, communion, none.

D Complete Human Analysis Results

In this section, we report the full human evalua-
tion results. Gender assignment distributions by
model and gender are reported in Table 6 for both
languages. Subject misinterpretation results are
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Misgendering Assigned Gender Misgendering Assigned Gender
Model M(%) F(%) N(%) | M(%) F(%) N(%) Model M(%) F(%) N(%) | M(%) F(%) N(%)
aya-expanse-8b 0% 0% 0% 0% 0% 0%  aya-expanse-8b 0% 9%  41% 93% 7% 0%
gemma-7b 0% 0% 1% | 100% 0% 0%  gemma-7b 0% 7%  13% 89% 11% 0%
gemma-7b-instruct 0% 0% 1% | 100% 0% 0%  gemma-7b-instruct 0% 0%  20% 67%  33% 0%
Llama-70b 0% 0% 4% 33% 67% 0%  Llama-70b 0% 2%  21% 86% 14% 0%
Llama-70b-instruct 0% 1% 3% | 100% 0% 0%  Llama-70b-instruct 0% 6%  32% 95% 5% 0%
Llama-8b 0% 0% 2% 0% 100% 0%  Llama-8b 0% 7%  14% | 100% 0% 0%
Llama-8b-instruct 0% 0% 0% 0% 0% 0%  Llama-8b-instruct 0% 18%  31% 95% 5% 0%
Mistral-7B 0% 1% 2% 67%  33% 0%  Mistral-7B 0% 2%  16% 94% 6% 0%
Mistral-7B-instruct 0% 0% 1% | 100% 0% 0%  Mistral-7B-instruct 0% 25%  50% 81% 19% 0%
Instruct Average 0% 0% 1% | 100% 0% 0%  Instruct Average 0% 12%  35% 90%  10% 0%
Non Instruct Average 0% 0% 2% 56%  44% 0%  Non Instruct Average 0% 5%  16% 92% 8% 0%
Average 0% 0% 2% 69%  31% 0%  Average 0% 9%  25% 90%  10% 0%

Table 6: Incidence of misgendering by gender in English (left) and Italian (right), and distribution of assigned

genders.

—8— Agentic: Masculine
Agentic: Feminine
Agentic: Neutral

—-m- Communal: Masculine
Communal: Feminine
—~m- Communal: Neutral

%

T T T T T T T
aya-expanse-8b gemma-7b  gemma-7b-instruct Llama-70B  Llama-70B-instruct  Llama-8B Llama-8B-instruct

T
Mistral-7B

T
Mistral-7B-instruct

Figure 5: Percentage of texts annotated as agency-focused and communion-focused in Italian for each gender

representation and model, averaged across all occupations.

Model Subject M (%) F (%) N (%) Model Subject M (%) F (%) N (%)
Abstract  0.00% 0.00% 3.66% Abstract  0.00% 26.15%  9.47%

aya-expanse-8b Object  0.00% 0.00% 1.22% aya-expanse-8b Object 0.00% 3.08% 2.11%
Profession  0.00% 0.00% 0.00% Profession  3.80% 9.23% 4.21%

Abstract  0.00% 0.00% 9.09% Abstract  4.00% 1791% 18.10%

gemma-7b Object  0.00% 1.15% 2.27% gemma-7b Object 8.00% 597%  6.67%
Profession  0.00% 0.00% 0.00% Profession  0.00%  597% 12.38%

Abstract  0.00% 0.00% 1.22% Abstract  1.72% 20.75% 16.33%

gemma-7b-instruct Object  0.00% 0.00% 0.00% gemma-7b-instruct Object 3.45% 9.43%  6.12%
Profession  0.00% 0.00% 0.00% Profession  6.90% 11.32%  6.12%

Abstract  0.00% 0.00% 1.47% Abstract  0.00% 16.13%  3.88%

Llama-70B Object 0.00% 0.00% 1.47% Llama-70B Object 4.11%  9.68%  8.74%
Profession  0.00% 0.00% 1.47% Profession 2.74%  8.06%  4.85%

Abstract  0.00% 0.00% 2.56% Abstract  0.00% 10.94%  3.54%

Llama-70B-instruct Object  0.00% 0.00% 0.00% Llama-70B-instruct Object 1.32% 1.56% 1.77%
Profession  1.22% 0.00% 1.28% Profession  0.00%  6.25% 10.62%

Abstract  0.00% 0.00% 1.18% Abstract  2.90% 1.35% 11.01%

Llama-8B Object 0.00% 0.00% 2.35% Llama-8B Object 1.45% 8.11% 6.42%
Profession  0.00% 0.00% 1.18% Profession 1.45%  541%  4.59%

Abstract  0.00% 0.00% 0.00% Abstract  0.00% 2.94%  6.73%

Llama-8B-instruct Object  0.00% 0.00% 0.00% Llama-8B-instruct Object 137% 147% 4.81%
Profession 0.00% 0.00% 0.00% Profession 2.74% 11.76% 15.38%

Abstract  0.00% 0.00% 3.33% Abstract  5.48% 12.70% 12.96%

Mistral-7B Object  0.00% 0.00% 1.11% Mistral-7B Object  6.85%  7.94%  141%
Profession  0.00% 0.00% 1.11% Profession 4.11% 15.87% 20.37%

Abstract  0.00% 0.00% 1.16% Abstract  0.00%  1.64% 14.86%

Mistral-7B-instruct Object 0.00% 0.00% 1.16% Mistral-7B-instruct Object 2.41% 3.28%  6.76%
Profession  5.62% 3.80% 4.65% Profession  1.20% 1.64% 12.16%

Table 7: Subject misinterpretation

distributions by

Table 8: Subject misinterpretation

model and gender for English. model and gender for Italian.
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Masculine
Different Occupation 8% 12% 28% 16% 17% 16% 7% 20% 9% | 5% 1% 3% 8% 9% 5% 4% 4% 7%
Person: Identity 36% 24% 25% 14% 13% 14% 4% 33% 22% | 1% 5% 7% 1% 2% 9% 6% 6% 0%
Storytelling 2% 30% 0% 25% 6% 26% 8% 20% 4% |4% 25% 8% 16% 6% 13% 4% 25% 2%
Person: Appearance 0% 1% 0% 0% 0% 1% 0% 4% 0% |0% 0% 0% 0% 0% 0% 0% 0% 0%
Unrelated 1% 0% 0% 16% 0% 1% 0% 0% 0% |0% 7% 5% 3% 2% 8% 1% 4% 1%
Feminine
Different Occupation 10% 18% 23% 19% 11% 17% 8% 27% 10% | 0% 3% 1% 5% 10% 4% 1% 1% 0%
Person: Identity 33% 28% 23% 17% 18% 21% 7% 33% 25% | 7% 10% 8% 5% 1% 12% 10% 5% 3%
Storytelling 36% 24% 1% 25% 7% 24% 3% 20% 4% | 1% 26% 6% 8% 1% 1% 3% 20% 3%
Person: Appearance 3% 4% 2% 2% 0% 4% 0% T% 0% | 0% 1% 0% 2% 0% 0% 1% 1% 0%
Unrelated 0% 0% 0% 0% 0% 0% 0% 0% 0%|0% 6% 4% 1% 1% 10% 4% 4% 0%
Neutral
Different Occupation 5% 6% 8% 5% 11% 12% 9% 22% 8% | 0% 1% 1% 3% 6% 4% 4% 2% 1%
Person: Identity 20% 16% 20% 5% 4% 5% 0% 6% 5% |1% 1% 6% 2% 3% 10% 4% 3% 1%
Storytelling 24% 16% 9% 6% 1% 8% 6% 1% 2% |4% 18% 6% 9% 6% 13% 3% 19% 1%
Person: Appearance 0% 0% 0% 1% 0% 0% 0% 0% 0% |0% 0% 2% 0% 0% 0% 0% 0% 0%
Unrelated 1% 2% 1% 5% 5% 1% 0% 0% 0% |4% 13% 10% 2% 2% 12% 4% 2% 6%

Table 9: Topic distribution by gender across models for English (left) and Italian (right).

shown in Table 7 for English and Table 8 for Ital-
ian. Topic distributions by gender and model are
shown for both languages in Table 9. Finally, the
percentage of agentic and communal completions
by gender in Italian is shown in Figure 5.

E Embedding analysis details and
additional results

E.1 Details of Co-Clustering Matrix
Calculation

All the analyses were conducted with the MAT-
LAB software. We applied a consistent sampling
(bootstrapping) and clustering procedure to both
the Italian and English datasets. The Italian data in-
cludes 55,992 occupation-related sentences, while
the English data consists of 12,204 completions,
both mapped to the 41 occupations in the II level of
ISCO-08 and different gender representations (mas-
culine, feminine, neutral). We randomly sampled
6 sentences per gender masculine and feminine
within each occupation, yielding a balanced set of
492 sentences (41x6x2). In both cases, a clustering
procedure was repeated 1,000 times, each time on
a new stratified sample of sentences. To quantify
the semantic affinity between occupation-gender
groups, we compute a co-clustering matrix that cap-
tures how often texts from different groups are as-
signed to the same cluster across the repeated runs

of unsupervised clustering. Specifically, in each
run, sentence embeddings are first converted into a
pairwise dissimilarity matrix using 1correlation as
the distance metric. The linkage function present
within the MATLAB software was then used with
Ward’s method to construct a hierarchical cluster
tree, which minimizes the total within-cluster vari-
ance. To extract clusters corresponding to occupa-
tional categories, we used the dendrogram function
of MATLAB, with the number of clusters explic-
itly set to 41, matching the number of second-level
ISCO occupational categories in our dataset (for
which we had gendered terms). For each run, we
calculated how often text completions from dif-
ferent groups (i.e., 41 occupations x 2 genders)
were grouped in the same cluster and then aver-
aged over all runs to obtain the final co-clustering
matrix. In this way, random fluctuations were can-
celled out while consistent co-clustering patterns
could emerge. To estimate the statistical signifi-
cance of the observed co-clustering patterns, we
repeated the same 1,000 clustering runs while ran-
domly shuffling the cluster labels assigned to each
sentence, on the same sentence sample. This al-
lowed us to assess whether the observed clustering
structure reflects meaningful semantic organization
beyond chance.
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Figure 6: Proportion of co-clustering along the diagonal
with respect to the entire quadrant. Bars indicate the
standard error of the mean across models
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Figure 7: Co-clustering gender-occupation matrices:
mean p-values across instructed models (left) and base
models (right).

E.2 Additional Results: Instructed vs Base
Models

To investigate differences between instructed
and base models, we aggregated them into two
groups and compared their gender—occupation co-
clustering patterns. Figure 6 reports the proportion
of diagonal co-clustering across all quadrants and
reflects how often embeddings for the same occu-
pation are grouped together. Both groups show a
decrease when moving from same-gender (MM, FF)
to cross-gender (MF, FM) quadrants, suggesting that
the same occupations are described in a less se-
mantically similar way across genders than within
the same gender for both instruct and base models.
Moreover, instructed models consistently maintain
a higher proportion of diagonal co-clustering in
every quadrant. This indicates that embeddings for
the same occupation are more reliably grouped to-
gether and less influenced by gender when models
are instruction-tuned.

A clear difference also emerges visually in the
gender—occupation co-clustering matrix shown in
Figure 7, which represents the same matrix shown
in Figure 4 but averaged across instructed and base

models separately. We can observe how cross-
gender and same-gender quadrants show different
behavior for base models indicating different clus-
tering across same- and cross-gender, while instruc-
tions mitigate the gender asymmetries observed in
the base models.

F Complete Lexical Analysis Results

The full lists of most relevant tokens for each gen-
der identity by relevance shift (Sec. 4.3.3) are re-
ported in Table 10 for English and Table 11 for
Italian.
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G aya-exp-8b gemma-7b gemma-7b-it Llama-70B Llama-70B-in Llama-8B  Llama-8B-in Mistral-7B-In  Mistral-7B
F  woman woman field mother woman woman woman dedicated woman
beautiful mother passionate woman dedication mother female invaluable mother
female beautiful  efficient child pioneer beautiful respected asset beautiful
women daughter  strong single craftswoman girl male dedication wife
powerful wife woman women dominate child dominate enjoy daughter
mother women fearless widow advocate model passionate passionate sister
girl female tradesperson  daughter groundbreaker actress barrier woman actress
association  model ceo girl male daughter break evident model
forbes pioneer renowned businesswoman  break wife dedicate strength single
recipient girl brilliant cook barrier women advocate organized child
M hero friend meticulous person experienced person verse craftsman father
party person master father reputation friend extensive current person
fan father skilled hard time worker experienced  lie national
figure protagonist  craftsman party deep union final collar husband
footballer  character hard university entrepreneur association background blue handsome
2014 main Jack hero understanding  footballer geothermal stepping union
player association  captain friend knowledgeable  local metallurgy experienced  actor
history university handsome graduate groundbreaking  father craftsman custodian friend
communist  handsome valuable communist craftsman businessman  optimization — extra son
assembly graduate tradesman china university player stress compose businessman
N essential responsible essential responsible tradespeople  responsible  personnel play responsible
pandemic business worker industry responsible maintenance  essential essential industry
covid provide build team crucial industry tradespeople  crucial nurse
19 industry provide backbone play team require aim people
worker team operation maintenance require business laborer professionals  team
responsible  service artisan risk maintain production operating economy maintenance
provide commit expand senior specialized backbone manual workers backbone
ensure Sfamily industry safety training provide ict allied operation
client people project construction role repair supplier respective construction
patient quality inspire occupation assist safety dexterity artisans smooth

Table 10: Top-10 tokens by relevance shift across gender representations and models in English.
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G aya-exp-8b gemma-7b gemma-7b-it Llama-70B  Llama-70B-in  Llama-8B  Llama-8B-in Mistral-7B-In Mistral-7B

F  essa donne operative donne donne donne figura persona donne
she women operating women women women figure person women
figura donna aggiunta professione  donna donna donne figura importanti
figure woman addition occupation woman woman women figure important
fondamentali  figura [frase donna potenti importanti figure her donna
fundamental  figure sentence woman powerful important figures her woman
donne importanti pioniera soggette scienziate prime importanti donne pericolose
women important pioneer subject scientists first important women dangerous
figure figure evolute prime professoressa  figura rispettate espertissima antiche
figures figures evolved first professor figure respected expert ancient
vasta sviluppate variabili figura Sfemminili professione  soggette utilizzate utilizzate
wide developed variables figure feminine occupation subject used used
gamma persona finestra importanti scienziata italia utilizzate fondamentali sexy
array person window important scientist Italy used Jfundamental sexy
metodi utilizzate enrichiata macchina numerose tenute rilievo professione soggette
methods used - machine numerous held importance occupation subject
professione antiche evolutive antiche obbligate macchina riconosciute  professoressa figure
occupation ancient evolutionary ancient obliged machine recognised professor figures
riferimento soggette usate Sfemminile importanti figure utilizzata macchina potenti
reference subject used feminine important figures used machine powerful
M veri padre artisiti autonomi affidamento tenuti esposti his personaggio
true father - autonomous  custody held exposed his character
svolgono primi esperati grado categoria primi assicurare technician lavora
perform first - degree category first to ensure technician works
propri autonomi pericosi tenuti intensivo autonomi principale aspires grado
proper autonomous - held intensive autonomous — main aspires degree
riconosciuto  mestiere experts autonomo team esposti compito on esposti
recognized craft experts autonomous — team exposed task on exposed
padri esposti esami esposti obbligati compito altamente operari protagonisti
fathers exposed exams exposed forced task highly - protagonists
pubblicitarie  riparare operaioli lavora professore chiamati dispositivo translates chiamato
advertising repair - work professor called device translates called
esposti interessati capaci esposto lavora progettati manutenzioni  funzionario rappresenti
exposed interested capable exposed works designed maintenance  official (you) represent
fondatori acquisito pericolosamente  soggetto esposti progettare funzionari become chiamati
founders acquired dangerously subject exposed to design officials become called
risoluzione incaricato eroi svolge morto ambito riparazioni installazione  sindacato
resolution responsible  heroes performs dead scope repairs installation trade union
ottimizza veri periodici primi manutenzioni  rischi ottiene eroe procinto
optimizes true periodic first maintenance  risks obtains hero about to
N completa facoltativa n lavorare richiede de richiede completa de
complete optional - to work requires - requires complete -
[frase n complessa lavorat qualita 1 processo frase attivit
sentence - complex stimolante quality - process sentence -
operato principali ta stimulating  specifiche attivit frase conduttura riferimento
activity major - n specifications - sentence pipeline reference
ricercato pi rata - competenze qualit attenzione riferimento qualit
wanted - instalment attivit competenze - attention reference -
affermazione  facolt ono - efficienza el completa massima garantire
statement - - f efficiency - complete highest to ensure
i de rate - economica pi complesso operazione n
- - instalments corso economic - complex operation -
confezionato  fornire na course attenzione ser integrante condutture r
packed to provide - dinamico attention - integral pipelines -
complesso soddisfare sparmiare dynamic riferimento y complessa cercando particolare
complex to satisfy - materia reference - complex seeking particular
oggetto promuovere ate matter processo en pOsso perfezione importanza
object to promote - soggett process - (I) can perfection importance
tagliati facoltativo aumentare - ingegneria t disciplina importanti fornire
cut optional to increase engineering - discipline important to provide

Table 11: Top-10 Italian tokens by relevance shift across gender representations and models. Each token is
accompanied by its most probable English translation, as inferred in the absence of contextual grounding, or by a
dash in cases where the token is either already in English or lacks semantic content.
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