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Abstract

In an era where misinformation spreads freely, fact-
checking (FC) plays a crucial role in verifying
claims and promoting reliable information. While
automated fact-checking (AFC) has advanced sig-
nificantly, existing systems remain vulnerable to ad-
versarial attacks that manipulate or generate claims,
evidence, or claim-evidence pairs. These attacks
can distort the truth, mislead decision-makers, and
ultimately undermine the reliability of FC mod-
els. Despite growing research interest in adversar-
ial attacks against AFC systems, a comprehensive,
holistic overview of key challenges remains lack-
ing. These challenges include understanding attack
strategies, assessing the resilience of current mod-
els, and identifying ways to enhance robustness.
This survey provides the first in-depth review of
adversarial attacks targeting FC!, categorizing ex-
isting attack methodologies and evaluating their
impact on AFC systems. Additionally, we examine
recent advancements in adversary-aware defenses
and highlight open research questions that require
further exploration. Our findings underscore the
urgent need for resilient FC frameworks capable of
withstanding adversarial manipulations in pursuit
of preserving high verification accuracy.

1 Introduction

In today’s open online environment, where misin-
formation spreads rapidly and at scale, detecting
and countering misleading claims has become a
critical cybersecurity and societal challenge (Wu
et al., 2019). Fact-checking® (FC) plays a cen-
tral role in this effort by evaluating the veracity

'Resources are available on GitHub: https://github.com/
FanzhenLiu/Awesome-Automated-Fact-Checking-Attacks.

We use “fact-checking” as a unified term encompassing
both “fact verification” and related terminologies used in prior
literature.
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Figure 1: Overview of adversarial attacks against AFC.
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of claims based on accessible and trustworthy evi-
dence. Empirical evidence underscores the value of
FC in practice. For example, even among individ-
uals highly distrustful of fact-checkers, exposure
to warning labels significantly reduces both belief
in false claims and their likelihood of being shared
(Martel and Rand, 2024). These findings highlight
the importance of robust fact-checking mechanisms
in limiting misinformation spread and supporting
public trust (Walter et al., 2020; Guo et al., 2022;
Augenstein et al., 2024).

However, the scale, complexity, and evolving
nature of online information have outpaced hu-
man capacity to fact-check content manually, as
detailed in Appendix B. This has led to the grow-
ing development of automated fact-checking (AFC)
systems, which typically follow a standard four-
stage pipeline, progressing from claim detection to
justification production (see Fig. 1 and Sec. 2). Re-
cent advancements in AFC cover a broad spectrum
of modalities (textual and multimodal), languages
(monolingual and multilingual), and data condi-
tions (Guo et al., 2022; Akhtar et al., 2023; Gupta
and Srikumar, 2021). Despite this progress, rela-
tively limited attention has been devoted to evaluat-
ing the adversarial robustness of these models—a
critical concern as malicious actors increasingly
seek to manipulate FC systems.
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In practice, adversaries may craft purpose-built
attacks to obscure truth and mislead decision-
making (Abdelnabi and Fritz, 2023; Atanasova
et al., 2020). These attacks can undermine AFC
pipelines in at least three key ways (see Fig. 1): (1)
Adversarial claim attacks: Modifying or synthesiz-
ing misleading claims (e.g., paraphrasing or multi-
hop claims) that elicit incorrect verdicts when
checked against the original evidence (Thorne et al.,
2019a; Mamta and Cocarascu, 2025); (2) Adversar-
ial evidence attacks: Injecting manipulated or fab-
ricated evidence into the corpus to mislead the re-
trieval process or verdict prediction (Du et al., 2022;
Abdelnabi and Fritz, 2023); and (3) Adversarial
claim-evidence pair attacks: Generating synthetic
pairs that maintain the original claim-evidence re-
lationship superficially, while embedding contra-
dictory or misleading content that confuses models
trained only on truthful data (Schuster et al., 2019).

These risks are becoming increasingly salient
given recent shifts in content moderation practices.
For example, Meta has discontinued its partner-
ships with professional human fact-checkers and
transitioned to a community-driven model similar
to “Community Notes.”®> While such changes aim
to democratize content moderation, they also place
greater reliance on scalable, automated FC systems
which must be robust to adversarial manipulation
in open environments.

To build trustworthy AFC systems, resilience
against such attacks is essential. Proactively iden-
tifying vulnerabilities and designing adversary-
aware FC models is key to ensuring their reliability
in real-world settings (Abdelnabi and Fritz, 2023;
Mamta and Cocarascu, 2025). Although recent
years have seen increasing attention to this area,
adversarial attacks against AFC systems remain
underexplored. While isolated studies have investi-
gated specific attack vectors or datasets, there is a
lack of holistic understanding of how diverse adver-
sarial strategies affect the end-to-end AFC pipeline.
Several open questions remain:

1. What are the state-of-the-art adversarial tech-
niques targeting the AFC pipeline? (Sec. 4)

2. How well have current defenses developed in
response to existing attacks? (Sec. 6)

3. What are future directions for resilient, attack-
aware AFC systems? (Sec. 7)

3https://about.fb.com/news/2025/01/meta-more-speech-
fewer-mistakes/

Comparison with existing surveys. While most
existing surveys on FC focus on system develop-
ment under benign conditions—such as retrieval
and verification techniques (Bekoulis et al., 2021),
explainable FC (Kotonya and Toni, 2020), mul-
timodal FC (Akhtar et al., 2023), scientific FC
(Vladika and Matthes, 2023), justification gener-
ation (Eldifrawi et al., 2024), and LLM-assisted
FC (Vykopal et al., 2024)—few consider security
threats. Notably, (Abdelnabi and Fritz, 2023) pro-
vides a detailed taxonomy of evidence manipula-
tion attacks targeting AFC systems.

However, to our knowledge, no existing study
has comprehensively reviewed the full spectrum
of adversarial attacks across the AFC pipeline—
including claim manipulation, evidence poisoning,
and pairwise attacks—nor proposes a unified taxon-
omy that spans attack targets and levels of edit gran-
ularity. This paper addresses this critical gap by sys-
tematically examining adversarial attacks directly
targeting key modules (e.g., evidence retrieval and
verdict prediction) in AFC systems, while exclud-
ing related but distinct tasks such as fake news
detection (Wang et al., 2023). Because AFC in-
volves claim-specific evidence identification from
large corpora, we exclude adjacent tasks such as
textual entailment (Jin et al., 2020), natural lan-
guage inference (Zhang et al., 2020b), and general
text classification (Przybyta et al., 2024), which
lack the full AFC pipeline.

Our main contributions are as follows:

* We provide the first systematic review of ad-
versarial attacks targeting AFC systems.

* We develop a novel attacker taxonomy that
categorizes attack strategies and edit granular-
ity, offering a framework for evaluating AFC
robustness under adversarial conditions.

* We identify key challenges in building re-
silient, attack-aware AFC systems, and outline
promising research directions to guide future
advancements in this emerging area.

2 Background & Preliminaries

Automated fact-checking (AFC) aims to verify
check-worthy claims using relevant information
drawn from evidence resources. Using FEVER
(Thorne et al., 2018a), one of the most widely stud-
ied AFC benchmarks, as an example, the final ver-
dict for a claim is typically classified as Supported
(SUP), Refuted (REF), or NotEnoughlnfo (NEI).
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The core AFC pipeline comprises four major tasks
(Guo et al., 2022):

Claim Detection. The pipeline begins with identi-
fying claims that are worth fact-checking. This in-
volves assessing both the claim’s verifiability (i.e.,
whether the claim is specific and checkable) and
its potential impact (i.e., whether misinformation
could cause harm or shape public opinion) (Guo
etal., 2022).

Evidence Retrieval. Next, the system searches as-
sociated sources to retrieve relevant evidence that
supports or refutes the identified claim. The quality
and alignment of this evidence strongly influence
the downstream prediction of claim veracity (Eld-
ifrawi et al., 2024). For example, for the claim “The
Eiffel Tower is the tallest structure in France,” a
robust system should retrieve authoritative sources
clarifying that while it was once the tallest, other
buildings like Tour First now surpass it. Sec. 5.2
discusses how adversarial evidence can mislead
retrieval and verdict stages.

Verdict Prediction. This stage classifies the claim
based on retrieved evidence. Most systems use
a binary (True/False) or ternary (SUP/REF/NEI)
classification scheme (Thorne et al., 2018a), though
some adopt more fine-grained verdict labels reflect-
ing degrees of truthfulness (Alhindi et al., 2018;
Augenstein et al., 2019). Adversarial attacks may
target this step either by introducing misleading
claims (see Sec. 5.1) or by distorting evidence (see
Sec. 5.2) to trigger misclassification.

Justification Production. Finally, some AFC sys-
tems provide textual justification for their verdicts.
These explanations clarify how evidence supports
or refutes the claim and may incorporate reasoning,
common sense inference, or attribution of assump-
tions (Guo et al., 2022; Eldifrawi et al., 2024). Jus-
tifications enhance not only transparency but also
trustworthiness and persuasive power—particularly
important in adversarial contexts (Zeng and Gao,
2024; He et al., 2025).

Figure 1 illustrates the core AFC pipeline and
highlights how adversarial manipulations of claims,
evidence, or claim-evidence pairs can compromise
each stage.

3 Overview of Adversarial Attacks

This section provides a structured overview of off-
the-shelf adversarial attacks targeting AFC systems.
We categorize attacks into three main types based

on which component of the AFC pipeline they tar-
get: Adversarial claim attacks, Adversarial evi-
dence attacks, and Adversarial claim-evidence pair
attacks (discussed in Sec. 1). Each category is fur-
ther broken down based on the information source
available to the attacker (e.g., original claims, evi-
dence repositories, or open corpora). Full details
of these methods and settings are provided in Ta-
bles 3-5 in Appendix E.

Adversarial Claim Attacks. As shown in Fig. 3
in Appendix D, adversarial claim attacks aim to
fool the verification model by supplying manipu-
lated or newly generated claims, mostly assuming
black-box access to the verdict prediction mod-
ule. Based on the source of information used, such
attacks fall into two types: (1) Evidence-guided:
Generating claims by editing or recomposing sen-
tences from existing evidence documents; and (2)
Claim-guided: Manipulating original claims (e.g.,
via paraphrasing or adversarial transformation) to
induce misclassification. Adversarial claims are
typically crafted using either rule-based transfor-
mations or generative language models (LMs).

Adversarial Evidence Attacks. Figure 4 in Ap-
pendix D presents the structure of adversarial ev-
idence attacks, which aim to inject misleading
or distracting evidence into the retrieval corpus,
causing downstream retrieval or prediction errors.
With black-box access to the verification model,
attackers can exploit four types of guidance: (1)
Evidence-guided: Editing or modifying gold ev-
idence; (2) Claim-guided: Generating mislead-
ing evidence directly from the target claim; (3)
Open corpus-guided: Retrieving unrelated but
plausible-looking evidence from an external cor-
pus; (4) Retrieval-guided: Manipulating the evi-
dence after it is retrieved for a target claim; and (5)
Justification-guided: Crafting malicious evidence
by leveraging the justification associated with a tar-
get claim. The attacks use either rule-based editing
or LM-based generation.

Adversarial Claim-Evidence Pair Attacks. Un-
like the aforementioned categories that target indi-
vidual pipeline components, claim-evidence pair
attacks generate synthetic pairs that resemble valid
claim-evidence relationships from the original
dataset but encode contradictory or misleading con-
tent. Pairs are generated using either rule-based
techniques or large language models (LLMs), as
illustrated in Figure 5 in Appendix D.
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4 Taxonomy of Adversarial Attacks

To make sense of the diverse and rapidly growing
space of adversarial attacks against AFC systems,
we propose a unified, technique-centric taxonomy.
While previous surveys have primarily focused on
the design of FC systems including dataset con-
struction, model architectures, and pipeline com-
ponents, relatively little attention has been paid to
adversarial methods that actively challenge these
systems. Our goal is to synthesize existing attack
techniques through the lens of their operational be-
havior, offering a structured understanding of how
and where they compromise the AFC pipeline.

Specifically, we organize attacks based on two
dimensions: (1) attack target — identifying the spe-
cific component of the AFC pipeline being compro-
mised (i.e., verdict prediction or evidence retrieval),
which aligns closely with system-level vulnerabil-
ities; and (2) edit granularity — specifying the
structural level at which adversarial perturbations
are applied, ranging from subtle character-level ed-
its to full sentence or article modifications, which
influences both detectability and generalization per-
formance. This taxonomy allows us to systemati-
cally compare attack strategies across diverse com-
ponents of the AFC pipeline and to highlight trends
in their implementation, effectiveness, and robust-
ness implications. Fig. 2 provides an overview of
this taxonomy, which we elaborate on in the follow-
ing subsections. Corresponding empirical results
are discussed in Sections 5.1-5.3.

Besides the taxonomy, we provide structured
summaries of each attack type in Appendix E, re-
porting key characteristics including attack target,
method, and target dataset, allowing a deeper com-
parative analysis across techniques. Other factors
such as model access (black-box vs. white-box), au-
tomation strategy (rule-based or LM-based), and se-
mantic preservation, are reported less consistently
across studies and are less suitable as primary or-
ganizational axes. We include these dimensions
in our comparison (Tables 3-5 in Appendix E),
which provides a more fine-grained analysis across
attacks. We consider these dimensions complemen-
tary to our taxonomy, and promising candidates for
future extensions or alternative schemes.

Next, we delve into the three categories outlined
in the taxonomy—Adversarial Claim Attacks, Ad-
versarial Evidence Attacks, and Adversarial Claim-
Evidence Pair Attacks—and examine their mecha-
nisms across attack target and edit granularity.

5 Methodology of Adversarial Attacks

5.1 Adversarial Claim Attacks

Adversarial Claim Attacks target the claim compo-
nent of fact-checking pipelines by either generating
new claims or manipulating existing ones to mis-
lead FC models. Among the 38 surveyed attacks,
16 focus on sentence-level generation, while 22 in-
volve manipulations at the character or wordlevel,
as shown in Fig. 2. Most studies evaluate attacks
using the FEVER 1.0/2.0 benchmark (Thorne et al.,
2018a, 2019b), but a universal evaluation frame-
work—with standardized models, metrics, and per-
turbation budgets—is still lacking.

5.1.1 Generation-Based Attacks

Rule-Based and Game-Inspired Generation.
Rule-based strategies, including Model-targeting
(with Semantically Equivalent Adversarial Rules
(SEARs)) and Dataset Bias, generate adversarial
claims that preserve semantic meaning while
inducing misclassifications in FC models (Thorne
et al., 2019a; Ribeiro et al., 2018). These ap-
proaches reveal several key insights. First, the
Dataset Bias attack outperforms other rule-based
methods by producing grammatically coherent,
label-consistent claims that significantly degrade
model performance—particularly in systems
like Papelo (Malon, 2018) and Enhanced ESIM
(Hanselowski et al., 2018). Second, attacks
such as Controversy, NotClear, SubsetNum, and
Multi-hop introduce ambiguity, underspecification,
or the need for multi-hop reasoning, thereby
challenging a model’s ability to generalize beyond
surface-level heuristics (Kim and Allan, 2019;
Hidey et al., 2020). Third, the Game-play attack
enhances diversity and realism by involving human
annotators in competitive settings to craft difficult
yet plausible claims, further broadening the
adversarial landscape (Eisenschlos et al., 2021).
Language Model (LM)-Assisted Generation and
Colloquial Claims. Language models such as GPT-
2 (Radford et al., 2019) have been leveraged to gen-
erate adversarial claims through various techniques.
In the Lexically-informed attack, claims are para-
phrased using lexical modifications to subtly alter
input semantics while preserving fluency (Thorne
et al., 2019a). The Adv. Trigger attack embeds
specific triggers into input text to flip model predic-
tions with minimal edits, maintaining both gram-
maticality and semantic coherence—particularly
effective when shifting verdicts from “Supported”
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Figure 2: A technical taxonomy of adversarial attacks against AFC.

to “Refuted” (Atanasova et al., 2020). The Fact
Mixing attack employs GPT-2 to generate plausi-
ble but deceptive claims by blending facts from
multiple sources, thereby misleading AFC systems
without compromising fluency or label consistency
(Niewinski et al., 2019). In a related vein, the
Colloquial attack rephrases claims into informal,
conversational language using a BART model fine-
tuned on open-domain dialogue datasets (Lewis
et al., 2020). This stylistic transformation signif-
icantly degrades document retrieval performance;
for example, the WikiAPI retriever’s recall drops
from 90% on original FEVER claims to 72.2% on
their colloquial counterparts (Kim et al., 2021).

5.1.2 Manipulation-Based Attacks

Beyond generation, many attacks manipulate exist-
ing claims at different levels of granularity. At the
character level, subtle perturbations such as charac-
ter swapping, deletions, insertions, homoglyph sub-
stitutions (from the Unicode security dictionary),
and LEET-style transformations can corrupt token
representations and mislead AFC models (Mamta
and Cocarascu, 2025). At the word level, ma-
nipulations alter semantics while maintaining sur-
face plausibility. Examples include date changes,
subject-verb agreement errors (Sai et al., 2021),
synonym and hypernym substitutions, and linguis-
tic variations like contractions, expansions, word
order jumbling, number-to-word conversions, and

phrase repetition. Under the FactEval benchmark
(Mamta and Cocarascu, 2025), attacks like Typos,
Tautology, and Phonetic Perturb. prove especially
disruptive to both traditional and LLM-based fact-
checkers. Entity-focused word-level attacks target
retrieval. The EntityLess attack replaces specific
entity names with generic terms (e.g., “Harvard
University” becomes “university”), EntityLinking
substitutes names with uncommon aliases, and En-
tity Disamb. introduces ambiguity—all of which
degrade retrieval precision and lead to incorrect or
incomplete verdicts (Kim and Allan, 2019).

Evaluation and Impact. Several manipulation-
based attacks demonstrate high effectiveness while
preserving claim plausibility. SubsetNum results
in an average of over 80% incorrect verdict pre-
dictions across tested FC systems (Hidey et al.,
2020), while both SubsetNum and Fact Mixing
cause systems to fail in evidence retrieval entirely,
yielding zero FEVER scores despite correct label-
ing (Thorne et al., 2019b). Similarly, Adv. Trigger
maintains grammaticality yet causes significant per-
formance degradation (Alzantot et al., 2018).

LLM Robustness under FactEval. The FactEval
benchmark evaluates LL.Ms against 17 structured
manipulations. Among the tested models, Gemma
7B Instruct (Mesnard et al., 2024) demonstrates
the best generalization in zero- and few-shot set-
tings, yet all models including BERT (Devlin et al.,
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2019), Liama3 (Grattafiori et al., 2024), and Mis-
tral (Jiang et al., 2023) remain vulnerable to minor
edits. Liama3 exhibits the highest attack success
rates, while Mistral performs better under chain-
of-thought prompting. These results underscore
the fragility of even instruction-tuned models when
exposed to benign-looking perturbations.

Remark 1. Most adversarial claim attacks operate
in black-box settings. Model-targeting leveraging
FC model predictions (Nie et al., 2019), suggests a
need for exploring white-box scenarios. Notably,
improved retrieval does not guarantee better verdict
predictions, especially in complex, multi-hop or
blended claims. Attacks such as Multi-hop Temp.,
Colloquial, and Fact Mixing reveal that many mod-
els rely on shallow heuristics rather than deep rea-
soning. Although Mamta and Cocarascu (2025)
have recently introduced FactEval, a structured
benchmark for LLM evaluation, further work is
needed to test robustness against more diverse, rule-
based and generation-driven adversarial strategies.
For an attack to be considered effective, it must
not only reduce model performance but also pre-
serve fluency and label consistency, so that failures
reflect reasoning flaws rather than noise sensitivity.

5.2 Adversarial Evidence Attacks

Adversarial evidence attacks, in contrast to adver-
sarial claim attacks, generate new or modify exist-
ing evidence articles without changing claims. The
13 identified attacks in Fig. 2 aim to mislead the
verifier into incorrect verdicts or disrupt evidence
retrieval for original claims.

5.2.1 Generation-Based Attacks

Most adversarial evidence attacks employ sentence-
level generation. To corrupt verdicts on target
claims, the Claim-aligned Re-writing attack lever-
ages a T5 model (Raffel et al., 2020) to reconstruct
context-preserving supporting evidence that flips
REF verdicts, but it is hard to apply to NEI claims.
In contrast, the Supporting Generation attack fine-
tunes GPT-2 to create supporting evidence that
boosts the SUP probability of BERT-based stance
prediction, thereby misleading verification on both
NEI and REF claims (Abdelnabi and Fritz, 2023).

Other generation-based attacks compromise ev-
idence retrieval by removing or altering content
from gold evidence. The AdvAdd attack, which
fabricates evidence using the Grover disinforma-
tion generator (Zellers et al., 2019), shows that
verification accuracy drops and prediction shifts

increase as more poisoned evidence is added (Du
et al., 2022). NEI claims are especially vulnera-
ble, despite similar contamination rates with REF
claims. The Omission Generation attack removes
sentences or optional constructs (e.g., prepositional
phrases and modifiers) from gold evidence asso-
ciated with SUP/REF claims, impairing evidence
sufficiency prediction in FC models—BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019), and
ALBERT (Lan et al., 2020)—particularly for adver-
bial omissions hardest to detect, while date omis-
sions are easiest (Atanasova et al., 2022). Empiri-
cally, the Supporting Generation outperforms the
AdvAdd-based attack using only 10% of training
data, as smaller subsets produce more direct, claim-
supporting sentences, while larger datasets create
less misleading, diverse outputs (Abdelnabi and
Fritz, 2023).

Fact2Fiction marks the initial effort in FC attacks
targeting agentic FC systems, adopting corpus-
level generation to mimic claim decomposition
and to exploit system-generated justifications in
creating malicious evidences that compromise sub-
claim verification (He et al., 2025). Its success
against two state-of-the-art agentic FC systems
(Braun et al., 2025; Rothermel et al., 2024) un-
derscores the urgent need for defensive strategies.

5.2.2 Manipulation-Based Attacks

Character-level manipulation relies on disrupted
tokenization by altering evidence words with ho-
moglyphs, invisible, or deletion control characters
(Boucher et al., 2022). This Imperceptible attack
evolutionarily optimizes manipulations to reduce
the BERT classifier’s probability of the correct
claim label (Devlin et al., 2019), serving to corrupt
verdict prediction. Instead of directly misleading
final verdicts, the Imperceptiblege; attack reduces
evidence retrievability by targeting entity mentions.
Word-level manipulations are preformed assisted
with LMs. The Lexical Variation attack (Alzantot
et al., 2018) produces adversarial claim-paired evi-
dence that successfully fools a pre-trained model
like RoBERTagasg (Liu et al., 2019) and is gener-
ally less likely to be retrieved (Abdelnabi and Fritz,
2023). Seeking more fluent and high-quality pertur-
bations, the Contextualized Replace attack built on
(Li et al., 2020) uses a pre-trained BERT masked
model to obtain candidate replacements for salient
words in evidence. Despite a low retrieval rate for
manipulated evidence, this attack is effective in
reversing the verdict of SUP/REF claims.

22973



Some sentence-level manipulations address is-
sues where attacks hide evidence from FC mod-
els but not from human readers, or introduce syn-
tactic errors. For example, Omitting Paraphrase
uses PEGASUS (Zhang et al., 2020a) to para-
phrase evidence while omitting claim-salient snip-
pets, reducing retrievability (Abdelnabi and Fritz,
2023)—KGAT (BERTgasg) mistakenly retrieves
54.4% of adversarial envidence, flipping SUP/REF
to NEI. AdvMod also leverages PEGASUS, ap-
pending a paraphrased claim to evidence to con-
fuse retrievers (Du et al., 2022). It disrupts REF
classification in CorefBERT (Ye et al., 2020) and
MLA (Kruengkrai et al., 2021) more than NEIL
At the article level, Neutral Noise adds top Bing
search results with high BM25 scores and neutral
entailment (Samarinas et al., 2021), significantly
degrading both sparse (BM25) and dense retriever
performance (Samarinas et al., 2020).

Remark 2. The attacks in (Abdelnabi and Fritz,
2023) (e.g., Omitting Paraphrase and Impercepti-
ble) were tested with both white-box and black-
box access to the FC retriever, showing a thorough
examination of both settings for other adversar-
ial evidence attacks. Empirical study (Abdelnabi
and Fritz, 2023) has revealed vulnerabilities in FC
model, particular the susceptibility to the absence
of alternative or competing evidence (AdvAdd), de-
spite some resilience to minimal refuting evidence.
This emphasizes the importance of comprehensive
evidence retrieval in defending against adversaries.
LLMs facilitate more fluent and sophisticated ev-
idence manipulation, making attacks like Contex-
tualized Replace highly disruptive to verdict pre-
diction, but other LLM-assisted attacks like Sup-
porting Generation may introduce errors and mis-
interpretations in complex cases like negation. At-
tacks like Imperceptiblegre: and Claim-aligned Re-
writingge; select the adversarial evidence based on
claim-evidence agreement, but generally achieve
less degradation in overall verification compared to
evidence selected for claim misclassification. This
raises the question of how strongly verdict predic-
tion truly depends on evidence quality.

5.3 Adversarial Claim-Evidence Pair Attacks

Distinct from the two previously described classes
of attacks, adversarial attacks can generate claim-
evidence pairs by leveraging natural biases present
in current benchmark FC datasets, thereby making
it hard for pre-trained FC models to produce correct

verdicts on these new pairs.

5.3.1 Generation-Based Attacks

Schuster et al. (2019) exposed spurious correlations
between claim patterns and veracity, i.e., idiosyn-
cratic biases, arising from the manual construction
of datasets like FEVER 1.0 (Thorne et al., 2018a).
Building on this, the Symmetric attack manually
constructs synthetic claim-evidence pairs that re-
tain the original relational label (SUPPORTS or
REFUTES) while introducing contradictory factual
content. Combined with FEVER 1.0, this yields
two additional cross pairs with inverse labels, form-
ing the unbiased FEVER-sym dataset for more rig-
orous evaluation. Extending to Chinese, Zhang
et al. (2024a) examined domain and cultural biases
in CHEF (Hu et al., 2022), revealing limitations of
translation-based and multilingual LMs. Replacing
manual construction with an LLM-driven approach,
the GPT-4 Symmetric attack uses GPT-4 (OpenAl,
2024) to automatically generate analogous claim-
evidence pairs.

Evaluation and Impact. The adversarial pairs
manually constructed by the Symmetric attack re-
sult in a significant degradation in FC verification
accuracy, with performance falling below 60%—a
decline of over 20 points (Schuster et al., 2019).
GPT-4 further demonstrates its ability to generate
more challenging pairs. For example, the accuracy
of Chinese DeBERTa (Zhang et al., 2023), a strong
Chinese-specific model, decreases from 86.69% on
CHEF to 57.84% on GPT-4-generated pairs (Zhang
et al., 2024a). These sharp performance gaps un-
derscore the models’ reliance on surface-level cues
and expose biases inherent in dataset construction.

Remark 3. Attacks that generate claim-evidence
pairs, either manually or using GPT-4 to construct
unbiased datasets, are conducted with no access
to both the FC verification and retrieval models.
Since FC models are typically pre-trained on popu-
lar benchmark datasets like FEVER 1.0, they often
inherit the idiosyncratic biases embedded in these
datasets. Introducing new unbiased datasets can
help develop FC models that focus more on under-
lying semantic relationships rather than superficial
cues like specific entities or objects.

6 Defending Against Adversarial Attacks

Table 1 summarizes FC defense strategies, outlin-
ing the adversarial attacks and datasets they target,
to assess the coverage of current defenses.
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Attack Technique  Target Dataset FC Defense

Adversarial Claim Attacks

Model-targeting

Dataset Bias FEVER-adv CLEVER (Xu et al., 2023)
Lexically-informed
Conjunction FEVER 2.0 Hidey et al. (2020)
Multi-hop FEVER 2.0 Hidey et al. (2020)
Multi-hop DeSePtion AdMIRaL (Aly and Vlachos, 2022)
Add. Unver. FEVER 2.0 Hidey et al. (2020)
Date Manip. FEVER 2.0 Hidey et al. (2020)
Multi-hop Temp. FEVER 2.0 Hidey et al. (2020)
Entity Disamb. FEVER 2.0 Hidey et al. (2020)
Lexical Sub. FEVER 2.0 Hidey et al. (2020)
Adversarial Evidence Attacks
Neutral Noise Factual-NLI+ Quin+ (Samarinas et al., 2021)

CL (Atanasova et al., 2022)

SufficientFacts ¢\ 1y (A anasova et al., 2022)

Omission Generation

Adpversarial Claim-Evidence Pair Attacks

PolitiHop-sym  Causal Walk (Zhang et al., 2024b)
CLEVER (Xu et al., 2023)
CICR (Tian et al., 2022)
S i CorssAug (Lee et al., 2021)
ymmetric adds P
FEVER-sym (Ghaddar et al., 2021)

DFL (Karimi Mahabadi et al., 2020)
PoE (Karimi Mahabadi et al., 2020)
Reweighting (Schuster et al., 2019)

CL: contrastive learning; CAD: counterfactually augmented data.

Table 1: Overview of FC defenses against adversarial
claim, evidence, and claim-evidence pair attacks.

6.1 Defenses Against Adversarial Claims

Current efforts have produced only three defense
strategies, targeting 10 of the 38 adversarial claim
attacks discussed in Sec. 5.1. CLEVER (Xu et al.,
2023), a counterfactual-based method, mitigates
performance drop of FC models trained on the bi-
ased FEVER 1.0 dataset (Thorne et al., 2018a)
when evaluated on unbiased data. Although it
does not directly tackle Model-targeting, Dataset
Bias, and Lexically-informed attacks (Thorne et al.,
2019a), it improves verification accuracy on adver-
sarial SUP and REF claims by around 10 points for
BERT (Devlin et al., 2019).

Hidey et al. (2020) proposed a defense system
tackling adversarial claims with multiple proposi-
tions posed by Conjunction, Multi-hop, and Add.
Unver. attacks, employing a pointer network to
rerank candidate documents and jointly predict ev-
idence and veracity. To counter Date Manip. and
Multi-hop Temp. attacks, a post-processing mod-
ule for temporal reasoning is incorporated. A fine-
tuned BERT further enhances its ability to handle
entity ambiguity and complex lexical relations.

AdMIRaL. enhances multi-hop retrieval with
a retrieve-and-rerank solution that jointly scores
documents and sentences with an autoregressive
retriever (Aly and Vlachos, 2022). Its natural
logic-based proof system dynamically stops re-
trieval upon finding sufficient evidence, signifi-

cantly boosting evidence retrieval on the DeSePtion
dataset (Hidey et al., 2020). Other studies like (Xu
et al., 2023) and (Zhang et al., 2024b) explore inter-
nal multi-hop reasoning for original claims, but it
remains unclear if their methods effectively handle
adversarial claims from the Multi-hop attack.

6.2 Defenses Against Adversarial Evidence

Among the 13 adversarial evidence attacks in
Fig. 2, only two—Neutral Noise and Omission
Generation—have been addressed by existing de-
fence strategies. Samarinas et al. (2021) proposed
Quin+, a hybrid retriever that combines dense
retriever embeddings (Samarinas et al., 2020) with
BM25-based sparse retrieval to counter the Neutral
Noise attack. This improves ranking and early
identification of relevant articles, leading to better
verification accuracy on the Factual-NLI+ dataset
when paired with embedding-based or sequence-
labeling models. To address the Omission
Generation attack, Atanasova et al. (2022) applied
a contrastive learning objective and counterfactual
data augmentation. Tested on models including
BERT, RoBERTa, and ALBERT, this approach
improves evidence sufficiency prediction by up to
16.83 macro-F1 points on SufficientFacts instances.

6.3 Defenses Against Adversarial
Claim-Evidence Pairs

Several debiasing training paradigms have been
proposed to address the Symmetric attack by reduc-
ing the impact of idiosyncratic biases in training
data. All aim to improve verdicts for unbiased
test-time claims.

Schuster et al. (2019) reweighted the instances
to flatten the correlation between the claim n-grams
(e.g., did not) and the claim labels. This method
helps the best-performing tested model, BERT,
achieve a 3.3-point accuracy gain on FEVER-sym
claims. Similarly, Debiased Focal Loss (DFL)
downweights the most biased examples during
training (Karimi Mahabadi et al., 2020), while
Product of Experts (PoE), inspired by (Hinton,
2002), reduces gradient updates for claims con-
fidently predicted by a bias model. The two strate-
gies encourage the verification model to focus less
on spurious correlations in training data, improving
the verdict accuracy of BERT by over 7.5 points.

CrossAug (Lee et al., 2021), a contrastive data
augmentation method, combines neural-based neg-
ative claim generation with lexical search-based
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evidence modification, outperforming both the
reweighting approach (Schuster et al., 2019) and
PoE (Karimi Mahabadi et al., 2020). Approaching
debiasing from a counterfactual view, CLEVER
(Xu et al., 2023), discussed earlier, subtracts the
output of a claim-only model from that of an in-
dependent claim-evidence fusion model. It yields
an accuracy increase of at least 5.85 points over
CrossAug and PoE variants on unbiased claims.

Causal intervention also helps mitigate idiosyn-
cratic biases in training data—whether through
CICR'’s counterfactual reasoning (Tian et al., 2022),
which outperforms PoE by 3.76 accuracy points on
FEVER-sym claims, or via front-door adjustment
in Causal Walk (Zhang et al., 2024b) which out-
performs CICR and CLEAR by over 4.97 accuracy
points on the claim-evidence graph.

7 Challenges & Opportunities

Despite progress in adversarial attacks against AFC
systems, several unresolved challenges remain,
pointing to important directions for future research.

Universal evaluation benchmark. A universal
benchmark for evaluating AFC model robustness
across datasets and metrics is still lacking (see Ap-
pendix C), limiting comparability across attacks
and defenses. While most adversarial attacks inves-
tigated in this work are designed to deceive AFC
systems, their ability to evade human detection
remains underexplored. Future work should evalu-
ate adversarial success from both system-level and
human-centric perspectives.

Stronger defenses. As discussed in Sec. 6, current
defenses address only 13 of the 53 attacks across all
categories, covering less than a quarter. More dis-
ruptive attacks exploiting inductive reasoning and
knowledge compositional weaknesses (e.g., Sub-
setNum and Multi-hop Temp.) remain unsolved
and demand stronger mitigation strategies.

Multimodal attacks. Most attacks target text, over-
looking real-world FC tasks that span text, im-
ages, and videos (Cekinel et al., 2025; Zhang et al.,
2024c). Future work should explore cross-modal
adversaries to assess AFC robustness under more
complex, multimodal threats.

Real-time attacks. Facts change over time, mak-
ing AFC tasks inherently dynamic. Attackers
can exploit outdated model knowledge by craft-
ing claims that are subtly misleading due to tem-
poral shifts. While many attacks target linguistic
patterns (e.g., Lexically-informed and EntityLess)

or logical reasoning (e.g., SubNum and Multi-hop
Temp.), few account for this evolving nature of
truth. Addressing temporal vulnerability is critical
for building robust AFC systems for practical use.

White-box verification attacks. Attacks exploit-
ing access to FC models for verdict prediction (i.e.,
white-box verification) are underexplored. Despite
the practical realism of black-box access (where
only prediction APIs are exposed), white-box in-
vestigation is vital given the growing prevalence of
powerful open-source LM-based tools.

Vulnerability testing of LLM-based systems. Al-
though recent work (Mamta and Cocarascu, 2025)
has explored the robustness of representative LLMs
for FC against handcrafted perturbations on claims,
future research is expected to encompass not only
adversarial claims generated by other attack tech-
niques but also adversarial evidence and claim-
evidence pairs from the other two categories. Addi-
tionally, being aware of potential misuse of LL.Ms,
it is critial for future work to evaluate how LLM-
generated content (e.g., through specially designed
prompts) affects the robustness of AFC systems.
For instance, (Sakib et al., 2025) explores how
subtle prompt manipulations can induce factual
inconsistencies in LLM outputs, while (Zou et al.,
2025) investigates that only a few malicious texts
injected into the knowledge database of a Retrieval-
Augmented Generation (RAG) system could re-
sult in significant performance degradation across
general NLP tasks. These attacks expose vulnera-
bilities in LLM reasoning, factual grounding, and
knowledge governance, highlighting the need for
robust fact-checking tailored to generative models.

8 Conclusion

This work positions a technical view of adversarial
attacks against AFC systems, outlining the pipeline
for crafting target-built adversarial instances (claim,
evidence, or claim-evidence pairs) to interact with
these systems. We introduce a new taxonomy of
attack techniques, discuss their destructive effects,
and examine existing defense strategies. Finally,
key challenges and opportunities are highlighted to
guide future research in this emerging area.
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Limitations

While we focus on works that directly target
system-level vulnerabilities in automated fact-
checking (AFC) through adversarial attacks, we
exclude broader research on input manipulation or
text generation for other tasks such as textual en-
tailment, natural language inference, and general
text classification. Given the importance of build-
ing resilient, attack-aware AFC systems to counter
real-world misinformation, our goal is to address
this critical gap by providing a systematic investi-
gation of adversarial attacks specifically targeting
AFC systems.

Ethics Statement

This research undertakes an investigation into ad-
versarial attacks against automated fact-checking
(AFC) systems with the aim of systematically as-
sessing their vulnerabilities and informing the de-
velopment of more robust verification tools. Rec-
ognizing that our findings could inadvertently re-
veal methods for spreading false information, our
central ethical commitment is to defense: to sup-
port the creation of attack-aware and resilient AFC
systems. The broader ethical significance of this
work lies in its potential to strengthen the integrity
of information ecosystems, which is essential for
combating misinformation and fostering informed
public discourse. We call upon future researchers
to build upon our work with rigorous attention to
ethical deployment, fairness across demographic
groups, and transparency in system design.
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A Methodology for Literature
Compilation

We detail the search and selection strategies used
to curate the foundational content for this survey.

A.1 Search Strategy

Initially, we conducted a comprehensive search in
Google Scholar*. We focused on high-recognized
Natural Laugage Processing relevant venues such
as ACL, EMNLP, NAACL, and TACL, and in-
cluded the annual workshop on Fact Extraction
and VERification (FEVER?) organized by the com-
munity specialized in fact-checking tasks. Besides,
we took into consideration prestigious Al-related
venues like AAAI; top-tier machine learning re-
lated venues like ICML, NeurIPS, and ICLR; and
conferences in security such as USENIX Security
and S&P.

The search involved keywords including (1) fact-
checking survey/review and fact-verification sur-
vey/review to compare current surveys with ours;
(2) fact-checking attack and adversarial attack for
works focusing on attack against fact-checking or
fact-verification. Furthermore, for fact-checking
defenses, we included publications in latest five
years, which are highly cited and referenced as the
state-of-the-art works.

A.2  Selection Strategy

We only selected papers that directly target the
subject matter of FC and attacks against FC. The
selection was based on a careful review of the ab-
stract, introduction, conclusion, and limitations of
each paper. Following the selection criteria, 50+
relevant papers on adversarial attack techniques,

*https://scholar.google.com/
>https://fever.ai/index.html

defenses, and evaluation (e.g., datasets and test FC
models) were chosen to contribute the foundational
content of this paper.

B From manual FC to automated FC

In practice, fact-checking websites such as Snopes®
and PolitiFact’, employ human fact-checkers to
verify claims and provide supporting evidence. In
addition, Google Fact Check Tools® serves as a re-
source that aggregates fact checks from reputable
sources and provides ratings on the veracity of
claims (Yang et al., 2024). These applied fact-
checkers bring human expertise to fact-checking
processes but encounter several critical challenges
stemming from the nature of information, the adapt-
ability of misinformation creators, and resource
limitations: 1) Sheer volume of information: The
overwhelming scale and rapid spread of online con-
tent make it exceedingly difficult for human fact-
checkers to keep up (Guo et al., 2022). 2) High
complexity of misinformation: Misinformation is
often nuanced, interwoven with partial truths or
framed in ways that make it challenging to debunk
without substantial context or specialized expertise.
3) Multimodal content: The increasing prevalence
of multimedia, such as images, videos, and audio,
complicates the verification process, as analyzing
these multiple formats often requires specialized
tools and skills (Akhtar et al., 2023); 4) Evolving
tactics: Misinformation creators continually adapt
their methods, including the use of Al-generated
content (Kim et al., 2021; Abdelnabi and Fritz,
2023; Przybyta, 2024), making it harder for hu-
man fact-checkers to stay ahead. 5) Resource con-
straints: Fact-checking organizations often oper-
ate with limited resources, including insufficient
staff, inadequate funding, and limited access to rel-
evant information, making it difficult to meet the
demands for scalability, accuracy, and efficiency.

C Benchmark Datasets and Evaluation
Criteria

C.1 Attack Target Dataset

This section introduces 15 source datasets used to
evaluate current adversarial attacks against AFC
systems and their defenses. For a broader interest
in datasets related to FC tasks, we refer readers

®https://www.snopes.com/
https://www.politifact.com/
8https://toolbox.google.com/factcheck/

22982


https://proceedings.mlr.press/v119/zhang20ae.html
https://proceedings.mlr.press/v119/zhang20ae.html
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to (Guo et al., 2022), (Akhtar et al., 2023), and
(Eldifrawi et al., 2024).

e The FEVER (a.k.a. FEVER 1.0) dataset
(Thorne et al., 2018a) consists of 185,445
claims generated by altering sentences ex-
tracted from Wikipedia and subsequently ver-
ified without knowledge of the sentence they
were derived from.

» The FEVER-adv dataset is composed of 1,000
adversarial claims provided by adversaries in
(Thorne et al., 2019a).

e The FEVER 2.0 dataset (Thorne et al., 2019b)
consists of 1,174 claims created by the sub-
missions of participants in the Breaker phase
of the 2019 shared task. It includes 1,000
adversarial claims provided by Thorne et al.
(2019a) and additional claims from partici-
pants. Only novel claims not contained in the
original FEVER 1.0 dataset are included to
form the dataset.

* The FEVER-sym dataset consists of syn-
thetic claim-evidence pairs expended from the
FEVER 1.0 dataset to challenge FC models
trained on the dataset with claim-only bias
(Schuster et al., 2019). These synthetic pair
holds the same relation (i.e. SUPPORTS or
REFUTES) while expressing a fact that con-
tradicts the original sentences. Combining the
original and generated pairs, two new cross
pairs that hold the inverse relations are ob-
tained to be involved.

¢ The SciFact dataset (Wadden et al., 2020) con-
tains 1,409 expert-annotated scientific claims
associated with 5,183 paper abstracts. It
presents the challenge of understanding scien-
tific writing as systems must retrieve relevant
sentences from paper abstracts and identify if
the sentences support or refute a target scien-
tific claim. It has emerged as a popular bench-
mark for evaluating scientific fact verification
systems (Pradeep et al., 2021).

* The CovidFact dataset (Saakyan et al., 2021)
contains totally 4,086 claims concerning the
COVID-19 pandemic topic and associated evi-
dence. Among them, 1,296 crowdsourced sup-
ported claims were crawled and filtered from
the /r/COVID19 subreddit. The corresponding
evidence is composed of documents originally
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provided with these claims when posted on
the subreddit, along with resources retrieved
through Google Search queries. Addition-
ally, 2,790 refuted claims were automatically-
generated by altering key words in the original
supported claims.

The CHEF dataset (Hu et al., 2022) consists of
10,000 real-world Chinese claims, collected
from 6 Chinese fact-checking websites cov-
ered multiple domains ranging from politics
to public health. These claims are paired with
annotated evidence retrieved from the Inter-
net.

The Factual-NLI dataset (Samarinas et al.,
2020) comprises claim-evidence pairs from
the FEVER dataset (Thorne et al., 2018a),
along with synthetic examples derived from
the Natural Questions dataset (Kwiatkowski
et al., 2019) and the MS MARCO dataset
(Nguyen et al., 2016) formatted as question-
passage-answer triples. It initially has
911,146 claims for training and 86,543 for
evaluation. Its noisy variant, the Factual-NLI+
dataset, introduces adversarial evidence: for
every claim from FEVER, the top 30 web
results are retrieved via Bing and evidence
sentences with the highest BM25 score that
are classified as neutral by the entailment
model are retained. For claims generated from
MS MARCO queries, irrelevant evidence re-
trieved from the MS MARCO dataset is in-
cluded.

The FoolMeTwice (FM2) dataset (Eisenschlos
et al., 2021) is a large dataset of adversarial
entailment pairs collected through a fun multi-
player game, containing fewer bigrams that
“give away” the label on both the train and dev
set. It has only REF and SUP claims manually
written by human authors.

The VitaminC dataset (Schuster et al., 2021) is
a large-scale dataset based on factual revisions
to Wikipedia. Following the setting of (Schus-
ter et al., 2019), two symmetric claims with
opposing facts were generated for each revi-
sion when feasible, yielding a total of 325,724
claim-evidence pairs, and additional 163,180
pairs were generated following the synthetic
process.



* The SufficientFacts dataset (Atanasova et al.,
2022) is derived from subsets of the test sets
of FEVER (Thorne et al., 2018a), VitaminC
(Schuster et al., 2021), and HoVer (Jiang et al.,
2020). Each instance includes the original
claim and a modified version of the gold ev-
idence with some information omitted. If
the omitted information are deemed impor-
tant by the majority of annotators, the label is
changed to NEI; otherwise, the original label
is retained. The dataset focuses on evaluat-
ing whether the remaining evidence is still
sufficient for claim verification.

* The HoVer dataset (Jiang et al., 2020) col-
lects 26,171 multi-hop claims that require
two to four evidence sentences across diverse
Wikipedia articles for verification. Each claim
is manually annotated with a binary classifi-
cation label: 15,023 are categorized as Sup-
ported, and 11,148 as Not-Supported.

* The DeSePtion dataset extends the FEVER
2.0 dataset (Thorne et al., 2019b) by incorpo-
rating multiple adversarial attacks from Con-
junction to Lexial Sub. in (Hidey et al., 2020).

The PolitiHop-sym dataset (Zhang et al.,
2024b) combines the debiasing samples gen-
erated by GPT-4 and the original samples
from the PolitiHop dataset (Ostrowski et al.,
2021), a small-scale multi-hop fact-checking
dataset, including 500 manually annotated
claims. Each PolitiHop claim is linked to a
PolitiFact® article containing a professional
fact-checker’s analysis and veracity assess-
ment, from which sufficient sets of evidence
sentences were selected.

e The AVeriTeC dataset (Schlichtkrull et al.,
2023) is a collection of 4,568 real-world
claims fact-checked by 50 organizations.
Each claim features question-and-answer
pairs grounded in online evidence, along with
textual justifications explaining how the ev-
idence supports a verdict. Claims are cate-
gorized into one of four classes: Supported,
Refuted, Not Enough Evidence, or Conflicting
Evidence/Cherry-picking.

C.1.1 Insights into Evaluation

Extending to Multimodal Data. The current
datasets involved in deploying or performing at-

*https://www.politifact.com/

tacks against AFC systems are exclusively focused
on single-modal data, specifically text data. Future
efforts are expected to be made on multimodal data
(Akhtar et al., 2023).

Broadening Evaluation Domains and Realis-
tic Settings. The vulnerabilities of AFC systems
are limited to being tested on data sourced from
Wikipedia pages, scientific content, and social me-
dia. More domains should be involved in effective-
ness evaluation of adversarial attacks. In parallel,
since most evaluations rely on a few datasets like
FEVER (see Tables 2, 6, and 7 in Appendix F),
there is a need to assess AFC robustness in more
realistic settings. These include complex claims
requiring decomposition (Hu et al., 2025) and
real-world claims paired with high-quality, web-
retrieved evidence that ensures sufficiency and
avoids temporal leakage (Schlichtkrull et al., 2023),
where adversarial vulnerabilities may manifest dif-
ferently.

C.2 Evaluation Metrics

C.2.1 Evaluation on Claim Verification

* FEVER Score (Thorne et al., 2018b): accu-
racy for claim verification, conditioned on re-
trieving at least one complete supporting evi-
dence set for SUP and REF claims;

* Correctness Rate (Thorne et al., 2019a): per-
centage of grammatically correct and coherent
claims with correct labels and evidence;

* Potency (Thorne et al., 2019a): average re-
duction (from 1) in FEVER score across FC
systems;

* Adjusted Potency (Thorne et al., 2019a):
weighted average reduction in FEVER score
across FC systems, adjusted by correctness
rate;

* Accuracy (Thorne et al., 2018b): percentage
of claims with correctly predicted veracity la-
bels;

* Resilience (Thorne et al., 2019a): average
FEVER score scaled by correctness rate,
where the weights correspond to the correct-
ness rate for each adversary;

e Macro-F1 (Atanasova et al., 2020): un-
weighted average of the F1 scores computed
for each claim class;
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* ‘= NEI’ (%) (Abdelnabi and Fritz, 2023):
ratio of verdict predictions that change to NEI;

* Attack Success Rate (He et al., 2025): pro-
portion of target claims where the attack suc-
cessfully induces the intended verdict inver-
sion;

* System Fail Rate (He et al., 2025): propor-
tion of target claims where the attack causes
the fact-checking system to produce an incor-
rect verdict.

C.2.2 Evaluation on Evidence Retrieval

Document Recall (Kim et al., 2021): per-
centage of ground-truth documents (e.g.,
Wikipedia page in FEVER datasets) correctly
retrieved by the fact-checking system;

Evidence Recall (Thorne et al., 2019a): per-
centage of ground-truth evidence sentences
correctly retrieved by the fact-checking sys-
tem;

Adversarial Evidence Recall (Abdelnabi and
Fritz, 2023): percentage of adversarial evi-
dence sentences retrieved by the fact-checking
system.

Successful Injection Rate (He et al., 2025):
proportion of malicious evidences among all
retrieved evidences.

C.2.3 Evaluation of Adversarial Claim
Quality
* Perplexity (Atanasova et al., 2020): perplex-
ity of claims with prepended triggers mea-
sures how unpredictable a language model
finds the modified claims compared to natural
text;

* Semantic Similarity (Atanasova et al., 2020):
averaged semantic similarity between each
claim and associated triggers;

¢ Claim quality (Atanasova et al., 2020): over-
all quality of generated claims assessed by
two independent annotators on a 1-5 scale.

D Figures for Adversarial Attack
Overview

We provide Figs. 3 to 5 as complementary for our
structured overview of current adversarial attacks
against AFC systems in Sec. 3
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E Characteristics of Adversarial Attacks

To support a more comprehensive comparison of
adversarial attacks from both security and tech-
nique perspectives, Tables 3 to 5 present key char-
acteristics: direct attack target, method, source
dataset (i.e., which dataset a certain attack were
performed on), and access setting (black-box vs.
white-box) for FC retrieval and verification models.
The attack target notation (e.g., “SUP — REF”)
indicates a deliberate verdict shift from the gold
label to a target label, while “Generic” signifies no
specific target verdict.

F Summary Tables of Adversarial
Attacks’ Performance

While ensuring a fair comparison across existing
studies is challenging due to different settings,
we provide summary tables of adversarial attacks,
which offer an approximate view of performance
differences. For clarity, we focus on evaluations
conducted on FEVER 1.0 for both claim attacks
(Table 6) and evidence attacks (Table 7). Since the
category of evidence—claim attacks comprises only
two cases, we report both in Table 2.

Attack Technique Target Dataset  Test FC System Ace Macro-F1
Org  Gen Org Gen

NSMN 81.8 587 - -

Symmetric FEVER 1.0 ESIM 80.8 559 - -

GPT-3.5-Turbo 86.2 583 - -

GPT-4 + DeBERTa 77.34 43.68 7526 44.57
mDeBERTa 8245 5327 80.68 51.09
GPT-3.5-Turbo 80.00 53.73 5525 36.78
BERT-base 76.35 3856 7536 37.62
Attention-based ~ 78.96 39.98 78.12 39.62
KGAT 79.55 39.61 76.97 38.67
Chinese DeBERTa  86.69 57.84 8498 5431
GPT-4-Turbo 85.60 6520 60.70 47.12

GPT-4 Symmetric CHEF

Acc: Accuracy; Org: Original dataset pairs; Gen: Generated claim-evidence
pairs; —: This metric was not assessed.

Test FC systems: NSMN (Nie et al., 2019); ESIM (Gardner et al., 2018);
GPT-3.5-Turbo (OpenAl, 2022); GPT-4, GPT-4-Turbo (OpenAl, 2024); DeBERTa
(He et al., 2021); mDeBERTa (He et al., 2023); BERT (Devlin et al., 2019);
Attention-based (Gupta and Srikumar, 2021); KGAT (Liu et al., 2020);

Chinese DeBERTa (Zhang et al., 2023).

Table 2: Evaluation of adversarial claim-evidence pair
attacks’ performance against test FC systems on FEVER
1.0 or CHEF.
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Attack Settings
Attack Method BB-Ret WB-Ret BB-Ver WB-Ver
Rule-based Approaches

Attack Technique Target Dataset Attack Target'

Dataset Bias FEVER 1.0 Introduce out-of-distribution patterns into adversarial claims via transformations: SUP — REF
(Thorne et al., 2019a) ) entailment preserving rewrites, simple negations, and complex negations REF — SUP

EntityLinking
(Kim and Allan, 2019)

Disrupted

FEVER 1.0 Replace entity names in claims with uncommon alternatives v v .
retrieval

NotClear

(Kim and Allan, 2019) FEVER 1.0 Generate NEI claims based on evidence sentences with the phrase “not clear’ v v NEI — SUP/REF

SubsetNum . T

(Kim and Allan, 2019) FEVER 1.0 Generate SUP claims guided by subset over entity v v SUP — NEI

REF — SUP/NEI
NEI — SUP/REF

Conjunction

(Hidey et al., 2020) FEVER 1.0 Generate claims with clauses from single Wikipedia pages v v

Add. Unver.

(Hidey et al., 2020) FEVER 1.0 Generate NEI claims with additional unverifiable propositions v v NEI — REF/SUP

Disrupted
retrieval

Multi-hop Temp.

(Hidey et al., 2020) FEVER 1.0 Generate claims with temporal relations linking entities across Wikipedia pages v v

Lexical Sub. FEVER 1.0 Manipulate claims by applying genetic algorithm to replace synonyms, hypernyms, v v

(Hidey et al., 2020) or hyponyms Generic

Contractions v v

(Mamta and Cocarascu, 2025) FEVER 1.0 Replace words in claims with contractions (e.g., do not — don’t) Generic

Jumbling
(Mamta and Cocarascu, 2025)

FEVER 1.0 Perturb a claim by randomly changing the order of its words v v Generic

Repeat Phrases

(Mamta and Cocarascu, 2025) FEVER 1.0 Append the first quarter of the claim to the end of the original claim v v Generic

Typos

(Mamta and Cocarascu, 2025) FEVER 1.0 p claims by swapping adjacent v v Generic

Synonyms

(Mamta and Cocarascu, 2025) FEVER 1.0 Manipulate claims by replacing adjectives with synonyms from WordNet v v Generic

Phonetic Perturb. FEVER 1.0 Apply phonetic perturbations using a human-written dictionary with a word-level

(Mamta and Cocarascu, 2025) perturbation budget v v Generic

Character Repetition
(Mamta and Cocarascu, 2025)

FEVER 1.0 Randomly duplicate a non-initial/final character within a word in the claim v v Generic

Character Deletion

(Mamta and Cocarascu, 2025) FEVER 1.0 Randomly delete a non-initial/final character within a word in the claim v v Generic

LEET Perturb.

(Mamta and Cocarascu, 2025) FEVER 1.0 Replace letters with visually similar symbols using a predefined dictionary v v Generic

LM-based Approaches

Fact Mixing FEVER 1.0 Generate claims by controlling GPT-2 for text generation with novel target

(Niewinski et al., 2019) vocabulary, mixing facts across articles 4 4 Generic

Disrupted
retrieval

Colloquial
(Kim et al., 2021)
BB-Ret: Black-box attack without access to the FC retrieval model’s architecture; WB-Ver: White-box attack with access to the FC retrieval model’s architecture;

BB-Ver: Black-box attack without access to the FC verification model’s architecture; WB-Ver: White-box attack with access to the FC verification model’s architecture;

“v” signifies that the corresponding access setting has been explored for the attack; a blank indicates it has not. NEI: NotEnoughInfo; SUP: Supported; REF: Refuted.
Regarding the target attack, the notation “A — B” denotes a corrupted verdict in which the gold label A is intentionally altered to the target label B, and “Generic” means

no specified verdict shift for corrupted verdict.

2 We indicate white-box verification access for NSMN, one of the test FC models, since the Model-targeting attack leverages its internal predictions to generate adversarial claims.

FEVER 1.0 Generate colloquial claims by BART-large fine-tuned on Wizard of Wikipedia v v

1

Table 3: A summary of adversarial claim attack techniques, categorized into rule-based and LM-based approaches.
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Attack Settings

Attack Technique Target Dataset Attack Target'
Attack Method BB-Ret WB-Ret BB-Ver WB-Ver
> FEVER 1.0 .
adaadly SciFact Add adversarial evidence generated by Grover v v Dlsr}lpwd
(Du et al., 2022) . retrieval
CovidFact
AdvMod FEVER 1.0 Create adversarial evidence by PEGASUS for real-time verification v v Dlsrfxpted
(Du et al., 2022) retrieval
fimraabe Manlpl{late evndenge characters by replacing with homoglyphs, SUP —s REF
(Boucher et al., 2022) FEVER 1.0 reordering, or deleting them; v v v REF —s SUP
” Minimize correct claim label probability of BERT classifier
Imperceptiblege FEVER 1.0 Manipulate evidence characters; v v Disrupted
(Boucher et al., 2022) : Minimize claim-specific evidence ranking score of retrieval model retrieval
Lexical Variation . . . . SUP — REF
(Alzantot et al., 2018) FEVER 1.0 Create adversarial claim-paired evidence by ROBERTaBASE v v REF —s SUP
Contextualized Replace Pre-train BERT to replace masked salient words for SUP — REF
(Li et al., 2020) FEVER 1.0 maximum classification drop v v v/ REF — SUP
Omlllu'lg Parap'hrase FEVER 1.0 Pa'ra})hfase e\{ldence I?y PEqASUS; : v v v Dlsr}lpted
(Abdelnabi and Fritz, 2023) Minimize claim-specific retrieval ranking retrieval
Omitting Generate . . . L Disrupted
(Abdelnabi and Fritz, 2023) FEVER 1.0 Fine-tune GPT-2 to create alternative evidence omitting key parts v 4 retrieval
Claim-aligned Mask top important tokens by BERT verification model;
Re-writing FEVER 1.0 TS5 reconstructs masked supporting evidence; v v REF — SUP
(Abdelnabi and Fritz, 2023) Select Top-K maximizing SUP probability of BERT
Claim-aligned Mask tokens for lowest retrieval scores; Disrupted
Re-writing e FEVER 1.0 TS5 reconstructs masked supporting evidence; v v t ?Jp 1
(Abdelnabi and Fritz, 2023) Select evidence maximizing retrieval scores retrieval
Supporting Generation FEVER 1.0 Fine-tune GPT-2 to generate supporting evidence; v v REF — SUP
(Abdelnabi and Fritz, 2023) : Select evidence maximizing SUP probability of BERT NEI — SUP
Neutral Noise FEVER 1.0 . . . Disrupted
(Samarinas et al., 2021) Factual-NLI Add top-scoring entailment-neutral documents retrieved by BM25 v v retrieval
. . FEVER 1.0 . . 5 .
Omission Generation S Remove sentence constructs from evidence text and preserve evidence’s Disrupted
VitaminC . v v .
(Atanasova et al., 2022) stance towards the claim retrieval
HoVer
i o AT el e ot bt . sup - e
(He et al., 2025) P P REF — SUP

each sub-question.

BB-Ret: Black-box attack without access to the FC retrieval model’s architecture; WB-Ver: White-box attack with access to the FC retrieval model’s architecture;
BB-Ver: Black-box attack without access to the FC verification model’s architecture; WB-Ver: White-box attack with access to the FC verification model’s architecture;
“/” signifies that the corresponding access setting has been explored for the attack; a blank indicates it has not. NEI: NotEnoughInfo; SUP: Supported; REF: Refuted.
Regarding the target attack, the notation “A — B” denotes a corrupted verdict in which the gold label A is intentionally altered to the target label B, and “Generic” means
no specified verdict shift for corrupted verdict.

> The AdvAdd attack is implemented as the Claim-conditioned Article Generation attack in (Abdelnabi and Fritz, 2023), disrupting the retrieval process.

Table 4: A summary of adversarial evidence attack techniques.

Attack Technique Target Dataset Attack Settings Attack Target'
Attack Method BB-Ret WB-Ret BB-Ver WB-Ver
Rule-based Approaches
Symmetric Manually generate pairs holding the same relation but expressing a .
(Schuster et al., 2019) R 14D different, contrary, fact 7 7 Gamsiite
LM-based Approaches
GPT-4 Symmetric Use GPT-4 to generate Chinese pairs holding the same relation but expressing .
(Zhang et al., 2024a) Gz a different, contrary, fact 7 4 Camanie

BB-Ret: Black-box attack without access to the FC retrieval model’s architecture; WB-Ver: White-box attack with access to the FC retrieval model’s architecture;
BB-Ver: Black-box attack without access to the FC verification model’s architecture; WB-Ver: White-box attack with access to the FC verification model’s architecture;
“/” signifies that the corresponding access setting has been explored for the attack; a blank indicates it has not.

! “Generic” means no specified verdict shift for corrupted verdict.

Table 5: A summary of adversarial claim-evidence pair attack techniques, categorized into rule-based and LM-based
approaches.
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FEVER Acc Recgya Reedoe | o pot’ A re

Attack Technique Test FC System Res Macro-F1
Org Mod Org Mod Org  Mod Org Mod |
Papelo 73.87 5826 - - 58.66' - - - - -
NSMN 68.77 4785 - - 5109 - - - - -
. HexaF 67.37 50.15 - - 50.06' - - - - -
Model-targeting Enhanced ESIM 6276 4675 _ _ 43.08! _ _ _ _ _ 62.5 57.84 36.15
TE-IDF + ESIM 32.83 28.13 - - 26.86! - - - - -
TF-IDF + DA 27.73 21.82 - - 22.28! - - - - -
Oracle + DA - - 82.38 62.56 - - - - - -
Oracle + ESIM - - 83.58 60.66 - - - - - -
Papelo 73.87 5636 75.58 57.26 58.66' - 7147 50.00 - -
. NSMN 68.77 48.85 7027 5035 51.09' - 78.07 71.62 - -
Dataset Bias HexaF 6737 4525 7467 5135 5006' - 8078 7598 - - | 25 63163653
Enhanced ESIM 62.76 3153 67.56 36.84 43.98! - 86.04 8093 - -
TF-IDF + ESIM 32.83 2072 49.75 37.34 26.86! - 4550 3920 - -
TE-IDF + DA 2773 1832 4649 3744 2228! - 4550 3920 - -
Papelo 73.87 44.24 - - 58.66' - - - - -
NSMN 68.77 39.44 - - 51.09' - - - - -
. . HexaF 67.37 35.64 - - 50.06' - - - - -
Lexically-informed Enhanced ESIM 6276 3824 B _ 43.08! B _ _ _ _ 340 65.64 2232
TE-IDF + ESIM 32.83 27.83 - - 26.86! - - - - -
TF-IDF + DA 27.73  20.72 - - 22.28! - - - - -
EntityLess - - - - - - - - - -
EntityLinking - - - - - - - - - -
Controversy - - - - - - - - - -
NotClear FEVER 2.0 Shared - - - - - - - - = | 6471 7966 51.54
.. Task Systems
FiniteSet - - - - - - - - - -
SubsetNum - 000° - 1612° - - - - - -
NotEnoughInfo Add - 76390 - 7639° - - - - - -
Conjunction - 3825° - 42500 - - - - - -
Multi-hop - 31548 - 5164 - - - - - -
Add Unver - 5563 - 5563 - - - - - -
Date Manip FE}’EE s'gtzrl;':‘;ed - 2753~ 3418 - - - -~ _ | 8144 6851 5579
Multi-hop Temp Y - 833 - 2448 - - - - - -
Entity Disamb - - - - - - - - - -
Lexical Sub - 28870 - 29.08° - - - - - -
Fact Mixing FEVER 2.0 Shared ~ 38077 - 4063 - - - - = _ | 8481 7880 66.83
Task Systems
Adv Trigger (w STS) - - - - - 63.5 - - - -
Adv Trigger (w/o STS) RoBERTa - - - L 53.4 o
KGAT (BERT) + Evidence Oracle - - 69.7 573 - - - - - -
KGAT (BERT) + WikiAPI + BERT 62.4 43.6 67.5 532 - — 85.3 734 90.0 722
. KGAT (BERT) + DPR + BERT 55.4 41.5 629 51.2 — - 81.8 774 840 79.6
Colloquial - - -
KGAT (CorefBERT) + Evidence Oracle - - 77.5 67.7 - - - - - -
KGAT (CorefBERT) + WikiAPI + BERT ~ 69.5 52.4 73.8 60.9 - - 85.3 73.4  90.0 722
KGAT (CorefBERT) + DPR + BERT 524 554 6l1.1 61.0 - - 81.8 774 84.0 79.6

Acc: Accuracy; Res: Resilience; Recgyq: Evidence Sentence Recall; Recpge: Document Recall; Pot: Potency; Corr: Correctness Rate; Adj: Adjusted Potency; Org: Results on
original target claims; Mod: Results on modified claims; STS: Semantic Textual Similarity; DPR: Dense Passage Retrieval; —: This metric was not assessed.

Test FC systems: Papelo (Malon, 2018); NSMN (Nie et al., 2019); HexaF (Yoneda et al., 2018); Enhanced ESIM, WikiAPI (Hanselowski et al., 2018); TF-IDF (Chen et al., 2017);
ESIM (Gardner et al., 2018); DA (Parikh et al., 2016); FEVER 2.0 Shared Task Systems (Thorne et al., 2019b); RoBERTa (Liu et al., 2019);

KGAT (Liu et al., 2020); BERT (Devlin et al., 2019), CorefBERT (Ye et al., 2020); DPR (Karpukhin et al., 2020).

Statistics for Resilience are with a mixture of adversarial claims generated by Model-targeting, Dataset Bias, and Lexically-informed attacks across test FC systems.

~ In (Kim and Allan, 2019), (Hidey and Diab, 2018), and (Niewinski et al., 2019), statistics for Corr, Pot, and Adj are with their respective attacks combined.

Statistics for average FEVER and Acc are reported for adversarial claims annotated as “correct” and attack types with over five generated claims, referring to (Thorne et al., 2019b).
Statistics for Macro-F1 score are with verification results over generated claims.

Table 6: Evaluation of adversarial claim attacks’ performance against test FC systems on FEVER 1.0.
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Attack Technique Test FC System Acc on All Accon SUP Acc on REF Acc on NEI Macro-F1 Recﬁ%’ Recﬁ“},‘f _ NEI
Org Mod Org Mod Org Mod Org Mod Org Mod
KGAT 7076 29.02 - - 7250 4245 69.01 1559 - - - - -
AdvAdd CorefBERT 73.05 2859 - - 7403 39.63 7207 1754 - - - - -
MLA 7592 51.86 — - 7871 7184 73.13 3187 - - - - -
KGAT 7076 3722 - - 7250 5174 69.01 2270 - - - - -
AdvMod CorefBERT 73.05 3262 - - 7403 3666 7207 2858 - - - - -
MLA 7592 5272 - - 7871 7057 73.13 3486 - - - - -
Imperceptible
KGAT (BERTgasE) - - 8.0 396 712 503 - - - - 55.2 - 83.6
Homoglyph (c = 5) CorefBERTgasE - - 875 399 728 525 - - - - - - -
syphte= KGAT (RoBERTap are) ~ — ~ 915 606 747 601 - - - - - - -
CorefRoBERTa; ArGE - - 922 651 715 607 - - - - - - -
KGAT (BERTgAsE) - - 890 378 712 495 - - - - 55.1 - 81.8
Reorder (¢ — 5) CorefBERTpasE - - 875 374 728 523 - - - - - - -
=0 KGAT (RoBERTay arGe) ~ — - 915 477 747 548 - - - - - - -
CorefRoBERTa; ArGE - - 922 499 715 514 - - - - - - -
KGAT (BERTgAsE) - - 890 389 712 497 - - - - 60.5 - 79.4
CorefBERTpasE - - 875 392 728 525 - - - - - - -
_=
Delete (¢ = 5) KGAT (RoBERTu ARGE)  — ~ 915 608 747 607 - - - . - - -
CorefRoBERTa; ArGE - - 922 661 715 598 - - - - - - -
Imperceptiblere
Homoglyph (¢ = 5) KGAT (BERTgAsE) - - 890 623 712 605 - - - - 315 - 88.9
KGAT (BERTgasE) - - 8.0 689 712 654 - - - - 42.1 - 73.6
Lexical Variati CorefBERTgasE - - 875 617 128 666 - - - - - - -
exical Vanation g GAT (RoBERTa argr) ~ — ~ 915 736 74T 699 - - - - - - -
CorefRoBERTa; ArGE - - 922 745 715 1716 - - - - - - -
KGAT (BERTgAsE) - - 890 507 712 597 - - - - 30.3 - 69.3
. CorefBERTgAsE - - 875 500 728 608 - - - - - - -
Contextualized Replace ;1" RoBERTa arge) - ~ 915 558 747 639 - - - - - - -
COl‘efROBERTaLARGE - - 92.2 55.6 77.5 64.0 - - - - - - -
KGAT (BERTgAsE) - - 890 510 712 543 - - - - 54.4 - 83.8
Omittine Paranhrase CorefBERTpasE - - 875 507 728 558 - - - - - - -
& rarap KGAT (RoBERTa arGE)  — ~ 915 568 747 607 - - - - - - -
CorefRoBERTa; ArGE - - 922 555 715 584 - - - - - - -
KGAT (BERTgAsE) - - 890 299 712 468 - - - - 30.9 - 87.9
- CorefBERTgAsE - - 875 302 728 489 - - - - - - -
Omitting Generate o AT (RoBERTa arge) - ~ 915 338 747 519 - - - - - - -
CorefRoBERTaLARGE - - 92.2 31.6 77.5 474 - - - - - - -
KGAT (BERTgAsE) - - - - 712 384 - - - - 94.4° - 1.8°
Claim-aligned CorefBERTgAsE - - - - 72.8 36.9 - - - - - - -
Re-writing KGAT (RoBERTay arGe) ~ — - - - 747 449 - - - - - - -
CorefRoBERTa; ARGE - - - - 71.5 42.1 - - - - - - -
KGAT (BERTgASE) - - - - 712 4377 - - - - 99.1° - 1.8°
Claim-aligned CorefBERTgASE - - - - 728  43.1 - - - - - - -
Re-writing e KGAT (ROBERTay aRGE) ~ — - - - 747 488 - - - - - - -
CorefRoBERTa; ARGE - - - - 775 476 - - - - - - -
KGAT (BERTgAsE) - - - - 712 4207 724 3227 - - 85.7% - 3.8’
Supportine Generation CorefBERTpasE - - - - 72.8 397 728 345 - - - - -
upporting 00 K GAT (ROBERTaarGE)  — _ - — 747 432 688 256 - - _ - -
CorefRoBERTay ArGE - - - - 775 452 700  30.0 - - - - -
BERT - - - - - - - - 87.16% 59.51 - - -
Omission Generation RoBERTa B B B B B B B B 88.69' 59.10 - B B
ALBERT - - - - - - - - 86.67° 63.00° — - -
Ensemble' - - - - - - - - 8881° 61.36° - - -
. BM25 retriever - - - - - - - - - - - 35.17 -
Neutral Noise QR-BERT retriever - - - - - - - - - - 54.10 -
Acc: Accuracy; Recﬁ%’ : Recall of adversarial evidence; Recg:,"lid: Recall of gold evidence after attack; — NEI: the ratio of verdict predictions that shift to NEI;

Org: Original dataset (before attack); Mod: Modified dataset (after attack); —: This metric was not assessed.
Test FC systems: KGAT (Liu et al., 2020); BERT (Devlin et al., 2019), CorefBERT, CoreRoBERTa (Ye et al., 2020); MLA (Kruengkrai et al., 2021); RoBERTAa (Liu et al., 2019);
ALBERT (Lan et al., 2020); BM25 (Robertson et al., 1994); QR-BERT (Samarinas et al., 2020).

Re-writingge attack.

Statistics for Macro-F1 score on claim verification results before and after attack.

Statistics for Recall@5 on gold evidence retrieval with adversarial evidence included.

An ensemble of three FC models, i.e., BERT, RoOBERTa, and ALBERT, in (Atanasova et al., 2022).
Statistics for Acc are reported under stance filtering for both Claim-aligned Re-writing and Supporting Generation attacks, and under retrieval filtering for the Claim-aligned

Table 7: Evaluation of adversarial evidence attacks’ performance against test FC systems on FEVER 1.0.
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