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Abstract

Large language models (LLMs) have demon-
strated impressive performance in machine
translation, but still struggle with unseen low-
resource languages, especially those written
in underrepresented scripts. To investigate
whether LLMs can translate such languages
with the help of linguistic resources, we intro-
duce Lotus, a benchmark designed to evaluate
translation for Mongolian (in traditional script)
and Yi. Our study shows that while linguis-
tic resources can improve translation quality
as measured by automatic metrics, LLMs re-
main limited in their ability to handle these lan-
guages effectively. We hope our work provides
insights for the low-resource NLP community
and fosters further progress in machine transla-
tion for underrepresented script low-resource
languages. Our code and data are available1.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance in NLP tasks, particularly
in machine translation (Brown et al., 2020; Raunak
et al., 2023; Vilar et al., 2023; Zhang et al., 2023;
Zhu et al., 2024a; Wang et al., 2024). Although
these models were not specifically designed for
machine translation, they are capable of perform-
ing effective translations based on natural language
instructions and a few prompt examples, due to
the large scale multilingual corpora, predominantly
in English, used during their training (Zhu et al.,
2024b). However, among the more than 7,000
known languages globally (Joshi et al., 2020; van
Esch et al., 2022; Zhang et al., 2024b), the majority
of low-resource languages are not represented in
the training data of these LLMs. As a result, LLMs
often exhibit limited performance in machine trans-
lation tasks for low-resource languages, especially
those that are unseen.

* Corresponding author.
1https://github.com/csdq777/Lotus

Figure 1: LLMs struggle to translate unseen, underrep-
resented languages. Can external linguistic knowledge
help?

To further investigate the reasoning abilities of
LLMs in the context of machine translation for
unseen languages, recent research (Zhang et al.,
2024b; Tanzer et al., 2024; Zhang et al., 2024a;
Pei et al., 2025) has proposed incorporating ex-
ternal linguistic resources such as bilingual dictio-
naries, grammar descriptions, and parallel corpora
into prompts that emulate human second language
learning processes. Although previous studies have
made impressive progress, they have primarily fo-
cused on unseen languages with Latin scripts.

We argue that machine translation for unseen lan-
guages written in underrepresented scripts presents
greater challenges for LLMs than for unseen lan-
guages in Latin scripts. This is mainly due to three
reasons. Firstly, using bilingual dictionaries as
prompts to enhance machine translation for unseen
languages with underrepresented scripts is not as
straightforward as for languages written in Latin
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scripts with natural word boundaries. Many of
these scripts lack explicit word boundary mark-
ers and do not have readily available word-level
processing tools. Second, from the perspective of
resource acquisition, Latin script languages often
benefit from mature OCR tools that facilitate the
extraction of data from digitized linguistic materi-
als. Although recent work suggests that grammar
books alone may have limited impact on improv-
ing translation for unseen languages (Aycock et al.,
2025), the availability of OCR tools still allows
Latin script languages to transform such resources
into usable parallel corpora. In contrast, languages
with underrepresented scripts often lack OCR sup-
port and digitized resources (Ignat et al., 2022),
and manual annotation may require learning input
methods for those scripts (Ding et al., 2019). Third,
most available parallel corpora are concentrated
in Latin script languages, leaving those written in
underrepresented scripts largely absent from the
pretraining of LLMs, which in turn results in de-
graded generation performance (Bang et al., 2023;
Ahuja et al., 2023). Therefore, we pose the fol-
lowing interesting question: Can LLMs translate
unseen languages in underrepresented scripts? As
illustrated in Figure 1.

In this paper, we introduce Lotus (Large
Language Models On Translation of Unseen and
Underrepresented Scripts) , a benchmark designed
to explore whether LLMs can translate languages
written in underrepresented scripts that they have
not seen before. Specifically, Lotus focuses on two
challenging cases: Mongolian in traditional script
and Yi, both of which lack representation in main-
stream NLP resources. Our experiments demon-
strate that, similar to unseen Latin script languages,
these underrepresented script languages can also
benefit from external linguistic resources, leading
to improved translation performance. However, the
overall translation ability of LLMs remains limited.
In particular, the model shows only basic trans-
lation capability for Mongolian, while effective
translation for Yi is not yet achievable.

Our contributions are as follows:(1) We intro-
duce Lotus, a benchmark for exploring whether
LLMs can translate unseen languages written in
underrepresented scripts. (2) We conduct evalua-
tions across multiple LLMs and provide detailed
analysis of the results, offering insights for the low-
resource NLP community, especially for languages
with underrepresented scripts.

2 Linguistic Resources and Word-Level
Processing Tools

2.1 Bilingual Dictionaries

The Mongolian-Chinese dictionary was sourced
from Hitoshi Kuribayashi’s website2, which pro-
vides a comprehensive collection of bilingual en-
tries. To obtain the reverse direction, we in-
verted the dictionary pairs to construct a Chinese-
Mongolian dictionary. After processing and clean-
ing, we obtained 15,014 entries in the Mongolian-
Chinese direction and 30,069 entries in the Chinese-
Mongolian direction.

The Yi-Chinese dictionary was collected from
the Glosbe website3, a collaborative dictionary
platform with contributions from native speakers.
Glosbe supports bidirectional lookup between lan-
guage pairs. However, due to inconsistencies in the
bidirectional data, certain entries appear in only one
direction. To address this asymmetry, we collected
both the Yi-Chinese and Chinese-Yi dictionaries
separately and then converted each into its reverse
direction. After merging and deduplication, we ob-
tained 14,854 entries in the Yi-Chinese direction
and 28,626 in the Chinese-Yi direction.

2.2 Parallel Corpora

Given the scarcity of low-resource languages and
the difficulty of collecting their data, we con-
structed parallel sentence pairs from multiple
sources, including news websites, WeChat public
accounts, bilingual dictionary example sentences,
language learning books, and a small amount of
manually annotated data. In total, we obtained
5,461 Mongolian-Chinese sentence pairs and 5,421
Yi-Chinese sentence pairs. More detailed statistics
are provided in the appendix B.

2.3 Word-Level Processing Tools

To incorporate bilingual dictionary entries into
LLM prompts, we first perform word-level process-
ing on the source sentence. Unlike Latin script lan-
guages, which mark word boundaries with whites-
pace, the two languages in our study lack explicit
delimiters, requiring additional preprocessing for
segmentation.

Mongolian Tokenizer Mongolian is an aggluti-
native language, with words typically composed
of a root followed by one or more suffixes that

2http://hkuri.cneas.tohoku.ac.jp/
3https://glosbe.com/
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Figure 2: This table compares different methods across a range of models on the Lotus benchmark test set, with
chrF++ as the evaluation metric.We denote X as the source sentence, S as the top 3 retrieved parallel examples,
Dexact(n) as exact matches with n entries per word, and Dfuzzy(k,n) as fuzzy matches with n entries for the top k
unmatched words.

indicate grammatical functions. In traditional Mon-
golian script, a specific type of suffix known as
"Mongolian word additional components" appears
visually separated by whitespace-like characters,
although they differ in Unicode encoding. If not
properly removed, these components can interfere
with dictionary-based lookup. To address this, we
developed a custom tokenizer, implemented by one
of the authors who is a native speaker of Mongolian.
This tokenizer segments words, removes additional
components, and preserves stems, improving the
overall accuracy of tokenization.

Yi Word Segmenter Yi is an isolating language
with limited morphological variation. However,
like other isolating languages such as Chinese
and Thai, its script does not explicitly mark word
boundaries, which makes word-level segmentation
challenging. To address this, we followed the ap-
proach of Muxia (2018) by first extracting terms
from their Yi segmentation thesis, and then ex-
panded the dictionary with bilingual word pairs
from our data. Using this dictionary as a lexicon,
we implemented a basic Yi word segmenter de-
signed to support our experiments.

3 Prompt Formalization

We formalize our linguistic resources as follows:

Source sentence X The input consists solely of
a source language sentence.

Bilingual Dictionary D The bilingual dictionary
D consists of bilingual words, each with multiple
entries (translations or meanings). We adopt the
following two retrieval strategies for the entries in
the dictionary:

• Exact matching (Dexact(n)): For each word
in the source sentence that appears in the dic-
tionary, we retrieve and expose the top n en-
tries. For instance, Dexact(2) means showing
two dictionary entries per matched word.

• Fuzzy matching (Dfuzzy(k,n)): Given that
both languages under study are low-resource,
and that Mongolian exhibits rich morpho-
logical complexity as an agglutinative lan-
guage, exact dictionary coverage is often in-
sufficient. To address this, we following
DIPMT++ (Zhang et al., 2024a) employ a two-
stage retrieval strategy: exact matching fol-
lowed by fuzzy matching via BM25 (Robert-
son and Zaragoza, 2009). We treat each un-
matched word as a query and each dictionary
word as a document in the retrieval process.
The top k most similar entries are retrieved
and n dictionary translations per match are
exposed in the prompt. To control the noise
introduced by fuzzy retrieval, we restrict it to
k = 2 and n = 2.

Parallel sentence S We retrieve a small number
of parallel sentence examples from a parallel cor-
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pus using BM25 (Robertson and Zaragoza, 2009).
We adopt a 3-shot setup, where the top 3 most rele-
vant sentence pairs are selected and prepended to
the prompt as translation demonstrations.

We formalize our prompt using a structured tem-
plate, and adopt the prompt template designed by
(Zhang et al., 2024a,b), where the input consists of
linguistic resources and the output Y is generated
by a LLM. Specifically, the input includes:

(1) X , where only the source sentence is pro-
vided. (2) X + Dexact(full), where the source
sentenc is provided along with each word in the
sentence that can be exactly retrieved, along with
all its entries. (3) X + S, where 3-shot most rel-
evant sentence pairs are retrieved from the par-
allel corpus and then the source sentence is pre-
sented for translation. (4) X + S + Dexact(n),
The 3-shot most relevant sentence pairs are re-
trieved from the parallel corpus, and for each
source sentence, the top n dictionary entries for
words that can be exactly matched are retrieved.
(5) X + S +Dexact(n) + fuzzy, which extends (4)
by applying fuzzy retrieval: if a word has no exact
match in the dictionary, the top k = 2 most similar
words are retrieved, with n = 2 entries provided for
each. See the prompt template in Appendix F.

4 Experiments

4.1 Experimental Setup

Models We use nine models in our experiments:
GPT-4.1, GPT-4.1-mini (Achiam et al., 2023), and
the full Qwen3-Dense series (Yang et al., 2025)
with models of 0.6B, 1.7B, 4B, 8B, 14B, and 32B
parameters.

Metrics Our main evaluation metric is
chrF++ (Popović, 2017), which is more appro-
priate for low-resource languages (Aycock et al.,
2025). We also report SacreBLEU (Post, 2018)
scores for completeness. Further details can be
found in the appendix E.

Test Set We construct our test set by randomly
sampling from our collected corpus, following the
design of the ZhuangBench (Zhang et al., 2024a).
Sentences are categorized into three levels low,
medium, and high based on their length, with 200
sentences sampled for each level.

4.2 Results and Analyses

We present our experimental results in Figure 2.
The experimental results confirm that incorporating

external linguistic resources improves the transla-
tion performance of both Mongolian and Yi, two
languages with underrepresented scripts. Using
chrF++ as the primary evaluation metric, we ob-
serve that for Mongolian to Chinese translation,
chrF++ increases from 2.5 with the X to 16 with
the X + S +Dexact(20) on the Qwen3-32B model.
For Chinese to Mongolian, GPT-4.1 shows an
increase from 0.3 with the X to 26.8 with the
X + S + Dexact(full) + fuzzy. For Yi to Chinese,
GPT-4.1 improves from 2.3 with the X to 10.6 with
the X + S +Dexact(10), while for Chinese to Yi,
Qwen3-32B sees an increase from 0.7 with the X
to 13.4 with the X + S +Dexact(10) + fuzzy. How-
ever, upon analyzing specific cases, we find that
successful translations for Yi often involve simple
sentences or those closely related to in-context ex-
amples. While linguistic resources clearly provide
improvements for Yi, they do not yet support reli-
able and general-purpose translation. In contrast,
Mongolian can be considered to have achieved ba-
sic machine translation capabilities. BLEU scores
are also reported in the Appendix E.

Dictionary Retrieval Strategies In Mongolian-
Chinese translation with basic translation capabil-
ities, for variants of the X + S +D, we observe
that for both target languages (Chinese and Mon-
golian), the better performance of each variant is
often influenced by a particular retrieval strategy.
Chinese is an isolating language, and when used
as the target language, exact matching generally
outperforms the combination of exact and fuzzy
matching. In contrast, Mongolian is an agglutina-
tive language with complex morphological varia-
tions. In this case, exact matching alone often fails
to cover all word forms, and incorporating fuzzy
matching leads to better translation performance.
These results suggest that the choice of dictionary
retrieval strategy should be informed by the mor-
phological characteristics of the target language.

Dictionary Entry Coverage In Mongolian-
Chinese translation with basic translation capabil-
ities, for variants of the X + S +D, we observe
that when the model has a large number of parame-
ters and the target language is Chinese, increasing
the number of exact match entries leads to more
significant improvements. In contrast, for smaller
models with lower baseline chrF++ scores, even
slight improvements in automatic metrics do not
result in meaningful improvements in translation
quality. We attribute this to the severe lack of lin-
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Figure 3: Comparison of different Mongolian word
segmentation strategies.

guistic resources for Mongolian, specifically the
Mongolian written in the traditional script used in
our study, which makes it difficult for LLMs to
acquire basic knowledge of Mongolian and to accu-
rately generate or select appropriate target words.

Word-Level Processing For Mongolian tok-
enization, we conducted comparative experiments
between two approaches: the standard space-based
tokenization method and our proposed method,
which performs tokenization by removing Mongo-
lian word additional components. In the translation
direction from Mongolian to Chinese, where the
source language is a morphologically rich aggluti-
native language, effective tokenization is particu-
larly important. Based on our previous experimen-
tal results and analysis, we find that in this setting,
where the target language is high-resource Chi-
nese, dictionary strategies based on exact matching
yield the most substantial improvements. There-
fore, we conducted experiments using the Qwen3-
32B model under the X + S + Dexact(n) setting,
which combines tokenization and multi-entry dic-
tionary prompts. As shown in the Figure 3, our
method achieves better performance across multi-
ple evaluation metrics, demonstrating the effective-
ness of affix removal followed by tokenization for
Mongolian.

However, for Yi language segmentation, even
though Yi has not achieved basic machine transla-
tion capabilities in our experiments, we find that
by comparing the X + S and X + S +D, when
segmentation is not performed, the X+S primarily
relies on pattern matching and repeats the most re-
cent examples as output. In contrast, the X+S+D
method is able to achieve correct translation at least
when handling simple test sentences, by combining
the words in D that are correctly segmented and
exactly missing, and the examples in S that are
highly relevant to the simple test sentence. Given
the additional complexity and challenges faced by
Yi segmentation, where the Yi script lacks explicit

word boundary markers, even a person who has
never studied Yi would get worse results when
translating by looking up a dictionary, compared to
languages with natural word boundaries, As stated
in the human evaluation section of Appendix D.
We believe this situation further highlights the se-
vere limitations faced by languages like Yi, which
are both extremely low-resource and lack natural
word boundary cues. These challenges underscore
the urgent need for future research to focus on
such languages and develop dedicated segmenta-
tion tools and preprocessing techniques tailored to
their unique characteristics.

5 Conclusion

In this paper, we investigate whether LLMs can
translate unseen and underrepresented script lan-
guages. Through experiments with state-of-the-
art LLMs and advanced techniques, we find that,
similar to previous studies, these models can im-
prove automatic translation metrics by incorporat-
ing external linguistic resources. However, unlike
prior work, we observe that machine translation for
these unrepresentative scripts still faces significant
limitations: for Mongolian, only basic translation
capabilities are achieved, while for Yi, effective
machine translation remains unattainable. We hope
our work offers a new perspective for future re-
search and contributes to advancing NLP support
for the low-resource language community.

Limitations

Corpus Scope Given the scarcity of available
resources, our study focuses on two underrepre-
sented and unseen languages in LLMs, rather than
including other underrepresented and unseen script
languages. We encourage future work to further
expand the inclusion of such underrepresented lan-
guages in the NLP community..

Yi Word Segmenter Although we adopted a
method proposed by a Yi scholar (Muxia, 2018),
we acknowledge that there may be issues in the
Yi language segmentation process, as there were
no Yi speakers involved in the experiment. At the
same time, we call on the community to pay more
attention to low-resource languages like Yi, which
lack natural word boundaries, in order to promote
linguistic diversity in NLP.
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Figure 4: Different scripts in different languages

A Background

To explore issues related to script diversity, we
focus on two underrepresented script languages:
Mongolian and Yi. Both are spoken by ethnic mi-
norities in China and are largely unseen by current
LLMs. As a result, they are significantly underrep-
resented in NLP research. Their unique linguistic
and script characteristics make them valuable for
studying challenges in multilingual language pro-
cessing. Figure 4 provides a comparative view of
different scripts used in these languages.

The Mongols An ethnic minority in northern
China and the predominant ethnic group in Mongo-
lia, the Mongols primarily speak Mongolian (ISO
639-1: mn; ISO 639-3: mon). This language, be-
longing to the Mongolic language family, is aggluti-
native and features two major writing systems: the
Cyrillic Mongolian script, widely used in Mongo-
lia, and the traditional Mongolian script, primarily
employed in Inner Mongolia, China. This study fo-
cuses on the traditional Mongolian script. Mongo-
lian has clear word segmentation boundaries, mak-
ing it structurally distinct from Yi. Figure 1 shows
the visual representation of the Mongolian script
on computers, while Figure 4 illustrates its actual
vertical writing form.

The Yi People An ethnic minority in southwest-
ern China, the Yi people are primarily concentrated
in Sichuan, Yunnan, and Guizhou, with a popula-
tion of 9.8 million. The Yi language (ISO 639-1:
ii; ISO 639-3: iii), part of the Sino-Tibetan lan-
guage family, is an analytic language that uses the
Standard Yi script as its official writing system.
Yi encompasses multiple dialects, and this study
focuses on the Northern dialect, particularly the
Liangshan Standard Yi. The Yi language is spoken
by a minority ethnic group in China, and it lacks ex-
plicit word segmentation boundaries, which poses
challenges for NLP tasks.

Target Dict Rev. Dict Train Test

Mongolian 30,069 15,014 5,261 200
Yi 28,626 14,854 5,221 200

Table 1: Statistics of the Lotus benchmark. Dict refers
to the size of the bilingual dictionary. Rev. Dict refers
to the reverse dictionary. Train and Test indicate the
number of sentence pairs in the parallel data.

B Data statics

In this section, we provide detailed statistics on the
data we collected.

Statistic of the Lotus Data In Table 1, we report
the data statistics of the Lotus Data Components.

Statistic of the Train Set In Table 2, we report
the data statistics of the Train set. In Table 4, we
report the sources of the parallel corpus data.

Statistic of the Test Set Table 3 presents the
statistics of the Lotus test set.

C Implementation Details

For the open-source models, including Qwen3-
32B, Qwen3-14B, Qwen3-8B, Qwen3-4B, Qwen3-
1.7B, and Qwen3-0.6B, we deployed them on 2
NVIDIA H20 GPUs with 96 GB of memory, using
vLLM (Kwon et al., 2023) for efficient inference.
Decoding was performed using a temperature of 0.
For the GPT series models, we accessed them via
API and used the default settings.

D Human Evaluation

We conducted human evaluation, and the results
are presented in Table 9. Four participants who had
never studied Mongolian or Yi were recruited as
non-native evaluators, and two native Mongolian
speakers participated as native evaluators. For GPT-
4.1, we adopt X + S +D, where Chinese and Yi
are target languages with X + S + Dexact(full),
while Mongolian is X + S +Dexact(n) + fuzzy.

For the non-native evaluators, we provided all
linguistic resources, except for the test set, along
with a brief grammar guide of no more than 500
words to facilitate understanding of the target lan-
guages. During the evaluation, participants were al-
lowed to use search engines to look up information
but were not permitted to use any translation soft-
ware or LLMs. After the evaluation, the first author
conducted short interviews with the participants.
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Statistic Mongolian-Chinese Yi-Chinese

Training instances 5,261 5,221
Avg. Chinese length (char) 35.3 30.9
Avg. Chinese length (word) 19.2 17.7
Avg. Target length (word) 32.4 (Mongolian) 24.8 (Yi)
Avg. Target length (char) – 37.3

Table 2: Statistics of the Mongolian-Chinese and Yi-Chinese parallel training sets. Character- and word-level
statistics are computed separately for source (Chinese) and target languages.

Category Easy Medium Hard

Mongolian-Chinese
Test Set Instances 75 60 65
Average Chinese Length (char) 10.7 24.6 42.0
Average Chinese Length (word) 6.8 14.5 25.0
Average Mongolian Length (word) 7.9 21.0 30.5

Yi-Chinese
Test Set Instances 75 60 65
Average Chinese Length (char) 11.0 24.3 41.3
Average Chinese Length (word) 7.2 15.2 25.8
Average Yi Length (char) 12.3 28.6 49.1
Average Yi Length (word) 8.9 19.1 31.0

Table 3: Test set statistics in the Lotus benchmark. Easy, Medium, and Hard denote difficulty levels. Lengths are
measured by character and word for both source (Chinese) and target (Mongolian or Yi) sentences.

We found that the scripts of underrepresented lan-
guages differ significantly from Latin-based scripts.
For most *ACL readers and authors, English is at
least readable, and its 26-letter alphabet is relatively
easy to recognize. In contrast, some participants
were entirely unfamiliar with the Mongolian script.
The Yi script posed even greater challenges, as it
lacks explicit word boundaries, making segmen-
tation and comprehension more difficult. These
challenges slowed down the evaluation process.
The first author recorded the time each annotator
spent on the task. Even for only 30 sentences, the
fastest participant required more than 90 minutes,
excluding preparation time. By contrast, GPT-4.1
completed bidirectional translation for the same set
in under five minutes.

For the native evaluators, results showed that na-
tive speakers substantially outperformed GPT-4.1.
In terms of automatic metrics, chrF++ appeared
more suitable for Chinese–Mongolian translation,
while BLEU provided a more reasonable assess-
ment for Mongolian–Chinese. The first author, a
native speaker of Chinese, carefully compared the
Mongolian–Chinese translations produced by na-
tive speakers with the reference translations. Al-
though the wording and word order often differed,

the meanings were consistently preserved.

E Evaluation Metrics

We additionally report SacreBLEU scores for all
four translation directions. The results are shown
in Tables 5,6,7,8.
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Target Type Source Description Count

Mongolian News Gov. reports Chinese government work reports 3402
Mongolian Dictionary Lexicon Mongolian-Chinese dictionary4 1652
Mongolian Book Textbook A Practical Handbook for Learning Mongolian 207
Mongolian Manual Annotation 200 sentences generated by GPT-4.0, manually an-

notated
200

Yi language News Gov. reports Chinese government work reports 2712
Yi language Social WeChat WeChat public platforms5 1491
Yi language Dictionary Lexicon Glosbe website 239
Yi language Book Textbook 600 Sentences in Liangshan Yi Conversation6 167

Table 4: Sources and statistics of the Mongolian-Chinese and Yi-Chinese parallel corpora in the Lotus benchmark.

Method Qwen3-32B Qwen3-14B Qwen3-8B Qwen3-4B Qwen3-1.7B Qwen3-0.6B GPT-4.1 GPT-4.1 mini

X 1.2 / 2.5 0.3 / 1.5 0.1 / 1.3 0.3 / 1.5 0.0 / 0.4 0.1 / 0.8 1.0 / 3.0 1.7 / 3.3
X + Dexact(full) 4.4 / 5.2 3.4 / 5.9 3.3 / 4.1 1.1 / 2.3 0.7 / 1.0 0.0 / 0.4 11.8 / 12.2 9.0 / 9.9
X + S 1.7 / 2.9 0.7 / 1.6 0.0 / 0.3 0.0 / 0.0 0.0 / 1.3 0.0 / 0.6 5.3 / 5.5 5.4 / 5.3
X + S + Dexact(2) 14.7 / 13.9 12.5 / 12.1 11.5 / 10.4 7.8 / 9.3 1.4 / 4.3 2.1 / 5.0 15.5 / 13.0 12.2 / 11.1
X + S + Dexact(5) 20.2 / 15.7 17.9 / 14.3 13.2 / 11.3 5.9 / 8.9 0.9 / 3.3 1.7 / 4.5 17.7 / 14.7 14.9 / 12.8
X + S + Dexact(10) 18.3 / 14.5 14.1 / 13.2 7.0 / 9.7 6.5 / 9.3 0.8 / 3.0 1.9 / 4.8 19.5 / 15.5 15.6 / 13.1
X + S + Dexact(20) 20.7 / 16.0 17.1 / 13.7 9.5 / 10.1 5.2 / 8.5 0.9 / 3.3 1.5 / 4.4 17.8 / 14.5 15.6 / 12.8
X + S + Dexact(full) 15.6 / 14.9 13.3 / 12.8 6.5 / 9.3 5.0 / 8.5 0.8 / 3.2 1.4 / 4.1 18.6 /14.7 15.3 / 13.2
X + S + Dexact(2)+fuzzy 11.6 / 11.7 14.7 / 12.2 5.8 / 8.6 3.2 / 6.7 1.0 / 3.4 1.8 / 4.4 12.0 / 10.6 10.0 / 10.6
X + S + Dexact(5)+fuzzy 12.7 / 12.8 8.9 / 11.2 5.7 / 8.8 2.3 / 6.0 0.7 / 2.6 2.1 / 4.6 13.5 / 11.7 11.6 / 11.8
X + S + Dexact(10)+fuzzy 15.5 / 14.7 15.7 / 13.1 6.5 / 9.3 1.9 / 5.4 0.8 / 2.9 1.6 / 4.2 13.6 / 11.9 12.5 / 12.2
X + S + Dexact(20)+fuzzy 11.7 / 13.4 15.8 / 12.8 4.2 / 7.9 3.3 / 7.0 0.8 / 2.8 1.5 / 3.9 13.8 / 11.1 12.7 / 12.4
X + S + Dexact(full)+fuzzy 18.3 / 15.1 15.5 / 12.7 3.9 / 7.5 3.4 / 7.1 0.6 / 2.5 1.3 / 3.6 15.4 / 12.8 12.3 / 12.1

Table 5: BLEU / chrF++ scores for Mongolian to Chinese (mn→zh) translation across different prompting strategies
and model sizes.

Method Qwen3-32B Qwen3-14B Qwen3-8B Qwen3-4B Qwen3-1.7B Qwen3-0.6B GPT-4.1 GPT-4.1 mini

X 0.0 / 0.3 0.0 / 0.0 0.0 / 0.0 0.0 / 0.0 0.0 / 0.0 0.0 / 0.0 0.0 / 0.3 0.0 / 0.6
X + Dexact(full) 0.0 / 4.5 0.0 / 0.7 0.0 / 1.3 0.0 / 0.7 0.0 / 0.7 0.0 / 0.3 0.0 / 11.9 0.1 / 15.8
X + S 3.1 / 20.4 0.0 / 5.3 0.0 / 2.3 0.0 / 1.0 0.0 / 3.7 0.0 / 0.3 2.9 / 22.2 2.9 / 21.8
X + S + Dexact(2) 1.3 / 16.3 0.7 / 13.9 0.3 / 10.8 0.6 / 15.5 0.4 / 11.3 0.3 / 9.9 2.5 / 25.2 0.6 / 21.9
X + S + Dexact(5) 1.9 / 17.5 0.7 / 12.9 0.3 / 12.0 0.4 / 14.7 0.5 / 12.5 0.4 / 10.1 2.4 / 25.1 0.9 / 22.1
X + S + Dexact(10) 2.0 / 17.0 0.8 / 13.5 0.3 / 11.5 0.5 / 14.5 0.4 / 12.4 0.3 / 9.9 2.4 / 25.2 0.9 / 21.6
X + S + Dexact(20) 1.8 / 16.8 0.8 / 13.8 0.3 / 11.1 0.5 / 14.8 0.4 / 12.6 0.3 / 9.6 2.9 / 25.6 0.7 / 21.5
X + S + Dexact(full) 1.9 / 17.2 0.8 / 13.9 0.3 / 11.1 0.5 / 14.5 0.4 / 12.6 0.3 / 9.6 2.5 / 24.9 0.7 / 21.7
X + S + Dexact(2)+fuzzy 1.9 / 17.7 0.6 / 14.7 0.4 / 12.3 0.5 / 15.4 0.4 / 11.8 0.3 / 11.3 2.2 / 26.3 0.7 / 24.4
X + S + Dexact(5)+fuzzy 2.1 / 18.1 0.8 / 14.7 0.4 / 12.7 0.4 / 15.2 0.4 / 13.2 0.3 / 10.1 2.5 / 26.7 0.8 / 24.5
X + S + Dexact(10)+fuzzy 2.4 / 19.1 0.9 / 15.4 0.4 / 12.7 0.6 / 15.2 0.5 / 13.2 0.4 / 10.6 2.4 / 26.3 1.0 / 24.5
X + S + Dexact(20)+fuzzy 2.6 / 19.2 0.8 / 15.0 0.4 / 13.0 0.5 / 15.5 0.4 / 12.9 0.4 / 10.7 2.1 / 26.5 0.6 / 24.6
X + S + Dexact(full)+fuzzy 2.7 / 19.5 0.8 / 15.4 0.4 / 13.2 0.5 / 15.5 0.4 / 12.9 0.3 / 10.6 2.8 / 26.8 1.0 / 24.1

Table 6: BLEU / chrF++ scores for Chinese to Mongolian (zh→mn) translation across different prompting strategies
and model sizes.

Method Qwen3-32B Qwen3-14B Qwen3-8B Qwen3-4B Qwen3-1.7B Qwen3-0.6B GPT-4.1 GPT-4.1 mini

X 0.5 / 2.2 0.3 / 1.7 0.2 / 1.8 0.3 / 1.6 0.0 / 0.4 0.1 / 1.3 0.7 / 2.7 0.5 / 2.2
X + Dexact(full) 2.8 / 3.9 1.8 / 4.1 1.3 / 2.0 0.5 / 1.3 0.0 / 0.5 0.1 / 0.3 7.2 / 8.6 4.8 / 6.6
X + S 2.5 / 2.8 0.0 / 1.1 0.0 / 0.0 0.0 / 0.2 0.0 / 0.2 0.1 / 1.1 7.8 / 6.2 8.0 / 6.2
X + S + Dexact(2) 8.0 / 7.8 7.1 / 7.3 8.8 / 7.6 3.6 / 6.3 1.3 / 3.9 3.5 /5.5 10.0 / 9.2 6.6 / 6.2
X + S + Dexact(5) 13.5 / 9.7 8.4 / 8.2 6.1 / 8.2 2.5 / 5.9 1.4 / 3.7 2.3 / 4.9 10.1 / 8.5 8.6 / 8.5
X + S + Dexact(10) 13.8 / 9.9 10.7 / 10.1 4.6 / 7.6 2.7 / 6.1 1.6 / 4.0 2.3 / 4.3 11.4 / 10.6 8.4 / 9.0
X + S + Dexact(20) 11.3 / 10.1 4.5 / 7.0 4.8 / 7.6 2.2 / 5.6 1.2 / 3.5 2.2 / 4.8 10.6 / 9.2 8.8 / 9.2
X + S + Dexact(full) 13.7 / 10.5 8.6 / 9.8 5.1 / 7.8 2.1 / 5.4 1.5 / 3.8 1.5 / 3.8 9.8 / 7.6 9.3 / 9.5
X + S + Dexact(2)+fuzzy 8.5 / 7.4 9.8 / 7.7 4.5 / 7.3 2.9 / 5.3 1.0 / 3.4 2.3 / 4.6 8.9 / 7.5 5.9 / 5.9
X + S + Dexact(5)+fuzzy 10.6 / 9.2 11.7 / 9.1 6.6 / 8.6 2.5 / 5.8 1.2 / 3.8 2.3 / 4.3 10.2 / 9.8 7.6 / 8.5
X + S + Dexact(10)+fuzzy 13.0 / 9.8 11.0 / 10.1 5.2 / 7.8 3.4 / 5.9 1.2 / 4.0 2.4 / 4.8 10.4 / 8.8 7.5 / 7.4
X + S + Dexact(20)+fuzzy 14.2 / 10.4 9.3 / 8.8 3.6 / 6.9 3.1 / 6.6 1.1 / 3.5 2.6 / 5.0 10.3 / 8.8 8.1 / 9.0
X + S + Dexact(full)+fuzzy 12.2 / 9.9 6.9 / 9.3 3.1 / 6.3 1.9 / 4.5 1.2 / 3.5 2.0 / 4.2 9.4 / 7.2 7.7 / 8.7

Table 7: BLEU / chrF++ scores for Yi to Chinese (yi→zh) translation across different prompting strategies and
model sizes.
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Method Qwen3-32B Qwen3-14B Qwen3-8B Qwen3-4B Qwen3-1.7B Qwen3-0.6B GPT-4.1 GPT-4.1 mini

X 0.0 / 0.7 0.0 / 0.5 0.0 / 0.6 0.0 / 0.4 0.0 / 0.2 0.0 / 0.3 0.0 / 0.2 0.0 / 0.5
X + Dexact(full) 0.0 / 1.5 0.1 / 3.8 0.1 / 2.1 0.0 / 0.6 0.0 / 0.6 0.0 / 0.1 0.3 / 7.2 0.3 / 7.1
X + S 2.4 / 7.6 0.6 / 2.7 0.0 / 0.0 0.0 / 0.0 0.3 / 1.2 0.0 / 0.2 3.6 / 10.2 3.5 / 9.7
X + S + Dexact(2) 3.9 / 12.4 3.7 / 12.1 4.0 / 11.9 3.3 / 10.7 1.9 / 7.1 1.5 / 5.3 4.0 / 12.5 2.7 / 10.7
X + S + Dexact(5) 4.7 / 13.0 3.8 / 12.6 3.9 / 12.0 3.1 / 11.0 2.5 / 7.2 1.7 / 5.7 4.2 / 13.3 2.6 / 10.5
X + S + Dexact(10) 4.3 / 13.0 3.9 / 12.6 4.0 / 12.0 3.3 / 10.8 2.3 / 6.5 1.8 / 5.7 4.0 / 12.9 2.6 / 10.8
X + S + Dexact(20) 4.2 / 12.9 3.6 / 12.2 3.9 / 11.6 3.0 / 10.6 2.2 / 6.5 1.8 / 5.5 4.0 / 12.5 2.8 / 11.0
X + S + Dexact(full) 4.3 / 13.0 3.6 / 12.3 3.7 / 11.3 3.0 / 10.5 2.3 / 6.7 1.9 / 5.7 4.5 / 13.3 2.7 / 10.8
X + S + Dexact(2)+fuzzy 4.4 / 12.9 3.4 / 12.3 4.0 / 12.4 3.0 / 11.0 2.0 / 6.5 1.9 / 5.7 4.2 / 12.6 1.8 / 10.2
X + S + Dexact(5)+fuzzy 4.3 / 13.0 3.7 / 12.5 3.9 / 12.8 3.5 / 11.4 2.3 / 6.1 1.4 / 5.6 3.9 / 12.9 2.6 / 10.9
X + S + Dexact(10)+fuzzy 4.7 / 13.4 3.7 / 12.8 4.2 / 12.8 3.7 / 11.4 2.1 / 5.9 1.6 / 5.7 4.4 / 13.0 2.4 / 10.8
X + S + Dexact(20)+fuzzy 4.3 / 12.9 3.8 / 12.5 3.9 / 12.2 3.3 / 11.1 2.3 / 6.4 1.7 / 5.4 4.4 / 13.0 2.5 / 10.6
X + S + Dexact(full)+fuzzy 4.5 / 13.0 3.9 / 12.7 4.0 / 12.3 3.3 / 11.2 2.3 / 6.7 1.6 / 5.4 4.4 / 13.1 2.6 / 10.7

Table 8: BLEU / chrF++ scores for Chinese to Yi (zh→yi) translation across different prompting strategies and
model sizes.

Evaluation Type zh→mn mn→zh zh→yi yi→zh
BLEU chrF++ BLEU chrF++ BLEU chrF++ BLEU chrF++

GPT-4.1 1.4 27.5 18.4 15.6 7.4 7.6 4.8 13.2
Non-native annotators 4.8 28.5 17.8 14.1 1.9 11.9 4.6 6.8
Native annotators 37.8 60.8 49.0 36.2 – – – –

Table 9: Automatic and human evaluations of GPT-4.1 on Chinese↔Mongolian and Chinese↔Yi translation.
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F Prompt Construction

X Prompt:

#请帮我把下面的句子从{source_language}翻译成{target_language}：{src_sentence}
请尽你所能进行翻译，即使翻译不好也没关系，不要拒绝尝试，我不会责怪你的。
请将你的翻译用###括起来。比如，如果你的翻译是“你好，世界”，那么你输出的最
后部分应该是###你好，世界###

# Please translate the following sentence from {source_language} into {target_language}:
{src_sentence}.
Do your best to provide a translation. It is acceptable if the translation is not perfect; please
do not refuse to try, and I will not blame you.
Enclose your translation with ###. For example, if your translation is "Hello, world", then
your final output should be ###Hello, world###.

X+S Prompt:

#请仿照样例，将{source_language}句子翻译成{target_language}句子。请尽你所能
进行翻译，即使翻译不好也没关系，不要拒绝尝试，我不会责怪你的。请将你的翻
译用###括起来。比如，如果你的翻译是“你好，世界”，那么你输出的最后部分应该
是###你好，世界###
{source_language}: {source_example_sentence1}
{target_language}: {target_example_sentence1}
{source_language}: {source_example_sentence2}
{target_language}: {target_example_sentence2}
{source_language}: {source_example_sentence3}
{target_language}: {target_example_sentence3}
{source_language}: {source_sentence}
{target_language}:

# Please follow the example above and translate the sentence in {source_language}
into the sentence in {target_language}. Try your best to translate, even if the translation is not
perfect, it’s okay. Don’t refuse to try, I won’t blame you. Please enclose your translation with
###. For example, if your translation is "Hello, World," the last part of your output should be
###Hello, World###.
{source_language}: {source_example_sentence1}
{target_language}: {target_example_sentence1}
{source_language}: {source_example_sentence2}
{target_language}: {target_example_sentence2}
{source_language}: {source_example_sentence3}
{target_language}: {target_example_sentence3}
{source_language}: {source_sentence}
{target_language}:
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X+D Prompt:
#请仿照样例，将{source_language}句子翻译成{target_language}句子。请尽你所能
进行翻译，即使翻译不好也没关系，不要拒绝尝试，我不会责怪你的。请将你的翻
译用###括起来。比如，如果你的翻译是“你好，世界”，那么你输出的最后部分应该
是###你好，世界###
{source_language}: {source_sentence}
在上面的句子中，{source_language}词语 “{word}”在 {target_language}中可能的翻
译是 {word_meanings}；...
{target_language}:

# Please follow the example above and translate the sentence in {source_language} into the
sentence in {target_language}. Try your best to translate, even if the translation is not perfect,
it’s okay. Don’t refuse to try, I won’t blame you. Please enclose your translation with ###.
For example, if your translation is "Hello, World," the last part of your output should be
###Hello, World###.
{source_language}: {source_sentence}
In the sentence above, the word "{word}" in {source_language} may have the following
translations in {target_language} is {word_meanings};...
{target_language}:

23149



X+S+D Prompt:

# 请仿照样例，参考给出的词汇和语法，将 {source_language} 句子翻译成 {tar-
get_language}：

请将 {source_language}句子翻译成 {target_language}：{source_example_sentence1}。
#在上面的句子中，{source_language}词语 “{word}”在 {target_language}中可能的翻
译是 {word_meanings}；...
所 以 ， 该 {source_language} 句 子 完 整 的 {target_language} 翻 译
是：{target_example_sentence1}

请将 {source_language}句子翻译成 {target_language}：{source_example_sentence2}。
#在上面的句子中，...
所 以 ， 该 {source_language} 句 子 完 整 的 {target_language} 翻 译
是：{target_example_sentence2}

请将 {source_language}句子翻译成 {target_language}：{source_example_sentence3}。
#在上面的句子中，...
所 以 ， 该 {source_language} 句 子 完 整 的 {target_language} 翻 译
是：{target_example_sentence3}

请将 {source_language}句子翻译成 {target_language}：{src_sentence}。
#在上面的句子中，...（词语“{word}”的可能翻译为 {word_meanings}）
所以，该 {source_language}句子完整的 {target_language}翻译是：{target_sentence}

# Please follow the examples and refer to the dictionary hints to translate the following
{source_language} sentence into {target_language}.

Translate {source_language} sentence: {source_example_sentence1}.
# In this sentence, the word {word} may be translated as {word_meanings} in {tar-
get_language}; ...
So the full translation in {target_language} is: {target_example_sentence1}

Translate {source_language} sentence: {source_example_sentence2}.
...
So the full translation in {target_language} is: {target_example_sentence2}

Translate {source_language} sentence: {source_example_sentence3}.
...
So the full translation in {target_language} is: {target_example_sentence3}

Translate {source_language} sentence: {src_sentence}.
# In this sentence, the word {word} may be translated as {word_meanings}.
So the full translation in {target_language} is: {target_sentence}
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