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Abstract
Multi-hop question answering faces substantial
challenges due to data sparsity, which increases
the likelihood of language models learning spu-
rious patterns. To address this issue, prior re-
search has focused on diversifying question
generation through content planning and varied
expression. However, these approaches often
emphasize generating simple questions and ne-
glect the integration of essential knowledge,
such as relevant sentences within documents.
This paper introduces the Knowledge Compo-
sition Sampling (KCS), an innovative frame-
work designed to expand the diversity of gen-
erated multi-hop questions by sampling varied
knowledge compositions within a given context.
KCS models the knowledge composition selec-
tion as a sentence-level conditional prediction
task and utilizes a probabilistic contrastive loss
to predict the next most relevant piece of knowl-
edge. During inference, we employ a stochastic
decoding strategy to effectively balance accu-
racy and diversity. Compared to competitive
baselines, our KCS improves the overall accu-
racy of knowledge composition selection by
3.9%, and its application for data augmentation
yields improvements on HotpotQA and 2Wiki-
MultihopQA datasets. Our code is available at:
https://github.com/yangfanww/kcs.

1 Introduction

Multi-hop Question Answering (MHQA) presents
unique challenges in natural language processing
(Panda et al., 2024), requiring the selection and inte-
gration of multiple knowledge pieces to accurately
answer complex questions. Despite advancements
facilitated by high-quality MHQA datasets (Yang
et al., 2018; Ho et al., 2020), data sparsity remains
a significant issue, increasing the risk for language
models learning spurious patterns and compromis-
ing robustness and generalization. Question Gen-
eration (QG) has been proposed to augment QA
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Figure 1: This figure illustrates the diversity of contex-
tual knowledge through a tree structure. Starting from
an answer (root), each subsequent knowledge piece is
selected from the long context based on a probability
(edge). Each knowledge composition is depicted as a
branch. Unlike prior methods that consistently select
the same knowledge composition as the gold standard
(right), KCS tends to select varied branches to enhance
the diversity of generated multi-hop questions (left).

datasets (Guo et al., 2022). Recent efforts to di-
versify QG focus on enhancing question diversity
through content planning and expression, aiming to
capture the one-to-many nature of QG tasks (Gou
et al., 2023; Narayan et al., 2022; Deschamps et al.,
2021; Cao and Wang, 2021; Holtzman et al., 2020;
Shen et al., 2019; Cho et al., 2019). These methods
often concentrate on the generation of simple ques-
tions and fail to introduce external knowledge, such
as relevant sentences from documents, to generate
more complex and diverse questions. In reality,
without incorporating external knowledge and rely-
ing solely on simple textual methods, the diversity
of questions doesn’t truly improve. Identifying
important sentences that encapsulate contextually
relevant knowledge is essential for facilitating the
model’s understanding of the underlying logic in
the data, thus generating questions deemed seman-
tically diverse and meaningful by humans (Du and
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Cardie, 2017). Given the inherent complexity of
MHQA (a task that integrates multiple pieces of
knowledge), this step is crucial for diversifying
multi-hop QG. We assert that data sparsity stems
from the underutilization of contextual knowledge.
As illustrated in Figure 1, selecting a different set of
slightly varied knowledge pieces (termed a knowl-
edge composition) can lead a QG model to gener-
ate a significantly distinct multi-hop question at the
knowledge level, even when the answer remains
unchanged. This observation suggests that con-
textual knowledge is not fully utilized in existing
MHQA datasets. The detialed example is shown in
Appendix B.

To address these challenges, we propose the
Knowledge Composition Sampling (KCS), a
novel framework based on knowledge diversity that
facilitates the utilization of contextual knowledge
by sampling varied knowledge compositions within
a given context, thus enhancing multi-hop ques-
tion diversity. Our framework contains three main
components: (1) knowledge composition selection
to accurately select knowledge compositions from
context; (2) diversifying knowledge composition
to efficiently sample accurate and diverse knowl-
edge compositions; and (3) multi-hop question gen-
eration using a vanilla model to generate multi-
hop questions from the given answer and sampled
knowledge compositions.

However, as shown in Figure 5, arbitrary knowl-
edge compositions pose the risk of degeneration1.
To mitigate this risk, we frame knowledge composi-
tion selection as a sentence-level conditional predic-
tion problem and utilize a probabilistic contrastive
loss to learn the potential knowledge coherence.
During training, the selection model maximizes
mutual information between the latent prediction
representation of the current timestep and the latent
representation of the next timestep, while minimiz-
ing mutual information with other latent represen-
tations within the context. To balance the accuracy
and diversity, we employ a stochastic decoding
strategy that truncates the unreliable tail of the prob-
ability distribution and samples the next knowledge
piece from a dynamic nucleus. As shown in Fig-
ure 1, the selection of each subsequent sentence
is conditional on the answer, context, and previ-

1Holtzman et al. (2020) define “degeneration” as the pro-
duction of automatically generated text that is generic and
repetitive. Narayan et al. (2022) define it as text that is un-
faithful or inconsistent with the input. In our context, “degen-
eration” refers to irrelevant knowledge leading to simpler or
inconsistent multi-hop questions.

ously selected sentences. By modeling the condi-
tional probabilities of each timestep and employing
stochastic sampling, KCS effectively obtain diversi-
fied and accurate knowledge compositions, thereby
producing diverse and high-quality multi-hop ques-
tions. In summary, unlike traditional methods that
rely on structured graphs or textual methods on
fixed knowledge compositions, our KCS leverages
unstructured text to discern the potential knowl-
edge coherence, enhancing flexibility and scalabil-
ity. Our contributions are as follows:

• We propose the KCS framework designed to
expand the diversity of generated multi-hop
questions by sampling varied knowledge com-
positions within a given context;

• We introduce a novel sentence-level condi-
tional prediction task and a probabilistic con-
trastive loss to discern potential knowledge
coherence, and verify the effectiveness of a
stochastic decoding strategy;

• Experiments on HotpotQA and 2WikiMulti-
hopQA demonstrate that KCS improves the
overall accuracy of knowledge composition
selection by 3.9%, and its use for data aug-
mentation achieves consistent improvements
of downstream performance.

2 Related Works

Important Sentence Selection The initial step in
QG task involves identifying sentences within the
context that are question-worthy, i.e., sentences that
humans consider valuable for generating questions.
Previous research Du and Cardie (2017) predom-
inantly formalizes this task as sentence classifica-
tion, often focusing on simple question generation.
In our study, we introduce sentence-level sequence
prediction to enhance the selection of knowledge
pieces for multi-hop question generation (MHQG).

Multi-hop Question Generation Previous re-
search (Kumar et al., 2019; Pan et al., 2020; Fei
et al., 2022; Hwang et al., 2024) frequently re-
lies on pre-constructed knowledge graphs, entity
graphs, or document graphs to enable control-
lable MHQG. This dependency often results in
errors and increased costs associated with entity
extraction and graph construction. Alternative ap-
proaches leverage in-context learning with large
language models (Lin et al., 2024) or employ su-
pervised fine-tuning of pretrained language models
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Figure 2: Illustration of our KCS framework.

(Murakhovs’ka et al., 2022; Xia et al., 2023) to
achieve consistent MHQG. Our framework sam-
ples varied knowledge compositions from the given
context for diversifying MHQG, allowing for seam-
less integration with existing MHQG methods. In
our study, we fine-tune a vanilla model proposed
by (Murakhovs’ka et al., 2022) for MHQG.

Diversifying Question Generation Recent
works in diversifying QG have aimed to enhance
the diversity of generated questions across two
dimensions: content planning and expression. For
content planning, methods such as (Cho et al.,
2019) sample diverse token-level content, while
others (Narayan et al., 2022; Holtzman et al., 2020)
employ advanced decoding strategies at the token
level. To achieve expression diversity, studies
such as (Deschamps et al., 2021; Gou et al., 2023)
utilize external knowledge to generate multiple
expressions of the same question. However, these
methods primarily focus on simple questions
and assume that important sentences (knowledge
compositions) in context are pre-identified and
fixed. In contrast, our work addresses the entire
QG process and expands the diversity of generated
multi-hop questions through sampling diverse
knowledge-level compositions.

3 Method

3.1 Overview
We formally define the problem of diversifying
multi-hop QG as follows. Given a long context D,

which consists of a set of documents, and an answer
a = [a1, . . . , aTa ], the objective is to generate a set
of diverse multi-hop questions Q = {q1, . . . , qNq},
conditioned on both D and a. Here, Ta denotes
the number of tokens in a, and Nq represents the
number of generated questions. Each document
within the context is composed of multiple sen-
tences, such that the context D = [s1, . . . , sM ]
contains M sentences in total. We distinguish
between the long context D, which encapsulates
extensive knowledge, and a knowledge composi-
tion c = [f1, . . . , fK ], a subset of D containing K
question-worthy sentences. Previous approaches
term c as “context” and typically model the con-
ditional probability p(q|c, a), with the assumption
that c is pre-identified and fixed. In contrast, we
address the entire pipeline of diversifying multi-
hop QG without such assumptions, modeling the
problem as follows:

p(q|D, a) = Ec[p(q|c, a)× p(c|D, a)] (1)

The overall architecture of our KCS framework
is illustrated in Figure 2. The knowledge compo-
sition selection component learns a Transformer-
based sentence-level sequence prediction model to
accurately select a knowledge composition c for
the given answer a and long context D. The di-
versifying knowledge composition component em-
ploys a stochastic decoding strategy to sample di-
verse knowledge compositions C = {c1, . . . , cNq}
from D. The multi-hop question generation com-
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ponent utilizes a vanilla MHQG model to generate
a multi-hop question q conditioned on each sam-
pled knowledge composition c ∈ C and the given
answer a. The algorithm of diversifying multi-hop
QG is shown in Appendix E.

3.2 Knowledge Composition Selection

We employ a hierarchical neural network archi-
tecture for sentence-level sequence prediction to
select accurate knowledge compositions. As de-
picted in Step1 of Figure 2, the hierarchical neural
network architecture includes a sentence encoder
Menc, a sentence-level sequence model Mseq, and
two objectives Lcls and Lseq, which are aligned
with human intuitions. Formally, the classification
objective Lcls involves assigning the correct label
z ∈ [0, 1] to each sentence s ∈ D, resulting in
Z = [z1, . . . , zM ]. The sequence prediction objec-
tive Lseq involves predicting the correct knowledge
composition c auto-regressively, with f0 = a for
convenience:

p(c|D, a) = p([f1, . . . , fK ]|D, a)

=

K∏

k=1

p(fk|D,Z, f0:k−1)
(2)

First, the BERT-based Menc (Devlin et al., 2019)
maps each sentence s ∈ D ∪ {a} to a latent repre-
sentation x = Menc(s). For the long context D,
we obtain X = [x1, . . . , xM ] ∈ RM×d, where d is
the hidden state dimension. Next, the sentence-
level Transformer-based model Mseq (Vaswani
et al., 2017) extends the Transformer’s encoder
to produce knowledge classification probabilities
Z, which are then infused from its encoder into its
decoder.

H = EncoderLayers(X)

zi = Softmax(Linear(hi;xa))

ek−1 = DecoderLayers(xf≤k−1
, H, Z)

(3)

Specifically, the encoder of Mseq encodes the
latent representations X to hidden states H =
[h1, . . . , hM ] ∈ RM×d. Each hi is then concate-
nated with the latent answer representation xa, and
a linear network with softmax serves as the prob-
ability estimator to obtain the knowledge classifi-
cation probability p(zi|xa, hi). We input hidden
states H to the multi-head cross-attention layer of
the decoder as the value state but modify the key
state as K̃ = H + δW δ where δi = [1− zi, zi], us-
ing a linear projection with parameter W δ ∈ R2×d.

The decoder consumes the latent representations
of previously selected sentences f≤k−1 ⊂ D to
produce a latent prediction representation ek−1

and predict the conditional selection probability
p(s|ek−1).

Inspired by the noise-contrastive estimation in
(Oord et al., 2018), we discard low-level informa-
tion and noise and introduce a probabilistic con-
trastive loss for next step prediction to learn the
potential knowledge coherence. Formally, given
the long context D = [s1, . . . , sM ], we treat the
next fk as the sole positive sample from p(s|ek−1)
and others as negative samples from the distribu-
tion p(s) at the (k − 1)th timestep. We maximize
mutual information MI between the latent predic-
tion representation ek−1 of the current timestep and
the latent representation xfk of the next timestep,
while minimizing mutual information with other
latent representations in the context, optimizing the
probabilistic contrastive loss Lseq:

Lseq = −Ec


log

MI(xfk , ek−1)∑
s∈D,s̸=fk

MI(xs, ek−1)


 (4)

where MI is a mutual information function. The
final loss is L = Lcls + λLseq, where Lcls is the
classification loss, and λ is a hyper-parameter.

3.3 Diversifying Knowledge Composition

While maximization-based decoding strategies are
effective in selecting accurate knowledge compo-
sitions, they often lack diversity. As shown in
Figure 3, the conditional probability distribution
p(s|ek−1) of our knowledge composition selection
model exhibits an unreliable tail that requires trun-
cation during generation. We introduce a stochastic
decoding strategy to efficiently sample accurate and
diverse knowledge compositions. Figure 3 aligns
with the example in Figure 1 and demonstrates the
effectiveness of this stochastic decoding strategy.

Inspired by (Holtzman et al., 2020), we employ
a nucleus sampling to the hierarchical neural net-
work, using the shape of the probability distribu-
tion to determine the set of sentences to be sampled
at each timestep. We truncate the unreliable tail
of the conditional probability distribution at each
timestep, and then sample the next sentence from a
dynamic nucleus of sentences that contains the ma-
jority of the probability mass. Formally, given the
conditional probability distribution p(s|ek−1), we
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define its top-p nucleus D(p) ⊂ D as the smallest
set such that

∑
s∈D(p) p(s|ek−1) ≥ p. The original

distribution is then rescaled to form a new distribu-
tion pnew from which the next sentence is sampled.
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Figure 3: Conditional probabilities for knowledge se-
lection at each timestep, with sentence indexes in de-
scending order of probabilities. The red dashed line
indicates the cutoff of p = 0.95. We sequentially select
the sentence with the highest probability as the next
knowledge for greedy sampling, i.e., [5,4,17] form
the knowledge composition.

3.4 Multi-hop Question Generation
As illustrated in Figure 2, our KCS framework sep-
arates the diversification process from the genera-
tion process. The one-to-many process is accom-
plished at the knowledge level through the previous
two components, resulting in accurate and diverse
knowledge compositions. Given each identified
knowledge composition c and the answer a, the
multi-hop question generation component aims to
generate a consistent multi-hop question q. For the
same answer and varied knowledge compositions
C = [c1, . . . , cNq ], we generate a set of diverse
multi-hop questions Q = {q1, . . . , qNq}.

Specifically, we fine-tune a vanilla MixQG-base
model (Murakhovs’ka et al., 2022) on the train-
ing data, and employ the standard CrossEntropy
loss to generate consistent multi-hop questions. It
is noteworthy that although we use the MixQG-
base model, many advanced multi-hop question
generation methods can be applied to improve the
consistency of the generated multi-hop questions.

4 Experiments

4.1 Experimental Settings

Datasets We evaluate our method on two popu-
lar benchmark MHQA datasets: HotpotQA (Yang
et al., 2018) and 2WikiMultihopQA (Ho et al.,
2020). For knowledge composition selection, due
to the inaccessibility of the test set for HotpotQA
and the absence of supporting facts in the test set
of 2WikiMultihopQA, we designate the original
development set as the new test set and randomly
extract 500 samples from the training set to serve
as the new development set. Samples with answers
of “yes” or “no” are excluded, as they do not con-
tribute to the selection of subsequent knowledge.
Detailed statistics of these datasets are provided in
Appendix A. For diversifying question generation,
since the evaluation datasets do not contain all pos-
sible valid questions for an answer, we indirectly
evaluate the quality of generated questions through
performance on downstream tasks, as a positive
exploration. We randomly extract 5000 samples
from the training set to serve as the original train-
ing set for data augmentation and further filter 200
samples from the new test set where each large
language model (LLM) achieves the lowest Recall
score to construct a test set to exclude the effect of
the LLMs’ base capabilities.

Metrics For knowledge composition selection,
we employ Precision (P), Recall (R), and F1-Score
(F1) across different lengths of knowledge compo-
sition (K = 2, 3) as automatic metrics to assess
the accuracy of the selected knowledge composi-
tions. For diversifying question generation, we
use Exact Match (EM), Precision (P), Recall (R),
and F1-Score (F1) to evaluate the correctness of
the predicted answers in the downstream MHQA
task. Additionally, we compute BERTScore (BSc)
and Human Evaluation Score (HSc) for semantic
evaluation. Following (Gou et al., 2023), we also
employ Pairwise-BLEU to measure the diversity
by averaging sentence-level metrics of pairs within
generated Nq questions, and LLM-based metrics
to measure the diversity and consistency.

4.2 Baselines

Knowledge Composition Selection we compare
our model against five categories of baselines to
identify question-worthy sentences that encapsu-
late contextually relevant knowledge:
(1) RETRIEVAL: We retrieve K relevant sentences
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Method Base Model HOTPOTQA 2WIKIMULTIHOPQA
P@2 R@2 F1@2 P@3 R@3 F1@3 P@2 R@2 F1@2 P@3 R@3 F1@3

RETRIEVAL

bge-small 48.83 41.49 44.33 38.19 48.82 42.22 40.04 35.50 37.02 30.69 41.01 34.53
bge-large-v1.5 53.56 45.79 48.66 41.27 52.78 45.63 44.02 39.12 40.75 33.47 44.73 37.66
+step by step 53.78 46.03 48.90 42.52 54.29 46.98 50.91 43.58 46.03 40.67 52.24 44.80

bge-m3 49.29 41.97 44.68 37.98 48.35 41.90 41.06 36.53 38.04 30.55 41.02 34.47
text-ada-002 47.49 40.19 42.88 37.05 46.91 40.76 42.29 37.41 39.03 31.65 42.14 35.54
BM25 54.44 46.70 49.57 40.79 52.34 45.18 48.10 43.42 44.98 35.10 47.38 39.71
+step by step 54.08 46.60 49.37 40.75 52.44 45.20 53.90 47.96 49.94 41.29 54.44 46.12

CLS
BERT-base 62.70 54.05 57.26 48.62 62.42 53.87 79.90 69.68 73.09 65.06 82.55 71.20
BERT-large 58.00 49.52 52.64 44.83 59.69 49.30 73.25 64.25 67.25 61.50 79.00 67.74
RoBERTa-large 23.00 19.52 20.83 20.33 25.93 22.47 44.75 36.88 39.50 37.83 46.25 40.60

SENTENCE

GRAPH

CommonEntity 46.39 40.03 42.40 33.11 42.74 36.79 51.20 45.24 47.23 37.09 48.68 41.33
Similarity 40.95 35.40 37.46 27.39 35.50 30.50 41.62 37.87 39.12 27.88 38.07 31.74

LLM

Qwen2.5-14B 18.10 15.18 16.26 14.77 18.49 16.16 19.24 16.09 17.14 16.68 20.84 18.11
Qwen2.5-7B 19.26 16.12 17.28 15.90 19.92 17.40 25.05 21.58 22.74 19.61 25.20 21.61
Llama3.1-8B 7.21 5.95 6.41 6.81 8.45 7.42 10.96 8.84 9.55 10.61 12.85 11.33
Llama3.2-3B 9.62 8.08 8.65 8.11 10.18 8.88 13.73 10.91 11.85 11.71 14.00 12.42
GPT-4 52.10 43.73 46.83 45.10 56.76 49.47 49.74 43.59 45.64 40.10 52.56 44.65
DeepSeek-V3 49.93 41.66 44.71 43.08 53.95 47.14 45.77 40.15 42.02 37.96 50.09 42.43

BASE
Random 6.10 5.02 5.41 6.13 7.60 6.67 8.60 6.95 7.50 9.01 10.96 9.64
MAX 100.00 87.01 91.85 78.00 97.52 85.33 100.00 89.68 93.12 73.55 94.85 81.19

BERT-base 64.18 55.46 58.70 50.12 64.33 55.52 84.79 75.18 78.39 66.21 84.66 72.75
BERT-large 63.29 54.71 57.90 49.09 62.97 54.37 75.34 66.65 69.55 56.54 74.44 63.11KCS
RoBERTa-large 45.42 39.32 41.59 37.04 47.70 41.11 74.21 65.74 68.56 55.58 73.75 62.30

Table 1: Main results of knowledge composition selection on HotpotQA and 2WikiMultihopQA. MAX and Random
represent the upper and lower bounds of knowledge composition selection performance, respectively. The Bold and
underline mark the best and second-best results, excluding MAX.

in context as a knowledge composition either all
at once or step by step, using only the answer or
the answer concatenated previously retrieved sen-
tences as input.
(2) CLS: We concatenate the answer with each sen-
tence in context to perform a binary classification,
then select the top-K sentences that exhibit the pos-
itive label as a knowledge composition.
(3) SENTENCE GRAPH: We construct a sentence
graph based on common entities or sentence simi-
larity, then randomly select one sentence containing
the answer as the start node and perform a random
walk on this graph to select K−1 sentences. These
K sentences construct a knowledge composition.
(4) LLM: We employ a zero-shot approach to
prompt the large language models to generate K
question-worthy sentences as a knowledge compo-
sition for each sample, with the context and answer
as input.
(5) BASE: We randomly select K sentences as a
knowledge composition (Random) or assume that
all sentences selected are question-worthy (MAX).
MAX and Random represent the upper and lower
bounds of knowledge composition selection perfor-
mance, respectively.

Diversifying Question Generation We evalu-
ate the effect of diversifying question generation

for data augmentation in the downstream MHQA
task. Two popular LLMs, LLAMA3.1 (8B) and
QWEN2.5 (7B), are employed as baseline models.
Beyond supervised finetuning the baseline models
on the original training data (ORI), we compare
three typical approaches for diversifying question
generation:
(1) RAST (Gou et al., 2023): This approach utilizes
external knowledge to generate multiple expres-
sions of the same question.
(2) Composition (Narayan et al., 2022): This ap-
proach employs nucleus sampling to extract diverse
entity chains from the context and beam search to
guide question generation.
(3) GPT-4: We employ a zero-shot approach to
prompt GPT-4 (Achiam et al., 2023) to generate
Nq diverse multi-hop questions with the context
and answer as input for each sample in original
training data.

4.3 Implementation Details

We utilize BERT-base2 and MixQG-base3 as our
foundational models for knowledge composition
selection and multi-hop question generation, re-

2https://huggingface.co/google-bert/
bert-base-uncased

3https://huggingface.co/Salesforce/mixqg-base
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LLM Diversifying Method HOTPOTQA 2WIKIMULTIHOPQA
EM P R F1 BSc HSc EM P R F1 BSc HSc

LLAMA3.1

ORI 54.00 66.07 65.29 64.46 58.74 69.05 49.00 58.32 58.54 57.64 51.36 62.65
+RAST 55.50 67.80 68.33 66.49 59.93 71.40 55.00 63.50 63.75 62.88 57.83 67.65
+Composition 55.00 67.17 67.48 66.09 61.82 72.65 60.50 67.45 67.75 66.92 63.91 72.45
+GPT4 49.50 60.81 61.45 59.75 52.43 65.55 55.00 62.62 63.95 62.51 58.28 67.60
+KCS 61.00 73.59 72.58 72.04 66.51 77.75 66.50 74.25 75.20 73.91 69.53 78.10

QWEN2.5

ORI 39.50 54.90 51.46 51.36 47.16 60.40 37.50 44.45 44.02 43.77 37.74 52.60
+RAST 34.50 49.57 46.66 45.96 39.86 54.85 40.00 45.62 45.57 45.23 39.93 53.80
+Composition 40.50 55.70 52.29 52.02 46.43 59.70 44.50 49.52 49.72 49.27 43.20 56.90
+GPT-4 32.50 45.93 42.51 42.33 35.14 50.75 41.50 46.27 47.41 46.27 39.74 53.90
+KCS 45.00 60.49 58.54 57.40 51.56 67.55 51.50 56.19 57.16 56.35 51.44 64.00

Table 2: Comparison of performance for LLAMA3.1 and QWEN2.5 on HOTPOTQA and 2WIKIMULTIHOPQA.
Original represents training LLMs using the original training data. The Bold and underline mark the best and
second-best results.

spectively. To train the knowledge composition se-
lection model, we preprocess the supporting facts
in the training data to to obtain the (gold) knowl-
edge composition. Specifically, for each training
sample, we prioritize the document containing the
answer, and within the same document, we adhere
to the contextual sentence order. The sentence con-
taining the answer is used to split the sentences
of the document into two sequences that maintain
the contextual order, with the sequence containing
the answer positioned earlier. The model is trained
with λ of 1 and MI is a cosine function. For knowl-
edge composition selection, we employ a greedy
sampling strategy for evaluation. For diversifying
knowledge composition, KCS generates Nq = 5
knowledge compositions for each sample, using a
nucleus sampling strategy with top-p = 0.95, and
each composition contains K = 3 pieces of knowl-
edge. These obtained knowledge compositions are
then used to generate Nq diverse multi-hop ques-
tions. Our implementation is in PyTorch4, using
AdamW for optimization with a learning rate of
3× 10−5 and a linear warmup ratio of 0.1.

For the downstream MHQA task, we focus
on the distractor setting, where supporting doc-
uments include distractor documents, challenging
the model to handle noise in the input. After ob-
taining the augmented training data by diversifying
methods with Nq = 5, we fine-tune LLMs using
LoRA (Hu et al., 2022), with a learning rate of
5 × 10−5, a cosine warmup ratio of 0.1, a LoRA
rank of 8, and a LoRA alpha of 32. We conduct
experiments with Composition Sampling (Compo-
sition) (Narayan et al., 2022) by ourselves, fine-
tuning Pegasus5, and employing the nucleus sam-

4https://pytorch.org/
5https://huggingface.co/google/pegasus-large

pling and beam search to obtain diverse entity com-
positions and generate the most-likely multi-hop
questions, respectively.

4.4 Main Results

Knowledge Composition Selection Table 1
presents the results of knowledge composition
selection on HotpotQA and 2WikiMultihopQA
datasets. Each block includes a category of base-
lines. Our KCS method consistently achieves the
highest scores for P, R, and F1 metrics across
all datasets (HotpotQA and 2WikiMultihopQA)
and knowledge composition lengths (K = 2, 3).
Among the baselines, the classification (CLS) cate-
gory yields the best results due to the high correla-
tion between knowledge compositions and answers
in datasets. Compared to CLS using BERT-base,
our KCS improves the overall accuracy by 3.9%.
Specifically, on HotpotQA, KCS achieves 58.70
(F1@2) and 55.52 (F1@3) with the knowledge
composition length K = 2, 3, respectively. These
scores represent 63.90% and 65.06% of the upper
bound (MAX of BASE), and outperform the most
competitive CLS baseline by about 1.5% and 3%.
On 2WikiMultihopQA, KCS demonstrates even
stronger performance, with 84.18% and 89.60%
of the upper bound and about 7.2% and 2.1% out-
perform to CLS. Surprisingly, the performance of
KCS is further improved when the length of knowl-
edge composition is increased from 2 to 3 during
inference. This phenomenon indicates that KCS
has higher accuracy in predicting longer knowl-
edge compositions and has effectively learned the
potential knowledge coherence. Visual comparison
of the accuracy is shown in Figure 4. Our ablation
study further investigates the significant impact of
knowledge composition length and order on model
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performance during training. Despite lack of anno-
tated sequential relationships between knowledge
and answers in training data, results indicate that
KCS efficiently achieves cost-effectively and high-
performance knowledge composition selection.

Diversifying Question Generation The MHQA
performance of LLAMA3.1 and QWEN2.5 fine-
tuned on data augmented by recent diversifying
methods is shown in Table 2. The results indicate
that using KCS for data augmentation achieves
consistent improvements on both HotpotQA and
2WikiMultihopQA datasets, which illustrate that
sampled knowledge compositions are meaningful
to a certain extent. And we provide a detailed case
study in Figure 6. To further illustrate that the
sampled knowledge compositions are logically co-
herent, we conduct a LLM evaluation and an actual
human analysis in Appendix D. Collectively, these
results substantiate that the pieces of knowledge in
sampled knowledge compositions can be logically
combined to generate valid multi-hop questions.

To better understand the impact of question di-
versity on downstream MHQA performance, we
assess the consistency and diversity of generated
questions in Table 3. The results indicate that KCS
achieves high diversity, with consistency limited by
the vanilla MHQG method. As discussed in Sec-
tion 3.4, advanced multi-hop question generation
methods can address this issue. RAST and Compo-
sition exhibit higher consistency due to repeated
high-consistency questions, which negatively im-
pacts diversity. Although GPT-4 achieves high di-
versity and consistency, it incurs prohibitive costs.
We attribute the helpful improvement on MHQA
performance to the effectiveness of KCS in balanc-
ing high question diversity with minimal noise.

Metrics Diversifying Methods
Composition RAST GPT-4 KCS

Pairwise-BLEU (↓) 89.5 71.4 15.0 68.1
LLM-Diversity (↑) 29.0 38.6 79.8 46.2
LLM-Consistency (↑) 74.8 69.6 91.8 68.0

Table 3: Diversity and consistency of different diversi-
fying methods on HotpotQA. The Bold and underline
mark the best and second-best results of each row.

4.5 Ablation Study
We investigate the impact of various factors on the
performance of the KCS framework.

Decoder-Only vs. Encoder-Decoder Architec-
tures We compare decoder-only and encoder-
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Figure 4: Accuracy comparison of competitive baselines
for knowledge composition selection on HotpotQA and
2WikiMultihopQA.

decoder architectures for knowledge composition
selection. We remove the encoder of Mseq, and re-
train the Menc and the decoder of Mseq to form the
decoder-only architecture (Decoder). The Decoder
autoregressively selects the next sentence from the
long context, using the answer and previously se-
lected sentences as input. As shown in Table 4,
the decoder-only model (Decoder, the top block)
achieves 47.74 (F1@1), 55.94 (F1@2) and 52.89
(F1@3), indicating the critical role of the decoder
in KCS performance. Incorporating the encoder
and a classification objective (Encoder-Decoder,
the bottom block) further improves performance
by 1.26, 2.76 and 2.63 points, respectively. The
-decoder setup in the bottom block, which uses
encoder classification probabilities for knowledge
composition selection, demonstrates a significant
drop by 16.12, 15.08 and 11.62, also highlighting
the importance of the decoder.

Knowledge Composition Order and Length in
Training We assess the Decoder performance
across various sentence arrangements within knowl-
edge compositions: (1) original: Original sequence
of sentences in the dataset. (2) shuffle: Random-
ized order of sentences at each training epoch. (3)
sorted: Sentences arranged according to their con-
textual order. (4) cluster: Consecutive sentences
grouped together, prioritizing clusters that contain
answers. (5) cropping: A maximum of 2 sen-
tences per composition. (6) document: Documents
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containing answers are ranked highly and then re-
ordered based on their contextual order in the doc-
ument to create a (gold) knowledge composition.
As shown in Table 4, the document arrangement
proves most efficient, with different orders caus-
ing a maximum performance drop by 17.2 (F1@1),
5.56 (F1@2) and 5.29 (F1@3). A cropping length
of 2 results in a performance drop by 4.49 (F1@1),
4.46 (F1@2) and 3.43 (F1@3). These results in-
dicate that both order and length of knowledge
composition during training significantly influence
KCS performance.

Pre-Encoder vs. Post-Encoder Concatenation
We compare accuracy using answer representation
concatenated with context representations before
(pre) and after (post) encoder layers in the Encoder-
Decoder architecture. Results in Table 4 indicate
that post outperforms pre by 0.2 (F1@1), 0.96
(F1@2) and 0.97 (F1@3) points, respectively.

Hyper-parameters of Architecture and Training
Based on the best setup (Encoder-Decoder with
post), we further explore the effects of expanding
transformer layers and attention heads on model
performance (4l8h). Our experiments show that
expanding transformer layers (2 → 4) and atten-
tion heads (4 → 8) does not yield improvements,
resulting in drops by 1.77 (F1@1), 2.47 (F1@2)
and 2.27 (F1@3) points. Additionally, adjusting
the λ parameter from 1 to 0.5 (0.5λ) results in per-
formance drops of 0.76 (F1@1), 0.99 (F1@2) and
1.05 (F1@3) points, highlighting the importance
of the probabilistic contrastive loss.

w/o Integration of Knowledge Classification
Probabilities The cls&gen setup does not inte-
grate the knowledge classification probabilities into
the decoder, i.e. hidden states H are used as both
the key and the value states. Results in Table 4
show that cls&gen results in performance drops
of 0.08 (F1@1), 0.77 (F1@2) and 0.82 (F1@3)
points, indicating that the integration of knowledge
classification probabilities is more effective.

4.6 Case Study

To further analyze the performance of KCS on di-
versifying question generation, we present a case
study in Appendix C. As illustrated in Figure 6,
our KCS method diversifies subsequent knowledge
based on the given answer, context, and previ-
ously selected knowledge. As the length of knowl-
edge compositions increases, the generated multi-

Model F1@1 F1@2 F1@3

Decoder
+original 30.54 50.38 47.60
+shuffle 42.74 51.48 50.05
+sorted 42.72 51.66 49.90
+cluster 47.21 54.63 51.68
+cropping 42.79 51.48 49.46

+document 47.74 55.94 52.89

Encoder-Decoder
+pre 48.80 57.74 54.55
+after 49.00 58.70 55.52
+4l8h 47.23 56.23 53.25
+cls&gen 48.92 57.93 54.70
+0.5λ 48.24 57.71 54.47
−decoder 32.88 43.62 43.90

Table 4: Results of ablation study for the KCS. The gray
row indicate the best for each block.

hop questions become more specific and complex.
Compared to other baselines for diversifying QG,
questions generated by KCS exhibit greater diver-
sity at the knowledge level. Although the question
generated based on the knowledge composition
[10, 43] is inconsistent with the answer “Love-
less”, we attribute this to the absence of robust and
advanced multi-hop question generation methods
rather than knowledge selection issues, since we
can easily utilize “My Bloody Valentine” as bridg-
ing content in sentences 10 and 43 to formulate a
multi-hop question.

5 Conclusion

This paper introduces KCS, a novel framework de-
signed to expand the diversity of generated multi-
hop questions by sampling varied knowledge com-
positions within a given long context. Unlike prior
methods that rely on structured graphs or fixed
knowledge compositions, KCS leverages unstruc-
tured text to discern the potential knowledge coher-
ence, making it more flexible and scalable. To miti-
gate the risk of degeneration, we propose sentence-
level conditional prediction and a probabilistic con-
trastive loss to learn the potential knowledge coher-
ence. To balance the accuracy and diversity, we em-
ploy a stochastic decoding strategy that truncates
the unreliable tail of the probability distribution and
samples the next knowledge piece from a dynamic
nucleus. Comprehensive experiments show that
KCS improves the overall accuracy of knowledge
composition selection and its application for data
augmentation enhances downstream performance.
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Limitations

Our work currently exists several limitations and
future directions: (1) KCS still has room for opti-
mization. Explore different ways to calculate mu-
tual information (such as cosine or inner product),
various model architectures6, advanced multi-hop
question generation methods and the availability
of high-quality annotated data may help improve
KCS; (2) When use for data augmentation, investi-
gating the performance of KCS on domain-specific
data can help mitigate data sparsity challenges in
domains with low resources; (3) KCS demonstrates
the potential of Transformer model in high-level
representation prediction and the advantages of
probabilistic contrastive loss, which may inspire
other similar works; (4) Not any diverse data is
beneficial to downstream task improvement, and
figuring out what kind of data is valuable for down-
stream tasks is also a direction worth studying.
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A Dataset statistics

The detailed statistics of both HotpotQA and 2Wiki-
MultihopQA datasets are provided in Table 5.

Dataset HOTPOTQA 2WIKIMULTIHOPQA
Min/Mean/Max Min/Mean/Max

Answer Len. 3/5.2/171 3/5.1/28
Question Len. 6/24.7/143 8/17.6/58
Sentence Len. 2/30.8/590 3/25.0/375
Context Len. 50/1273.9/3764 125/825.6/5967
KC Len. 9/83.6/424 16/72.0/314
Context Num. 2/41.2/147 10/33.0/209
KC Num. 2/2.4/9 2/2.2/5

Train/Dev/Test Train/Dev/Test
Sample Num. 84487/479/6947 109589/306/11281

Table 5: Dataset statistics of HotpotQA and 2WikiMul-
tihopQA, where Len. and Num. denote the number of
tokens and the number of sentences, respectively. KC
denotes the knowledge composition.

B Detailed Example

The detailed example is shown in Figure 5, which
is algined with the example in Figure 1.

Document A: (Title: Shirley Temple)
[4]Shirley Temple Black (April 23, 1928 – February 10, 2014) 
was an American actress... [5]As an adult, she was served as 
Chief of Protocol of the United States.
Document B: (Title: A Kiss for Corliss)
[12]A Kiss for Corliss is a 1949 American comedy film... [13]It 
stars Shirley Temple in her final starring role as well as her 
final film appearance. ... [16]The film was released on 
November 25, 1949, by United Artists.
Document C: (Title: Kiss and Tell)
[17]Kiss and Tell is a 1945 American comedy film starring then
17-year-old Shirley Temple as Corliss Archer. [18]...
Gold Question: What government position was held by the 
woman who portrayed Corliss Archer in the film Kiss and Tell?
Answer: Chief of Protocol

Diversifying Content Planning: Kiss and Tell is a 1945 
American comedy film starring an American actress who 
served as what?
Diversifying Expression: Which government position did the
actress who played Corliss Archer in the 1945 film Kiss and Tell
hold as an adult?
Diversifying Knowledge Composition: What government 
position did the actress, who starred in her final film role in 
"A Kiss for Corliss," hold as an adult?
 
Degeneration: In what year was Shirley Temple's final film 
released, marking theend of her acting career?

Simple Question: What role did Shirley Temple Black serve 
in the United States government?

Figure 5: A detailed example. Colored numbers •••
indicating sentences from different documents.

C Case Study

To further analyze the impact of diverse knowledge
compositions obtained through our Knowledge

Composition Sampling (KCS) method on diver-
sifying multi-hop question generation, we present
a case study in Figure 6.

Document A: List of songs recorded by My Bloody Valentine
[0]My Bloody Valentine, an alternative rock band from Dublin, Ireland, 
have recorded songs for three studio albums and a number of extended 
plays, singles and compilation releases. ... [3]Considered an independent 
success, the band released two further EPs before "Loveless" (1991), 
their second studio album; which is considered their "magnum opus" 
and which received unanimous critical acclaim since its release. ...
Document B: City Girl (song)
[8] ... [10]Recorded during summer 2002 with "Lost in Translation"' s 
music co-ordinator Brian Reitzell, "City Girl" was among the first 
original material released by Shields since My Bloody Valentine's 
second studio album, "Loveless" (1991)—on which he was the main 
composer, musician and producer.
Document C: Kevin Shields discography
[11]Kevin Shields is an Irish musician, singer-songwriter, composer 
and producer who has released three studio albums with 
My Bloody Valentine and collaborated with 25 different artists. ...
Document D: Loveless (album)
[33]Loveless is the second studio album by Irish rock band 
My Bloody Valentine, released on 4 November 1991 by 
Creation Records. [34]The album was recorded over a two-year period 
between 1989 and 1991. ...
Document E: Brian Reitzell
[37]Brian Reitzell (born December 24, 1965) is a musician, composer, 
record producer and music supervisor best known for his work on 
many film and TV soundtracks. ...
Document F: Only Shallow
[43]"Only Shallow" is a song by the shoegazing band
My Bloody Valentine. ...
Answer: Loveless
Gold Knowledge Composition: [10,34]
----------------------------------------------------------------------------------------
Gold Question: 
What album recorded over a two-year period between 1989 and 1991 
included Kevin Shields as the main composer, musician and producer?

Diversified Knowledge Compositions by KCS:
K=1, [10]; K=2, [[10,43], [10,37], [10,0], [10,33]]

Predicted Questions by KCS: 
KC [10]     :    City Girl was the first original material released since 
                        which My Bloody Valentine album?
KC [10,43]:    What album was released first, "City Girl"or 
                        "Only Shallow"?
KC [10,37]:    What album did the music supervisor of "City Girl" 
                        work on?
KC [10,0  ]:    What was the name of the second studio album by 
                        the alternative rock band from Dublin, Ireland,which 
                        was recorded during summer 2002 with 
                        "Lost in Translation"'s music co-ordinator 
                        Brian Reitzell?
KC [10,33]:    City Girl was among the first original material since 
                        which My Bloody Valentine album?
----------------------------------------------------------------------------------------
Predicted Questions by other baselines:
RAST:    
                        City Girl was among the first original material released 
                        by Shields since which 1991 album recorded over a 
                        two-year period between 1989 and 1991?
Composition Sampling:    
                        What album was recorded over a two-year period 
                        between 1989 and 1991 and was the first to feature the 
                        song "City Girl"? 
GPT-4:    
                        Which album by My Bloody Valentine is considered their 
                        'magnum opus' and received unanimous critical acclaim 
                        upon its release? 

Figure 6: Case study.

D Logical Coherence Study

To demonstrate the logical coherence of the sam-
pled knowledge compositions, we conducted eval-
uations using both a large language model (LLM)
and human analysis.

Initially, we employ GPT-4 to assess whether
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the sampled compositions can be logically com-
bined to form valid multi-hop questions. Specif-
ically, we sample 200 examples from the origi-
nal training data of the downstream MHQA task.
We compare the LLM evaluation scores of KCS,
which involves sampling five compositions per ex-
ample, against the LLM evaluation scores of the
ground truth, which includes one annotated mean-
ingful knowledge composition per example. As
illustrated in Table 6, the LLM evaluation scores
for KCS closely approximate those of the ground
truth, while significantly enhancing scale and diver-
sity. Quantitatively, the LLM evaluation scores for
KCS achieve 91.55% and 93.32% of the ground
truth scores on HotpotQA and 2WikiMultihopQA,
respectively. This finding confirms that the knowl-
edge compositions selected by KCS can be logi-
cally combined to form valid multi-hop questions.

Data(Example num) HOTPOTQA 2WIKIMULTIHOPQA

Ground Truth(200) 80.95 75.00
KCS(1000) 74.11 69.99

Table 6: LLM evaluation scores for original ground
truth and KCS-diversified knowledge compositions on
HotpotQA and 2WikiMultihopQA.

Since the LLM evaluation has a 20% to 25% de-
viation from the human-annotated ground truth, we
conduct a manual review and in-depth analysis of
these samples. Some cases are contentious, which
does not invalidate the efficacy of LLM-Eval, as
human evaluators may also produce divergent judg-
ments. Other cases contain errors in human anno-
tations, predominantly characterized by redundant
knowledge components. Overall, these samples
can be categorized into three distinct groups: (1)
Illogical Knowledge Composition: Some combi-
nations of knowledge components are redundant
and lack coherent logical relationships; (2) Super-
ficial Similarity with Underlying Discrepancies:
Some knowledge components appear similar in
form but represent fundamentally distinct facts,
leading to ambiguity in their relationship (even
for human evaluators); (3) Pronoun-Induced Ambi-
guity: Some knowledge components contain exces-
sive pronominal references, resulting in semantic
ambiguity that complicates relationship identifica-
tion (even for human evaluators). Examples are
provided in Figure 7.

The results of logical coherence study demon-
strate that the selected knowledge components in
KCS can be logically combined to generate valid

Example 1: Illogical Knowledge Composition 
Answer: "Nausikaa Lake" 
Knowledge1: "Nausikaa Lake is a lake in northeastern Ontario, Canada." 
Knowledge2: "The Odyssey is one of two major ancient Greek epic 
                        poems attributed to Homer."
Question: "What lake in Canada was named after a character in a famous
                  poem written by Homer?"

Example 2: Superficial Similarity with Underlying Discrepancies
Answer: "Ryan Rider"
Knowledge1: "Simon Sandberg (born 1994) is a Swedish footballer who
                        plays as a defender for Hammarby IF."
Knowledge2: "Ryan Rider (born 1988) is a Canadian professional 
                        wrestling commentator and radio broadcaster."
Question: "Who was born first, Simon Sandberg or Ryan Rider?" 

Example 3: Pronoun-Induced Ambiguity
Answer: "Maria of Cleves"
Knowledge1: "She was a daughter of the French king Louis XII of France 
                        and Anne of Brittany."
Knowledge2: "The son of Charles, Duke of Orléans, and Maria of Cleves, 
                        he succeeded his cousin Charles VIII, who died without a 
                        closer heir in 1498."
Question: "Who is the paternal grandmother of Claude Of France?"

Figure 7: Examples from the logical coherence study.

multi-hop questions. The improved performance
by KCS on downstream MHQA task also provides
additional validation for the logical coherence in
sampled knowledge compositions.

E Algorithm of Diversifying Multi-hop
QG

The diversifying multi-hop QG algorithm is de-
tailed in Algorithm 1, which is discussed in Sec-
tion 3.1.

Algorithm 1: Diversify Multi-hop QG
Input: Context D, answer a, and K,Nq, p,
Output: Diversified multi-hop questions Q

1 Q← ∅;
2 for i← 1 to Nq do
3 ci ← ∅;
4 for k ← 1 to K do
5 ek ← generate latent prediction

representation with input (D, a, ci);
6 pnew ← rescaled p(s|ek) to a new

distribution with p;
7 s← randomly sample a sentence from D

based on pnew;
8 ci ← ci ∪ {s};
9 end

10 q ← generate question from (ci, a);
11 Q← Q ∪ {qi};
12 end
13 return Q;
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