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Abstract

Code-switching (CSW) is commonly observed
among bilingual speakers, and is motivated by
various paralinguistic, syntactic, and morpho-
logical aspects of conversation. We build on
prior work by asking: how do discourse-level
aspects of dialogue – i.e. the content and func-
tion of speech – influence patterns of CSW?
To answer this, we analyze the named entities
and dialogue acts present in a Spanish-English
spontaneous speech corpus, and build a pre-
dictive model of CSW based on our statisti-
cal findings. We show that discourse content
and function interact with patterns of CSW to
varying degrees, with a stronger influence from
function overall. Our work is the first to take a
discourse-sensitive approach to understanding
the pragmatic and referential cues of bilingual
speech and has potential applications in improv-
ing the prediction, recognition, and synthesis
of code-switched speech that is grounded in
authentic aspects of multilingual discourse.

1 Introduction

Code-switching (CSW) occurs when a speaker al-
ternates between languages (Poplack, 1980), and
may be performed between or within utterances in
various language pairs. CSW is common among
bilingual speakers who may produce a) syntacti-
cally simple insertional code-switches of single
words or short phrases, or b) more syntactically
complex alternational code-switches at grammati-
cal clause boundaries (Muysken, 2000),1 e.g.:

(1) a. "Pero mi printer no funciona."
["But my printer doesn’t work."]

b. "No la puedes hacer because you can’t
check it."
["You can’t do it because you can’t
check it."]

1Insertional and alternational code-switches are known as
different strategies of code-switching.

Prior paralinguistic work has shown that a range
of speaker and listener attributes affect or corre-
late with the prevalence of CSW during conversa-
tion. These include interlocutor gender (Gardner-
Chloros and Edwards, 2004; Finnis, 2014), linguis-
tic competency (Dornic, 1978; Bhattacharya et al.,
2025), and affective state (Ferreira, 2017; Bhat-
tacharya et al., 2024b), among many others. Pre-
vious work taking a more syntactic and/or mor-
phological approach to understanding how and
why speakers code-switch has proposed a num-
ber of competing grammatical constraints govern-
ing CSW to differing extents (Joshi, 1982; Myers-
Scotton, 1993; Poplack, 1978; MacSwan, 2000;
Tsoukala et al., 2019).

While many levels of linguistic analysis are well-
represented in prior studies of CSW, much scope
remains for exploring how specific discourse-level
aspects of dialogue influence CSW in speech. In
particular, little is currently known at scale about
the independent and interactive relationships be-
tween the content and intended function of bilin-
gual speech and their downstream impact on spon-
taneous, conversational CSW production. As CSW
becomes an increasingly common phenomenon in
a globalized world, it is important to develop and
apply such insight into bilinguals’ motivation for
CSW in implementing downstream applications to
serve this growing community of speakers. We be-
lieve the best way to do so is by building a holistic
understanding of CSW based on multiple dimen-
sions of linguistic analysis, particularly those that
have historically received less attention in the field.

In this work, we explore a Spanish-English spo-
ken corpus and examine the links between CSW
and speech content and function, as encoded by
named entities and dialogue acts expressed during
conversation. Our extensive analyses show signif-
icant associations of both discourse content and
function with various aspects of CSW, including
CSW quantity and syntactic structure. The varying
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degree of these associations can be leveraged to in-
form downstream predictions of transition models,
which offer preliminary insight into the interactive
effect of discourse features on bilingual speech.

Our contributions include 1) creating new an-
notations on multiple dimensions of a CSW cor-
pus, which we share at https://tinyurl.com/
y6zfb86w; 2) applying rigorous statistical testing
to identify novel and nuanced quantitative and qual-
itative insights into the role of discourse in shaping
CSW; and 3) incorporating these insights into build-
ing discourse-informed predictive models of CSW
whose performance corroborates statistical test-
ing. Our work is the first to take such a thorough,
discourse-sensitive approach to understanding prag-
matic and referential cues of bilingual speech and
has potential for improving the recognition and
synthesis of naturalistic CSW that is grounded in
authentic multilingual discourse patterns.

2 Related Work

Discourse-level analysis of CSW. Early discourse-
functional work on CSW has highlighted the chal-
lenge of attributing specific discourse meanings to
particular code-switches, as a single code-switch
can simultaneously perform multiple functions
(Stroud, 1992). Several studies have since pro-
posed various taxonomies for understanding when
and why speakers code-switch: to signal changes in
speech setting, listener, semantic topic, and speaker
affect, as well as contrasts between direct and re-
ported speech, and emphasized and parenthetical
speech (Blom and Gumperz, 1972; Auer, 2007;
Lowi, 2005). Such facets of discourse framing have
been observed across language pairs, modalities,
speaker ages, and both native-level and language-
learning CSW settings (Auer, 2003; Wei, 1998;
Reyes, 2004; Ariffin and Rafik-Galea, 2009; Das,
2012; Dey and Fung, 2014; Begum et al., 2016;
Liebscher and Dailey-O’Cain, 2005; Almusallam,
2024). However, these taxonomies were often de-
rived from the idiosyncratic characteristics of the
specific dataset under investigation in each case,
making their discourse-functional explanations of
CSW difficult to unify and extend to other corpora.
Also, while CSW is a key feature of the corpora ex-
amined in such studies, few examples of prior work
have studied its interaction with discourse beyond
the raw number of code-switches present in an ut-
terance. Though Hartmann et al. (2018) attempted
to address some of these limits, aspects of CSW

outside of the context of automatic identification or
derivation of code-switched discourse-structuring
functions remain unexplored.

Named entities in CSW. As alluded to in Ahn
et al. (2020), named entities (NEs) often feature in
code-switched contexts, particularly when speakers
employ insertional CSW and refer to names of
people, places, and organizations in conversation.
However, most related work has either focused on
improving the performance of machine learning
models on the task of NE recognition on code-
switched datasets, e.g. Aguilar et al. (2018, 2020);
Whitehouse et al. (2022); Sterner (2024), or studied
only broad lexical classes and categories of entities
which do not necessarily include proper NEs, e.g.
Parekh et al. (2020); the question of the discourse-
structuring influence of NEs on CSW, or vice versa,
has largely been ignored. One question this work
will address is RQ1: How are patterns of CSW
influenced by the content of the utterance, in terms
of the presence, type, and distribution of NEs?

Dialogue acts and CSW. Dialogue acts (DAs)
are an inherent aspect of discourse structure and are
particularly salient in spontaneous, unplanned con-
versation (Stolcke et al., 2000). Understanding the
type of dialogue is essential for inferring speaker
intent and communicative function within the con-
text of a given utterance or conversation (Duran
and Battle, 2018). However, there is as yet no work
examining bilingual speakers’ conversational intent
in code-switched speech from the perspective of a
unified set of DAs, such as the Switchboard Dia-
logue Acts (SwDA) tag set (Jurafsky et al., 1997).
While some recent work has used characteristics of
CSW to classify a mix of discourse functions and
multilingual speech properties (Belani and Flani-
gan, 2023), none has asked the question we pose in
RQ2: How is CSW influenced by the function of
the utterance, as represented by DAs from SwDA,
and how does this interact with patterns stemming
from the content of code-switched speech?

3 Method

Corpus. We examine the Bangor Miami (BM)
corpus of spontaneous, informal conversations
(Deuchar, 2011).2 BM consists of 35 hours of
recorded conversation and 46.9k transcribed utter-
ances across 56 dialogues, i.e. 837.5 utterances per
conversation on average. 84 unique speakers from

2This corpus is made available under the GNU General
Public License version 3 or later.
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Miami are represented in the corpus. The recorded
dialogues comprise a mix of monolingual English,
monolingual Spanish, and code-switched Spanish-
English utterances, all of which were manually
annotated with token-level language identification
(LID) tags upon transcription by Deuchar.

Data annotation and pre-processing. A flu-
ent Spanish/English bilingual annotates the BM
corpus for NEs, noting their utterance-level tran-
script text, position, language, and type. We sub-
divide types of NEs into the following categories:
N: names of people; O: names of organizations,
institutions, and companies; P: names of places,
including cities, countries, and districts, as well as
demonyms; B: brand names, products, and commer-
cial labels, including movie and television program
titles; T: temporal expressions including days of
the week, holidays, and other calendar events; R:
references to religious figures, texts, and expres-
sions; and U: all other NEs that do not fall into
any of the previous categories.3 A native Span-
ish/English bilingual4 adds utterance-level annota-
tions of DAs to the BM corpus, applying the SwDA
tag set for conversational function and intent (see
Appendix A.2 for the complete list of DA labels
used). Finally, for only the code-switched BM ut-
terances, we use the provided LID tags to calculate
utterance-level CSW quantity based on the CSW ra-
tio and M-index metrics (Soto et al., 2018; Barnett
et al., 2000) and CSW frequency using the I-index
metric (Guzman et al., 2016), in order to enrich
prior annotations of the CSW strategies present in
BM, of which 72% are insertional and 13% are
alternational (Bhattacharya et al., 2024a).5 We also
use the LID tags to determine language predomi-
nance within code-switched utterances, comparing
counts of content tokens spoken in each language.

Statistical analyses. Following data annota-
tion, we perform statistical analyses of NEs and
DAs across and within the monolingual and code-

3We choose these categories of NEs based on observations
made during an initial pass over the corpus, with the goal of
minimizing U-type entities. Further annotation-related details
are in Appendix A.1.

4We discuss the implications of our annotator demographic
profiles on data curation in detail under Limitations.

5CSW ratio measures the number of code-switches nor-
malized by the token length of the utterance. This differs from
M-index, which incorporates information about the utterance-
level distribution of language varieties present. All three met-
rics have a minimum value of 0, associated with monolingual
utterances. The maximum value of CSW ratio approaches but
does not equal to 1, while both M- and I-indices can achieve
maximum values of 1, associated with a code-switched utter-
ance evenly mixed between languages.

switched subsets of the corpus, examining their
relationship with various aspects of CSW. In the
portions of analysis that examine proximity of NEs
to code-switches, for simplicity, we consider only
those transcripts containing a single NE. When
using dependency distance, i.e. the number of
words intervening between two syntactically re-
lated words, as a measure of proximity, we first
perform automatic translation of the code-switched
transcripts to English using the Google Translate
API, to simplify the calculation of utterance-level
dependency relations.6 We use SpaCy 3.8.5 to
extract dependency parses of the translated tran-
scripts and compute dependency distance between
NEs and (translated) code-switched segments.7

Predictive modeling. We incorporate the results
of our statistical analyses into two transition-based
predictive models of CSW, one using logistic re-
gression (12 params.), and the other using a su-
pervised two-state hidden Markov model (HMM;
50 params.).8 We choose the former to model lo-
cal cues at the utterance-level, and the latter to
model global dynamics between monolingual and
code-switched states across an entire dialogue; de-
tails on why each model is particularly suited to its
task, and both models’ hyperparameter settings,
are in Appendix A.3. We randomly divide the
BM corpus into an 80%-20% train-test split, at
the utterance- and conversation-level for the logis-
tic regression and HMM base models, respectively.
We mitigate class imbalance between the majority
class of monolingual utterances and minority code-
switched class by implementing the Synthetic Mi-
nority Over-sampling Technique (SMOTE) (Galli,
2023) on the training set for the logistic regression
base model, generating synthetic code-switched
examples until we achieve parity with the mono-
lingual class. For the HMM training set, we apply
a weighted-transition scheme inspired by W-Trans
(Khan and Siddiqi, 2020), multiplying every tran-
sition involving the CSW state by a factor w = 5.
We visualize this scheme in Appendix A.3.

6We choose this method based on English and Spanish
generally sharing the same SVO word order. For a more
detailed discussion of how translation may impact dependency
distance, see the Limitations section.

7We also perform this analysis using stanza 1.10.1.
Our subsequent results replicate those obtained from using
SpaCy, so we report only the SpaCy results in the paper.

8Models are trained in under an hour on a Mac M1 chip.
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Figure 1: Distribution of named entity types across code-
switched and monolingual contexts.

4 Results

4.1 How is CSW influenced by its content?

Named entities differ between code-switched
and monolingual contexts. We begin by study-
ing differences in the presence and type of NEs
between monolingual and CSW contexts, and
whether these might indicate a prompting effect
of NEs on CSW, relative to monolingual speech.
First, we find that only 9.8% of BM utterances
contain NEs; 10.0% and 6.1% of monolingual and
code-switched utterances respectively contain NEs,
indicating that NE use is generally quite rare in
the corpus, and particularly so in code-switched
contexts. According to a two-sample z-test of pro-
portions, the proportion of utterances containing
NEs is significantly different (p < 0.001) between
monolingual and code-switched contexts.

NEs also vary widely by type across code-
switched and monolingual contexts (Figure 1). The
most commonly used NEs across the entire BM cor-
pus are references to places (P; e.g. “Inglaterra”),
people (N; e.g. “Marta”), and temporal expres-
sions (T; e.g. “Friday”). References to temporal ex-
pressions (T) and religious figures, texts and other
expressions (R; e.g. “Dios”) are more frequently as-
sociated with code-switched utterances, potentially
reflecting specific usage patterns that are unique to
bilingual discourse. Conversely, NEs referring to
names of places (P), people (N), and brand names,
products, and commercial labels (B; e.g. “Toyota”)
appear more frequently in monolingual utterances,
pointing again to unique contextual dependencies
that may be determined by the linguistic setting.

To verify the statistical significance of these
trends, we perform chi-squared tests and odds ra-
tio calculations to determine whether utterances
containing a given type of NE are more or less

likely to also involve CSW (Table 1). Across types
of NEs, statistical testing reveals that utterances
containing a NE are generally less likely to con-
tain code-switches compared to those without NEs.
This reflects the slightly greater representation of
NEs in monolingual utterances compared to code-
switched ones in the corpus, and is statistically sig-
nificant for N- and B-type NEs in particular. The
odds that an utterance contains an N- or B-type
NE, given that it is code-switched, are less than
half of those for a monolingual utterance. This
aligns with the relative distribution of these NEs
across contexts, as shown in Figure 1. The only
type of NE for which the opposite trend is statis-
tically significant is T-type NEs; the odds that an
utterance contains a T-type NE, given that it is a
code-switched utterance, are more than twice those
of a monolingual utterance. This, too, reinforces
the relative distributions across contexts in Figure 1,
and presents evidence of NE type being an influ-
ential factor that helps to distinguish CSW from
monolingual speech.9 The differences we find may
be due to phonotactic (in)compatibility of NEs with
surrounding context, relative ease of cognitive ac-
cess to NEs across languages, or other cultural or
sociopragmatic factors whose study is presently out
of scope, and hence left to future work.

Overall, the difference in NE distribution be-
tween code-switched and monolingual utterances
in BM suggests that NEs may serve as linguistic
anchors that effectively discourage CSW, rather
than triggers that prompt CSW in this corpus.

Entity Type χ2 p-val. OR 95% CI

P 0.126 – 0.93 [0.66, 1.28]
N 45.99 * 0.32 [0.22, 0.45]
T 18.06 * 2.44 [1.55, 3.69]
O 2.460 – 0.57 [0.26, 1.09]
U 0.999 – 1.56 [0.66, 3.21]
B 8.675 ** 0.20 [0.04, 0.59]
R 0.0 – 0.92 [0.18, 2.83]

Table 1: Summary of chi-squared tests and odds ra-
tios comparing NE presence in monolingual and code-
switched utterances. p-values below 0.05 and 0.01 are
denoted by * and **, respectively. p-values above 0.05
are denoted by –.

Named entities vary with aspects of CSW. We
now explore the language and syntactic character-

9We rule out linguistic accommodation as a potential con-
found to these findings by adapting the method used in Bhat-
tacharya et al. (2024a), and finding no statistically significant
evidence of conversation- or turn-level convergence on NE
usage in the BM corpus.
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Figure 2: Distribution of named entity types by language
of production in code-switched utterances.

istics of NEs in code-switched utterances and how
these specifically relate to patterns of CSW in BM.

Across NE types, the language in which entities
are produced varies, although most are predomi-
nantly produced in English (Figure 2). Notable
exceptions are N- and R-type entities, which are
predominantly produced in Spanish (e.g. “Pedro”,
“Jesús”). These language-specific patterns suggest
linguistic preferences or contextual cues that might
influence language choice in NE production in a
code-switched setting. We further explore a poten-
tial relationship between NEs and language choice
through chi-squared tests to determine whether NE
types differ significantly when code-switches occur
from English to Spanish compared to those oc-
curring from Spanish to English. However, initial
tests do not yield significant results, suggesting that
more sophisticated tests with interaction features
may be required to model this relationship.

Next, we find that, on average, the raw token
distance between a NE and the subsequent code-
switched segment within the utterance ranges from
1.0 to 3.5, depending on the type of entity (Table 5
in Appendix A.1), suggesting possible positional re-
lationships between NEs and code-switches. Anal-
ysis of dependency relations between NEs and
code-switched segments shows a generally neg-
ative relationship between them (Figure 3), indi-
cating that NEs are most often directly involved in
or immediately adjacent to CSW events, with few
intervening syntactic elements. As dependency dis-
tance grows, NEs become much less frequent; the
further the syntactic separation between a NE and
the nearest code-switch, the less likely they are to
be directly related. Finer-grained analysis of NEs
by type also supports this (Table 6 in Appendix
A.1): most types of NEs are separated from code-

Figure 3: Distribution of dependency distances.

switched segments by dependency distances under
2.0. Overall, we find that most CSW interactions
involving NEs tend to occur with close syntactic
proximity, with a clear tendency for these interac-
tions to diminish as distance increases, pointing to
the influence of NEs on CSW in speech.

Finally, we compare NE production in insertion-
ally code-switched utterances to that in alternation-
ally code-switched ones. Odds ratio calculations
show that the former are twice as likely to contain
NEs than the latter. These results replicate when
considering each type of NE independently and
align with intuition on how speakers typically in-
corporate NEs in code-switched utterances in an
insertional fashion, signaling the relatively low syn-
tactic complexity of code-switches involving NEs.

In sum, when restricting our analysis of NE pro-
duction to a code-switched context, we find ev-
idence of NEs playing a role in shaping certain
aspects of spoken CSW in BM. Though rare over-
all, when NEs are present in code-switched BM
utterances, these appear to have subtle relation-
ships with language choice and the syntax of code-
switched segments in BM.

4.2 How is CSW influenced by its intended
function?

Dialogue acts differ between code-switched and
monolingual contexts. We now study DAs across
monolingual and code-switched utterances, to de-
termine how the expression of communicative in-
tent relates to linguistic context. Unlike NEs, each
utterance in the corpus has an intended discourse
function, and thus an associated DA. These ap-
pear generally similar in occurrence by DA type
across code-switched and monolingual contexts
(Figure 4). The most commonly used DAs in the
BM corpus, in both linguistic contexts, are state-
ments of opinion (sv-fx; e.g. “oh no, qué estúp-
ida.”) and non-opinion (sd; e.g. “creo que it’s
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Figure 4: Distribution of dialogue act types across code-
switched and monolingual contexts. Proportions are
calculated within each context type.

about 350 square feet.”) and self-talk (t1; e.g. “a
ver, let’s see...”). It seems like distinct discourse
functions may be independent of bilingual mode
of expression; we perform statistical tests on the
ten most frequent DAs in the corpus to verify this
hypothesis. Chi-squared tests with odds ratio cal-
culations reveal that utterances expressing half of
the top ten discourse functions, including acknowl-
edgment responses and backchannels (bk, b; e.g.
“uh huh”), questions (qw; e.g. “who told you to do
so?”), and non-verbal acts such as laughter (x, %),
are generally less likely to contain CSW (Table 2).
However, the three most frequent DAs in the corpus
follow the opposite trend: the odds that an utterance
functions as a statement or self-directed comment,
given that it is code-switched, are about 1.3 times
as high as those for a monolingual utterance. This
indicates that discourse functions conveying new
information are significantly better expressed in a
multilingual fashion, while those that advance a
conversation are better expressed monolingually.

DA Type χ2 p-val. OR 95% CI

sd 119.2 ** 1.59 [1.46, 1.73]
t1 1.13 – 1.08 [0.94, 1.23]

sv-fx 2.08 – 1.13 [0.96, 1.32]
b 39.1 ** 0.41 [0.30, 0.55]
ad 1.86 – 1.13 [0.95, 1.35]
x 28.3 ** 0.11 [0.03, 0.28]
% 38.7 ** 0.34 [0.23, 0.49]
bk 35.8 ** 0.33 [0.22, 0.48]
qw 4.48 * 0.74 [0.55, 0.97]
^q 4.81 * 1.30 [0.99, 1.68]

Table 2: Summary of chi-squared tests and odds ratios
comparing DA distribution in monolingual and code-
switched utterances. p-values less than 0.05 and 0.01
are denoted by * and **, respectively. p-values greater
than 0.05 are denoted by –.

To further investigate differences in discourse
functions between monolingual and code-switched

utterances, we use scikit-learn 1.6.1 to
perform k-means clustering on one-hot encoded
DAs, reducing dimensionality using principal com-
ponent analysis. We set k = 3; motivating this de-
sign choice is the need for an appropriate k-value,
given the moderate dataset size, that can capture
meaningful structure without being too noisy or
overfitting.10 The resulting monolingual and code-
switched clusters appear similar (Figure 5 in Ap-
pendix A.2), reflecting the general distribution pat-
terns we saw previously.

A detailed inspection shows one code-switched
cluster (0 in Table 3 – left) is dominated by state-
ments of non-opinion (sd), quotations (^q; e.g. “mi
mamá dijo que she didn’t know.”), and yes-or-no
questions (qy; e.g. “entonces, does she work?”),
which mirrors our earlier findings on the DAs that
are more likely to be expressed multilingually than
monolingually. The primary presence of these DAs
in a code-switched context suggests goal-driven
and structured bilingual exchanges that focus on
conveying factual information, providing expla-
nations, or confirming understanding. CSW may
thus align more closely with pragmatic and task-
oriented purposes, where clarity and structure are
prioritized. The other code-switched clusters (1 and
2 in Table 3 – left) are each entirely composed of a
single DA: rhetorical questions (qh; e.g. “yeah but
tú sabes?”) and self-talk (t1), respectively. Clus-
ter 1 is particularly striking as it captures a niche
conversational strategy that is poorly represented
in BM, possibly highlighting the role of stylistic or
rhetorical emphasis in code-switched contexts.

Among the monolingual clusters, Cluster 0 (Ta-
ble 3 – right) overlaps on two of three DAs rep-
resented in its code-switched counterpart. The
third DA in its composition represents statements
of opinion (sv-fx); the addition of this more ex-
ploratory function suggests greater conversational
flexibility in monolingual contexts. Monolingual
conversations may support broader thematic ex-
ploration, in contrast to code-switched ones which
maintain more focused and structured discourse
goals. The other monolingual clusters are each
entirely composed of a single DA, too, represent-
ing acknowledgements and backchannels (b) and
self-talk (t1). The inclusion of the former suggests
greater collaborative dialogue with close dyadic
interaction in monolingual utterances. We note that

10We also conduct sensitivity analyses on other k-values to
justify using k = 3; see Appendix A.2 for details.
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the latter DA is also included in the code-switched
clusters, indicating that introspective utterances
may be linguistically universal and independent
of multilingual conversational dynamics.

DA Cluster #
0 1 2

sd 0.52 0 0
^q 0.18 0 0
qy 0.03 0 0
qh 0 1 0
t1 0 0 1

DA Cluster #
0 1 2

sd 0.40 0 0
^q 0.15 0 0

sv-fx 0.07 0 0
t1 0 0 1
b 0 1 0

Table 3: Cluster composition by proportion: code-
switched (left) and monolingual (right) utterances.

Overall, we find subtle but important differences
in DAs and associated discourse functions between
code-switched and monolingual utterances, sug-
gesting that certain conversational functions have
preferred modes of expression in this corpus. CSW
in BM leans toward task-oriented, structured ex-
changes, suggesting a focus on clarity and goal
completion, while monolingual speech is more var-
ied, incorporating feedback and exploratory acts.

Dialogue acts vary with patterns of CSW. We
now explore the interaction between DAs and var-
ious patterns of bilingual speech within the code-
switched subset of BM. First, we explore a poten-
tial relationship between DAs and CSW language
direction. We find that the ten most frequent DAs
in BM are about equally likely to be code-switched
from English to Spanish as from Spanish to En-
glish, and none of the supporting chi-squared test
results are statistically significant. So, our results
fail to support a relationship between multilingual
discourse function and CSW language direction.

Next, we consider the richness of utterance-level
CSW in relation to DAs. One-way ANOVA tests
show significant differences in quantity of CSW
produced between DAs with differing functions.
This is true for both metrics of CSW quantity, and
is more notable for CSW ratio (F = 6.45, p <
0.01) than for M-index (F = 2.27, p = 0.01).
Acknowledging responses (bk), backchannels (b),
and action directives (ad; e.g. “okay, ponlo ahí.”)
seem to require greater quantities of CSW (mean
CSW ratio: 0.26, SD CSW ratio: 0.14), compared
to statements (sd, sv-fx), self-talk (t1), questions
(qw), and quotations (^q) (mean CSW ratio: 0.19,
SD CSW ratio: 0.11). The former group roughly
corresponds to the set of DAs that were more likely
to be expressed in monolingual utterances, while

the latter group corresponds to those that were more
likely to contain CSW. Given this prior result, it
is striking that the former group exhibits greater
CSW richness than the latter, suggesting a potential
compensatory multilingual mechanism at play.

Finally, we examine how CSW strategy relates
to DAs. The distribution of multilingual DAs ex-
pressed via syntactically simpler and shorter utter-
ances (mean: 10.1 tokens, SD: 6.8 tokens) of inser-
tional CSW is notably different from that expressed
via relatively complex and longer utterances (mean:
14.9 tokens, SD: 6.3 tokens) of alternational CSW
(p < 0.001). For example, self-talk (t1) is 9.6
times more likely to be produced as insertional
CSW than alternational CSW, given that the DA is
code-switched. This pattern is especially signifi-
cant for English-predominant code-switches involv-
ing Spanish insertions, e.g. “pues, what was I say-
ing...”. Statements of opinion (sv-fx) are also more
likely to be insertionally code-switched, with an
odds ratio of 2.3 times, but more prominently so in
Spanish-predominant code-switches with English
insertions, e.g. “para mí, es igual que cuando uno
manda los checks al IRS.”. These results suggest
that introspective and information-conveying func-
tions of dialogue are more effectively expressed
through simple code-switches. In contrast, quota-
tions (^q) are always alternationally code-switched,
and wh-questions (qw) are twice as likely to be
alternationally than insertionally code-switched,
reflecting the syntactic structure of how such dis-
course acts tend to be expressed in separate but con-
nected complete grammatical clauses, e.g. “cuándo
vas a ver el apartamento and how many bedrooms
does it have?”. This is striking given the lower
representation of this CSW strategy in the corpus
overall. These code-switched DAs exemplify how
speech structure informs function, and vice versa.

Overall, when considering only bilingual BM
utterances, we find compelling indications of a re-
lationship between DAs and multiple aspects of
code-switched speech production. Expression of
specific discourse functions supports CSW of vary-
ing quantity, syntactic structure, and complexity.

4.3 Can transition models leverage discourse
patterns to improve CSW predictions?

Given our statistical findings on notable interac-
tions between each of discourse content and func-
tion with aspects of CSW behavior, we explore
whether incorporating discourse information im-
proves local and global transition modeling of code-
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Base model Metric Baseline Baseline + NE Baseline + DA Baseline + NE + DA

Logistic regression Accuracy 0.633 0.613 0.640 0.638
F1: ML 0.765 0.752 0.761 0.762

F1: CSW 0.122 0.107 0.122 0.122
p-val. – 0.050 0.0001 0.020

HMM Accuracy 0.990 0.984 0.991 0.984
F1: ML 0.995 0.990 0.995 0.990

F1: CSW 0.909 0.860 0.909 0.860
p-val. – 0.001 0.002 0.001

Table 4: Transition model performance across ablation settings. Features in use include a baseline feature set, NE
features, and DA labels, effectively isolating the marginal contribution of discourse-pragmatic and referential cues
when predicting forthcoming CSW. We report overall model accuracy and F1 scores on the monolingual (ML) and
code-switching (CSW) subsets of the corpus, along with p-values from z-tests of proportions relative to the baseline.

switched dialogue. Specifically, we train two tran-
sition models to predict whether the next utterance
is code-switched, given preceding conversational
discourse context and varying access to content
and function information. We are also interested in
how model behavior across such settings might pro-
vide insight into potential interactions between dis-
course content and function in multilingual speech.

A comparison of both models’ performance
across ablation settings in which we use a set of
baseline features,11 NE features as described in
Section 4.1, and DA labels reveals that discourse
content information generally worsens transition
model performance relative to the baseline (Ta-
ble 4). In contrast, the inclusion of discourse func-
tion information as a feature improves upon the
baseline in both cases. Combining feature sets also
leads to the logistic regression-based model out-
performing the baseline, whereas DA labels are
unable to compensate for the detrimental presence
of NE features in the combined setting of the hid-
den Markov model-based one. This suggests that
the potential interactive influence of discourse con-
tent and function on CSW may be more complex
than anticipated, potentially depending on local
vs. global conversational dynamics. We perform z-
tests of proportions on the test samples in each abla-
tion setting to compare model accuracy to the base-
line, all of which yield statistically significant p-
values. This shows that although changes in model
performance across ablation settings are small in
absolute value, these are nonetheless meaningful.

Overall, these performance results indicate that
the statistical relationships we have found between

11These are: count of personal pronouns, fillers, affirmative
cues, and high-frequency words; CSW ratio; M-index; I-index;
CSW strategy; utterance length; language-predominance in-
dicator; and speaker gender. We select these for their docu-
mented predictive value in prior work (Bullock et al., 2018).

NEs, DAs, and CSW in BM are strong and salient
enough to be leveraged by models that output
predictions for a related task. The direction of
change in performance under varying feature set-
tings points to a weaker overall relationship be-
tween CSW and discourse content as encoded by
NEs, compared to that between CSW and discourse
function as encoded by DAs. This generally agrees
with and lends validity to our statistical findings,
and demonstrates their value in not only under-
standing but also predicting CSW. Further statisti-
cal modeling is required to disentangle the individ-
ual contributions of content and function towards
influencing CSW in tandem in this corpus.

5 Conclusion

We extensively analyze the relationships between
discourse content and function and spontaneous
CSW in the BM corpus. We find that (1) CSW
patterns are somewhat influenced by discourse con-
tent expressed via NEs; (2) discourse function en-
coded by DAs has a relatively greater influence
on CSW patterns; (3) the statistical relationships
discovered in (1) and (2) are salient enough to be
learned and applied by transition models that pre-
dict CSW, which (4) additionally point to the two
discourse aspects interacting in modeling contexts,
though further work is required to uncover their
specific joint effect on CSW. Our novel discourse-
centric exploration of the pragmatic and referential
cues of multilingual speech enables us to conclude
that discourse-structuring aspects contribute im-
portantly towards shaping spoken Spanish-English
CSW. We hope this work will serve as a first step
towards building improved models of CSW pre-
diction and informing the authentic generation of
discourse-motivated bilingual speech.
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Limitations

Our work focuses on a single language pair in a sin-
gle corpus of CSW, which is somewhat skewed to-
wards English relative to Spanish. Both languages
are also represented only in the forms in which
they are typically spoken in Miami, Florida, in the
United States. We acknowledge the need to ex-
tend our methods to the same language pair within
different cultural contexts, and to additional lan-
guage pairs with varying levels of typological dis-
tance, to test the robustness of our findings. We are
very interested in ultimately replicating our analy-
ses on other CSW datasets, and we plan to exam-
ine whether our findings generalize in other code-
switched settings in future work. Due to lack of ac-
cess to CSW datasets, particularly those containing
highly time-intensive manual discourse-level anno-
tations, our work makes use of the best currently
available resources and serves as a reasonable first
step towards understanding the role of discourse
content and function on code-switched speech pro-
duction. We hypothesize that the greatest overlap
in findings between the present work and future
studies of other language pairs might be found in
CSW between other dialects of Spanish and En-
glish, followed by X-English CSW, where X is a
language that is code-switched in similar cultural
contexts to Spanish-English in the United States
and is typologically similar to Spanish. We plan to
carry out such investigation in the future.

Relatedly, in selecting volunteer annotators to
label the BM corpus, we chose a native speaker
of both Spanish and English (the second author;
Annotator A) in order to produce the most reli-
able and context-appropriate labels of DAs, which
are heavily dependent on cultural context and un-
derstanding. We relaxed this requirement for the
annotation of NEs, which require less contextual
understanding to identify, and chose a fluent, but
not native-level, speaker of both languages (Anno-
tator B).12 We recognize that this could have led
to slight inconsistencies in the precision of anno-
tation, but we believe that any such effect should
be negligible due to the inherent differences in the
two labeling tasks, which effectively account for
varying levels of annotator linguistic proficiency.

We also acknowledge that having a single anno-
tator for each task was not ideal. The size of the

12Annotator B was a local high school student who reached
out to the last author to volunteer for the labeling task, and
was briefed on how the annotations would be used prior to
starting.

corpus and lack of availability of suitable expert an-
notators restricted our gathering of further labels on
which to assess corpus-level inter-annotator agree-
ment. We attempted to offset this drawback in
two ways. First, a fluent Spanish-English speaker
other than Annotators A and B (the first author;
Annotator C) conducted spot checks of a small
proportion of each set of labels to ensure that as-
signed labels were reasonable. Annotator C then
provided an additional set of NE type annotations
for a randomly-selected 10% sample of these la-
bels (=457 instances), and an additional set of DA
annotations for a randomly-selected 5% sample of
these labels (=2345 instances). Agreement on these
additional labels was κ = 0.81 and κ = 0.69, re-
spectively. While small samples are certainly not
ideal, we believe that these substantial agreements
help to validate the quality of the corpus overall,
and partially offset data reliability concerns.

Separately, in our analysis of dependency dis-
tance between NEs and CSW, we relied on au-
tomatic translation to English. First, while such
translations may not be perfect, we believe this
was still a reasonable choice, given the lack of cur-
rently available methods for extracting dependency
parses from multilingual utterances, and the gen-
eral reliability of dependency parsing models for
English, relative to Spanish. Second, since English
follows a fixed SVO word order, which is also gen-
erally the norm in Spanish, we believe that any
impact on dependency distance calculations arising
from translation is minimal. Based on a manual in-
spection of a small subset of the parse trees, when
translation does have an effect on such calculations,
these are primarily related to differences in the po-
sition of noun modifiers, subject/verb inversion in
questions, and the optional presence of subject pro-
nouns in Spanish, which would effectively result in
dependency distances being off by 1 in each case.
Thus, our dependency distance calculations may
be inflated due to translation, implying that true
dependency distance values should be smaller than
what we report; this would provide even stronger
support for our claim that NEs’ interaction with
code-switches depends on close proximity. Not
only is the impact of translation on this part of the
analysis minimal, it also serves as a stronger test
for the validity of our finding. We plan to explore
alternatives to this method that would easily extend
to other CSW language pairs in future work.

Regarding our analysis of DAs, while many al-
ternative taxonomies of discourse function and/or
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speech acts exist in the literature, we chose to use
the unified set of SwDA labels as these can be gen-
eralized to any corpus. Using these tags also makes
it easier to compare our study to the vast quantity
of work on monolingual speech that has already
been done using the same framework of DAs.

We only briefly consider the interactive effect be-
tween discourse content and function in Section 4.3
of our work, which yields interesting preliminary
results. We plan to follow up on this interaction in
more detail in future work, potentially experiment-
ing with complex interaction terms and/or multi-
modal architectures to capture synergistic effects
between content and function.

Finally, while there is some debate around the
extent to which we can uncover bilinguals’ mo-
tivation for CSW, we believe our work provides
consistent empirical evidence supporting insight
into the specific ways in which discourse aspects
have the potential to influence various patterns of
code-switched language production.
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A Appendix

A.1 Named entities
How do we determine the language of a NE?
With respect to names of people and brands or
products, there may be some ambiguity regard-
ing the language in which such NEs are produced.
Pronunciation helps to distinguish the language in
which names of people are uttered (consider the “r”
consonant in “Maria” as pronounced by a Spanish
speaker in a Spanish sentence compared to the way
it would be pronounced by an American-English
speaker in an English sentence). These NE annota-
tions were done by listening to the corresponding
speech recording to make a labeling decision in
the event of ambiguities. For brand names, certain
named entities can only be produced in a single lan-
guage, regardless of pronunciation, e.g. references
to the retailer “Target” (English) or the coffee prod-
uct “Cafe Bustelo” (Spanish). This knowledge was
applied during annotation. In the event of ambigui-
ties, Annotator B used a combination of pronunci-
ation information, transcript context, and cultural
knowledge to attempt to determine the language of
the NE. In cases where such determination was not
possible, NEs were marked as language-ambiguous
(Figure 2). While reasonable, we acknowledge that
this method may not have been perfect, and may
leave room for potential improvement in future
work.

Entity Type Mean token distance

P 2.22
N 2.30
T 2.00
O 3.00
U 1.20
B 1.00
R 3.50

Table 5: Mean token distance to the next code-switched
segment of NEs within code-switched utterances.

Entity Type Mean Median Std. Dev.

P 1.77 1.0 1.65
N 1.92 2.0 1.90
T 2.16 2.0 2.01
O 1.07 0.0 1.39
U 1.80 2.0 1.82
B 1.00 1.0 1.41
R 5.42 5.5 1.51

Table 6: Dependency distances across NE types.

A.2 Dialogue acts

DA Label

Statement-non-opinion sd
Acknowledge (Backchannel) b

Statement-opinion sv-fx
Agree/Accept aa

Abandoned | Turn-Exit | Uninterpretable %
Appreciation ba-fe

Yes-No-Question qy
Non-verbal x
Yes answers ny

Conventional-closing fc
Uninterpretable %
Wh-Question qw
No answers nn

Response Acknowledgement bk
Hedge h

Declarative Yes-No-Question qy^d
Other fo-o-fw-by-bc

Backchannel in question form bh
Quotation ^q

Summarize/reformulate bf
Affirmative non-yes answers na

Action-directive ad
Collaborative Completion ^2

Repeat-phrase b^m
Open-Question qo

Rhetorical-Questions qh
Hold before answer/agreement ^h

Reject ar
Negative non-no answers ng
Signal-non-understanding br

Other answers no
Conventional-opening fp

Or-Clause qrr
Dispreferred answers arp-nd

3rd-party-talk t3
Offers, Options, Commits oo-co-cc

Self-talk t1
Downplayer bd

Maybe/Accept-part aap-am
Tag-Question ^g

Declarative Wh-Question qw^d
Apology fa
Thanking ft

Table 7: Set of DAs taken from SwDA.

Sensitivity analysis for clustering with addi-
tional values of k. We replicate our clustering
analysis using k = 2 (Table 8), k = 4 (Table 9),
k = 5 (Table 10), and k = 10 (Table 11), and
find that the same patterns reported for k = 3 (Ta-
ble 3) emerge in each case. For k = 4, k = 5, and
k = 10 in particular, additional patterns emerge
that support our current conclusions: CSW clus-
ters are increasingly dominated by action directives
and statements of agreement/acceptance, which are
key to task-oriented conversations, while mono-
lingual clusters are increasingly dominated by no-
and other-answers, which are essential to provid-
ing feedback in more exploratory dialogue. While
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Figure 5: PCA scatterplots for code-switched (left) and
monolingual (right) clusters for k = 3.

other dialogue acts are present in clusters associ-
ated with these k-values, these are in very small
proportions in each case, and thus do not contribute
much to the overall cluster composition or its inter-
pretation. These results showcase that increasing
k-values keeps cluster patterns generally consistent,
with greater values allowing for additional patterns
to emerge. We do note that fewer additional pat-
terns emerge between k = 5 and k = 10 compared
to those that emerge between k = 3, k = 4, and
k = 5, suggesting that greater k-values are associ-
ated with diminishing returns in terms of further
insights gained.

DA Cluster #
0 1

sd 0 0.57
^q 1 0
qy 0 0.03
t1 0 0.11
ad 0 0.06

DA Cluster #
0 1

sd 0 0.44
^q 0 0.03

sv-fx 0 0.06
t1 0 0.10
nn 1 0

Table 8: Cluster composition by proportion for k = 2:
code-switched (left) and monolingual (right) utterances.

DA Cluster #
0 1 2 3

sd 0 0 0 0.60
^q 1 0 0 0
qy 0 0 0 0.03
t1 0 0 0 0.12
aa 0 1 0 0
qw 0 0 1 0
ad 0 0 0 0.07

DA Cluster #
0 1 2 3

sd 0 0 0 0.44
^q 0 0 1 0

sv-fx 0 0 0 0.07
t1 0 0 0 0.10
b 0 0 0 0.06
nn 1 0 0 0
no 0 1 0 0

Table 9: Cluster composition by proportion for k = 4:
code-switched (left) and monolingual (right) utterances.
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DA Cluster #
0 1 2 3 4

sd 0 0 0 0 0.61
^q 0 1 0 0 0
qy 0 0 0 0 0.03
t1 0 0 0 0 0.12
aa 1 0 0 0 0
qw 0 0 0 1 0
ad 0 0 1 0 0.07

DA Cluster #
0 1 2 3 4

sd 0 0 0 0 0.49
^q 0 0 0 1 0.03

sv-fx 0 0 0 0 0.07
t1 0 0 1 0 0
b 0 0 0 0 0.06
nn 1 0 0 0 0
no 0 1 0 0 0

Table 10: Cluster composition by proportion for k = 5: code-switched (left) and monolingual (right) utterances.

DA Cluster #
0 1 2 3 4 5 6 7 8 9

sd 0 0 0 0 1 0 0 0 0 0.48
^q 0 1 0 0 0 0 0 0 0 0.12
qy 0 0 0 0 0 1 0 0 0.21 0
qh 0 0 0 0 0 0 0 1 0.62 0
t1 0 0 0 0 0 0 1 0 0 0
aa 1 0 0 0 0 0 0 0 0 0.03
qw 0 0 0 1 0 0 0 0 0.08 0
ad 0 0 1 0 0 0 0 0 0 0.02

DA Cluster #
0 1 2 3 4 5 6 7 8 9

sd 0 0 0 0 1 0 0 0.45 0 0
^q 0 0 0 1 0 0 0 0.11 0 0

sv-fx 0 0 0 0 0 1 0 0.05 0 0
t1 0 0 1 0 0 0 0 0 0 0.17
b 0 0 0 0 0 0 1 0 0 0.62
nn 1 0 0 0 0 0 0 0 0.43 0
no 0 1 0 0 0 0 0 0 0.02 0.06
ar 0 0 0 0 0 0 0 0 0.13 0

Table 11: Cluster composition by proportion for k = 10: code-switched (left) and monolingual (right) utterances.
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A.3 Predictive models

Why logistic regression? We select logistic regres-
sion with default hyperparameter values13 as the
base framework for one of our predictive transition
models due to its robustness and interpretability in
classification tasks, particularly in language identi-
fication and other CSW scenarios (Solorio, 2008).
We use it at the utterance level, where the model
treats each utterance as an independent data point
and asks: given the linguistic evidence available
now, how likely is the upcoming stretch of speech
to be code-switched? In doing so, we can effec-
tively test for micro-level, turn-by-turn predictions
where only the current utterance’s data is taken into
account. In other words, the logistic regression
transition model focuses on local cues embedded
within a single utterance.

Why hidden Markov model? We choose a hid-
den Markov model with default hyperparameter
values14 as the base framework for our other pre-
dictive transition model because of its ability to pre-
serve intra-dialogue temporal dependencies, which
are crucial for understanding sequential CSW be-
havior. This model operates at the dialogue level,
and is expressly trained to model temporal de-
pendencies across successive utterances within an
entire conversation. The hidden states (monolin-
gual vs. code-switched) learn based on the transi-
tion probabilities in utterance turns, which allows
the model to learn relevant patterns, e.g. “once a
speaker code-switches, the next few utterances are
also more likely to be code-switched.” Thus, the
HMM transition model captures grouped utterance
dynamics.

HMM reweighting scheme. We collect tran-
sition counts from the labeled training sequences
and normalize these to yield the unweighted tran-
sition matrix (Torig) and its weighted counterpart
(Tw). These matrices show that monolingual-to-
CSW transitions are rare in the raw data and are
up-weighted in the modified model to encourage
exploration of minority paths during Viterbi decod-
ing. Emission parameters are adjusted analogously:
observations attributed to the code-switched state
are up-weighted to prevent their Gaussian statistics

13Except an increased number of max. iterations (100 →
1000) and a random state setting (42) for reproducibility.

14Note that the supervised two-state HMM has few tun-
able hyperparameters and we rely on domain-informed initial
probabilities [0.5,0.5] together with our previously described
weighting scheme. Given this, we do not employ an extra vali-
dation fold. Each state uses Gaussian emissions with diagonal
covariance.

from being dominated by abundant monolingual
data (Jurafsky and Martin, 2007).

Torig

0.953 0.047

0.876 0.124

Tw

0.802 0.198

0.876 0.124
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