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Abstract

Multimodal large language models (MLLMs)
hold great promise for automating complex fi-
nancial analysis. To comprehensively evalu-
ate their capabilities, we introduce VisFinEval,
the first large-scale Chinese benchmark that
spans the full front-middle-back office life-
cycle of financial tasks. VisFinEval com-
prises 15,848 annotated question—answer pairs
drawn from eight common financial image
modalities (e.g., K-line charts, financial state-
ments, official seals), organized into three hi-
erarchical scenario depths: Financial Knowl-
edge & Data Analysis, Financial Analysis &
Decision Support, and Financial Risk Con-
trol & Asset Optimization. We evaluate 21
state-of-the-art MLLMs in a zero-shot set-
ting. The top model, Qwen-VL-max, achieves
an overall accuracy of 76.3%, outperform-
ing non-expert humans but trailing financial
experts by over 14 percentage points. Our
error analysis uncovers six recurring failure
modes—including cross-modal misalignment,
hallucinations, and lapses in business-process
reasoning—that highlight critical avenues for
future research. VisFinEval aims to acceler-
ate the development of robust, domain-tailored
MLLMs capable of seamlessly integrating tex-
tual and visual financial information. The data
and the code are available at https://github.
com/SUFE-AIFLM-Lab/VisFinEval.

1 Introduction

The advent of multimodal large language models
(MLLMs) has dramatically broadened the scope
of Al applications beyond pure text understand-
ing to encompass tasks that require joint reason-
ing over images and text, including web naviga-
tion, sports analytics, and visual quality assessment

*Corresponding authors.
"These authors contributed equally to this work.

(Deng et al., 2023; Koh et al., 2024; Xia et al.,
2024; Ku et al., 2023). In the financial domain,
practitioners routinely encounter richly formatted
visual data—charts, tables, official seals—and yet
existing benchmarks predominantly target textual
comprehension, leaving a critical gap in the eval-
uation of MLLMSs’ ability to integrate and reason
over financial visuals. Text—only financial bench-
marks such as FinEval (Guo et al., 2024) and CF-
Benchmark (Zhu et al., 2024) capture important
language understanding skills but ignore chart- and
document-based information that drives real-world
decision making.

Recent works, FinVQA (Bhatia et al., 2024),
FIN-FACT (Zhang et al., 2024), MMMU (Wang
et al., 2023b), have begun to address multimodal
finance, yet they suffer from limited scale, shallow
question designs, or narrow coverage of business
workflows. In practice, financial analysts progress
through front-office data ingestion, mid-office anal-
ysis and decision support, and back-office policy
and risk control. No existing benchmark system-
atically evaluates MLLMs across this full process,
with tasks that range from basic chart reading to
multi-step numerical calculations and counterfac-
tual inferences under realistic perturbations.

To bridge these gaps, we present VisFinEval,
the first large-scale Chinese benchmark for multi-
modal financial evaluation that mirrors end-to-end
business scenarios. VisFinEval comprises 15,848
rigorously annotated QA pairs drawn from eight
common financial image types (e.g., relationship
graphs, K-line charts, official seals) and organized
into three cascading scenario depths:

* Financial Knowledge and Data Analysis
(Front-Office) tests foundational chart inter-
pretation and basic numerical reasoning.

* Financial Analysis and Decision Support
(Mid-Office) challenges models with multi-
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Financial Scenario Depth

Financial Data Statistics

Please describe this image.

A. This is a stock candlestick chart,

Answer: A
Round 2

— ‘ Round 3

Based on the chart information, what would be the reason.
B. Because the stock price broke through...
C: Because the stock price was approaching

Question:

During which period did the steel industry experience
consecutive negative year-on-year growth in net profit
attributable fo parent company?

A. Because the stock price.

Answer: A
Round 4

A: 2014-2015 B: 2018-2019 C: 2020-2021 Rotnds
A. Buy the dips and.
Answer: A

Answer: B

Stock Selection Strategies Backtesting

8. This is a foreign exchange rate.
C. This is a commodity futures price chart..

Based on the above analysis, what would be the most reasonable strategy.
8. Sell the rallies fo avoid further declie....
C. Adopt a waif-and-see approach unil,

Financial Data Reasoning and Interpretation

T T T T

Question: According to the chart data, how did Industrial
Bank's provision coverage ratio in Q2 2024 change compared
1o the same period last year?

A. Decreased by 7.95%
C. Decreased by 7.69%
Answer: A; C

B. Increased by 7.95%
D. Increased by 7.69%

Figure 1: VisFinEval provides a multimodal evaluation framework for full-process financial operations. Starting from the
perspective of business depth, it designs 3 major scenarios: Financial Knowledge and Data Analysis, Financial Analysis
and Decision Support, and Financial Risk Control and Asset Optimization. Each major scenario corresponds to 7, 4, and 4
sub-scenarios, respectively, accurately reflecting the diverse business scenarios within the financial industry. Furthermore, it
has constructed 15,848 multiple-choice and question-answering items based on 8§ common types of images in the financial
domain.The upper part of the image illustrates the overall structure of VisFinEval, where the business depth increases with the
change in color. Concurrently, the demands on the model’s understanding and analytical capabilities regarding financial business
operations progressively increase. The lower part shows a specific example corresponding to the sub-scenarios.

image reasoning, metric computation, and in-
vestment backtesting.

* Financial Risk Control and Asset Optimiza-
tion (Back-Office) probes advanced capabil-
ities in strategy optimization, policy impact
analysis, and complex data extrapolation, in-
cluding professional-exam-level questions.

By simulating real-world document perturbations
and multi-turn dialogues, VisFinEval captures the
full complexity of financial workflows.

Our contributions are threefold:

¢ Comprehensive Multimodal Benchmark.
We construct VisFinEval with 15,848 QA
pairs spanning eight types of financial images
and three hierarchical scenario depths, filling
a gap in financial MLLM evaluation.

¢ Full-Process Business Workflow. We align
tasks with front-, mid-, and back-office
functions, such as data perception, analyti-
cal decision support, and strategic optimiza-
tion—thereby providing a practical, process-
aware assessment framework.

» Extensive Zero-Shot Evaluation. We bench-
mark 21 state-of-the-art MLLMs in a zero-
shot setting, analyze failure modes across six
error categories, and compare model perfor-
mance against non-expert and expert human
baselines to highlight remaining challenges.

This paper is organized as follows. Section 2 pro-
vides a review of related work in financial MLLMs
and multimodal benchmarks. Section 3 details the
construction of VisFinEval, including data collec-
tion, question design, and quality control proce-
dures. Section 4 and Section 5 presents our experi-
mental setup and results across different difficulty
levels, followed by error analysis. Finally, Sec-
tion 6 concludes the paper and discusses potential
future directions in multimodal financial intelli-
gence.

2 Related Work

Financial Scenario Analysis Under the acceler-
ating digital transformation in the financial sector,
the groundbreaking advancements in Large Lan-
guage Models (LLMs) have injected new momen-
tum into the integration of artificial intelligence
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Table 1: Comparison of various benchmarks across multiple dimensions. Abbreviations in the header are: QT(Question
Type), MC (Multiple-Choice questions), OE (Open-Ended questions), T/F (True/False questions), MLD(Multi-level Difficulty),
SD(Scenario Depth), RES (Realistic Environment Simulation), OS (Official Seal), FRG (Financial Relationship Graph), NoFFT
(Number of Financial Figure Type), NoFS (Number of Financial Scenarios), NoQ (Number of Questions), and NoM (Number of
Models). To better simulate real-world environments during the question-answering process, we introduced RES, which refers to
simulating unexpected situations that may occur in real-world financial business scenarios.

Benchmarks QT MLD SD RES (0} FRG NoFFT NoFS NoQ NoM
Text
FinDABench OE v - - - - - 5 2400 40
SuperCLUE-Fin OE X - - - - - 6 1000 11
CFBenchmark OE X - - - - - 8 3917 22
FinEval MC+OE X - - - - - 9 8351 19
MultiModal

SEEDBENCH MC X X X X - - - 19000 18
MMMU MC v X X X X - - 11500 30
FinVQA OE X X X X X 2 2 1025
FIN-FACT T/F X X X X X 2 5 3369

FAMMA MC+OE v X X X X 3 8 1758
MME-Finance OE v X X X X 6 11 2274 19
VisFinEval (Ours) MC+T/F+OE v v v v v 8 15 15848 21

(AD) and finance. Early research primarily focused
on unimodal technical applications, including text
understanding (Masry and Hajian, 2024; Wilson
et al., 2024), sentiment analysis (Delgadillo et al.,
2024; Zhang et al., 2023), financial time-series fore-
casting (Li et al., 2024a,b; Wang et al., 2024b;
Mai, 2024), and decision support (Yu et al., 2024b;
Wang et al., 2023a; Yu et al., 2024a; Yang et al.,
2023; Li et al., 2023b). However, these studies
largely overlooked the critical value of chart-based
data in financial contexts. Financial charts often
encapsulate pivotal decision-making insights that
penetrate beyond superficial data representations,
only through accurate interpretation of such data
can the core logic of financial decision-making be
unveiled. This limitation was not alleviated until
the emergence of multimodal large language mod-
els (MLLMs) (Bhatia et al., 2024; Zhang et al.,
2024; Wang et al., 2023b) , which reconstructed
MLLMs’ comprehensive cognitive framework for
the financial domain.

While existing benchmarks (Nie et al., 2024;
Zhu et al., 2024; Koncel-Kedziorski et al., 2023;
Zhu et al., 2021; Zhao et al., 2024; Wang et al.,
2024a; Reddy et al., 2024; Chen et al., 2021, 2022,
2024a, 2025) effectively evaluate models’ finan-
cial text comprehension capabilities, they remain
inadequate for assessing models’ understanding
of complex financial operations and multimodal
chart data. Consequently, there is an urgent need
to extend existing benchmarks to comprehensively

evaluate models’ multimodal financial data com-
prehension and reasoning abilities, thereby more
authentically reflecting their real-world applicabil-
ity in financial scenarios.

Multimodal Financial Benchmark Up to today,
the availability of dedicated benchmarks for mul-
timodal financial scenarios remains limited. Gen-
eral multimodal benchmarks (Li et al., 2023a; Liu
et al., 2024b; Guthaus et al., 2001; Yue et al., 2024;
Mathew et al., 2021) predominantly fail to ade-
quately encompass domain-specific financial tasks,
making it challenging to accurately assess models’
professional capabilities in financial contexts. Fur-
thermore, existing studies on financial multimodal
benchmarks are confined to knowledge-level val-
idation and lack systematic evaluation of models’
operational depth and workflow integration in fi-
nancial scenarios, thereby failing to holistically re-
flect their practical efficacy in real-world financial
applications.

FAMMA (Xue et al., 2024) provides financial
knowledge-related question-answering tasks, but
its data primarily originates from university text-
books and examination questions, limiting its eval-
uation scope to knowledge verification rather than
complex financial operational scenarios. FinTMM-
Bench (Zhu et al., 2025a) incorporates images
of limited diversity, and its question design lacks
explicit mapping to concrete financial business con-
texts. While MME-Finance (Gan et al., 2024) ad-
dresses operational scenarios, its narrow business
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scope, limited question volume, and absence of task
difficulty stratification aligned with real-world com-
plexities restrict its generalizability and result in
insufficient task depth, creating a disconnect from
practical realities. Additionally, current research
predominantly evaluates MLLMs’ performance in
controlled environments while neglecting the in-
herent complexity of real-world financial scenar-
ios, thereby impeding accurate assessment of large
models’ true capabilities in financial applications.

To address these gaps in prior studies, we in-
troduce VisFinEval, the first large - scale bench-
mark specifically designed for multimodal large
language models in finance. This benchmark in-
tegrates diverse real-world financial scenarios and
potential edge cases, employing hierarchical evalu-
ation criteria to comprehensively cover tasks rang-
ing from foundational knowledge to complex oper-
ational workflows. VisFinEval effectively bridges
the capability gaps in existing evaluation frame-
works, enabling rigorous and realistic assessment
of models’ financial multimodal intelligence.

3 VisFinEval Benchmark

3.1 Overview

We propose VisFinEval, a multimodal benchmark
designed for the Chinese financial domain, which
aims to evaluate the capabilities of MLLMs in
processing and reasoning across the entire finan-
cial business workflow. As the first large-scale
evaluation framework that deeply integrates mul-
timodal tasks with end-to-end financial business
scenarios, VisFinEval is constructed based on the
actual operational flow of the financial industry.
It establishes evaluation dimensions aligned with
real-world needs, spanning from foundational front-
office financial data perception, to mid-office an-
alytical decision-making, and ultimately to high-
level back-office strategic planning. This struc-
ture reflects not only the high-frequency demands
observed in practical financial contexts, but also
follows a hierarchical and process-aware financial
decision-making process. This enables the con-
struction of a comprehensive evaluation framework
that covers the entire financial business process.
Therefore, VisFinEval provides a multimodal finan-
cial evaluation benchmark that is both profession-
ally grounded and practically valuable. The overall
framework is illustrated in Figure 1.

VisFinEval is designed based on the
front—-mid-back office collaborative architec-

ture commonly adopted in real-world financial
systems, and establishes a three-tier evaluation
framework that spans the entire financial business
lifecycle. By integrating multimodal data with
scenario-driven financial tasks, this benchmark
systematically assesses the domain-specific
capabilities of MLLMs within the vertical of
financial scenarios.

This evaluation system is the first to achieve full-
chain coverage of front-, mid-, and back-office fi-
nancial functions. The front-office layer establishes
a foundation of multimodal data perception, the
mid-office layer constructs the core for analytical
decision-making, and the back-office layer forms
a closed loop for strategic optimization. Through
modular decomposition and reorganization of fi-
nancial workflows, VisFinEval ensures both the
professional depth of evaluation tasks within each
layer and the assessment of holistic model perfor-
mance in cross-functional collaboration scenarios.

The evaluation tasks adopt a wide range of ob-
jective formats, including single-choice, multiple-
choice, true/false, and numerical reasoning ques-
tions, while also introducing dimensions such as
multi-turn dialogue, counterfactual inference, mul-
timodal consistency evaluation, and complex per-
turbation. By combining different question types
and aligning them with specific sub-scenarios, the
evaluation ensures a comprehensive assessment of
MLLMs’ capabilities in real-world financial tasks.
Details on the task scenarios and dataset distribu-
tions are shown in Table 4, and representative ex-
amples of question types are provided in the Ap-
pendix A.

3.2 Data Generation and Quality Control

During the data construction process of VisFinEval,
most visual inputs are collected from PDF docu-
ments within the financial domain. These images
are sourced from financial research reports, annual
reports, and professional examinations such as the
Chinese CPA and actuary exams. The dataset in-
cludes a diverse set of image types, including fi-
nancial relationship graphs, line charts, histograms,
candlestick (K-line) charts, pie charts, official seals,
financial statements, and supporting data tables.
Specifically, line charts, histograms, pie charts, and
relationship graphs are primarily extracted from
financial research reports; financial statements and
supporting tables are collected from annual reports
and exam questions; seal images are sourced from
open-source datasets such as (Gmgge, 2024); and
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K-line charts are obtained from publicly accessible
financial websites. All image materials are verified
to be free from copyright restrictions.

The core of the data generation process lies
in constructing scenario-specific prompts aligned
with financial experts to ensure the domain rele-
vance and consistency of question-answer (QA)
pairs. These prompts guided the use of the Qwen-
VL-Plus-latest (Yang et al., 2024) to generate QA
pairs based on the input images. The reliability of
vision-language models in such generation tasks
has been validated by prior work such as Instruct-
BLIP (Dai et al., 2023). Furthermore, we used
Qwen-max to classify the generated QA pairs into
appropriate financial business scenarios spanning
the full process. Detailed prompts used for the data
generation and classification are provided in the
Appendix C.

The QA data underwent a three-stage rigorous
review process, including MLLM-based automated
filtering based on multi-dimensional evaluation cri-
teria, fine-grained annotation by trained and quali-
fied undergraduate students, and cyclical validation
by financial experts with ten years of work expe-
rience. This multi-layered processing pipeline en-
sures that we obtain high-quality QA pairs that
meet standards such as accuracy, domain rele-
vance, and consistency. Detailed review proce-
dures and example prompts are provided in the
Appendix A.2.

Through this rigorous data generation and val-
idation pipeline, VisFinEval offers a high-quality
multimodal QA dataset tailored for evaluating the
domain-specific capabilities of large multimodal
models in the financial sector.

3.3 VisFinEval Question Architecture

VisFinEval, with financial business scenarios as its
core starting point, has constructed a three-level hi-
erarchical evaluation framework. This framework
aims to systematically assess the comprehensive
capability performance of Multimodal Large Lan-
guage Models (MLLMs) in financial multimodal
business, encompassing 15,848 high-quality QA
pairs. It is further divided into the following three
major real-world financial business scenarios based
on scenario depth:

Front-Office: Financial Knowledge and Data
Analysis Front-office operations in the financial
domain are more oriented towards customer needs,
focusing on the basic understanding of financial
knowledge and data analysis-related capabilities.

In this scenario, we have designed tasks covering
financial cognition and data processing, primar-
ily evaluating MLLLLMs’ ability to understand cus-
tomer needs and intentions in financial business
and to process and analyze financial business data.
This includes seven sub-scenarios: Financial Data
Statistics, Candlestick Chart Analysis, Financial In-
dicator Assessment, Financial Entity Relationships
Interpretation, Stock Selection Strategies Backtest-
ing, Financial Information Extraction, and Finan-
cial Seal Recognition, corresponding to the real-
world demands of financial front-office business
activities.

Mid-Office: Financial Analysis and Decision
Support The mid-office operations in the finan-
cial domain emphasize large-scale business facing
the company or enterprise, requiring business per-
sonnel to have a deeper understanding and analy-
sis of actual business, and to make clear and ef-
fective decisions on specific business issues under
the influence of various factors in the real environ-
ment. Therefore, the design of this scenario aims
to test the MLLM’s comprehensive analysis and
reasoning decision-making capabilities in a finan-
cial context. Tasks involve interpreting complex
financial data structures and business logic, such
as equity research and financial metric evaluation.
Consequently, we have designed four core business
sub-scenarios to evaluate the MLLM’s information
integration and systematic decision-making abili-
ties: Financial Scenario Analysis, Industry Analy-
sis and Inference, Investment Analysis, and Finan-
cial Market Sentiment Analysis, focusing on the
analytical and decision-support functions typically
undertaken by the mid-office.

Back-Office: Financial Risk Control and Asset
Optimization The back-office operations in the
financial domain lean more towards strategic re-
search and risk control. Business personnel need
to possess strong domain expertise, mathematical
calculation, and reasoning abilities to support front-
office and mid-office operations through various in-
ternal decision-making processes, thereby ensuring
the overall efficiency and effectiveness of financial
business. To maintain the business authenticity of
the evaluation, we have designed a series of highly
complex financial tasks, including statistical infer-
ence, audit analysis, and expert-level reasoning, to
assess whether MLLMs meet the requirements of
actual business. Some of these tasks are adapted
from challenging professional qualification exams,
such as the Chinese CPA exam. Consequently, we
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have identified four sub-scenarios: Financial Strat-
egy Optimization, Financial Risk and Policy Anal-
ysis, Financial Data Reasoning and Interpretation,
and Asset Allocation Analysis, designed to simu-
late the strategic decision-making and optimization
processes of the financial back office.

Meticulously designed based on the entire finan-
cial business process system, VisFinEval boasts
advantages in terms of its systematic nature, prac-
ticality, and comprehensiveness. It can provide a
professional and challenging benchmark for eval-
uating the real-world applicability of MLLMs in
financial business.

4 Experiments Settings

4.1 Models

We tested 21 multimodal large language models ,
with close-source models accessed through their
respective APIs and open-source models deployed
locally. All inference tasks were run on NVIDIA
A800 GPUs. For more details on the models please
refer to Appendix B.

Closed-source models: For close-source models,
we evaluated 9 models, including Qwen-VL-max-
lastest (Bai et al., 2023), Qwen-VL-max (Bai et al.,
2023), Doubao-1.5-vision-pro-32k (Doubao, 2025),
Step-1o-vision-32k (StepStar, 2025), Gemini-2.5-
pro-exp-03-25 (Google, 2025), GPT-40-2024-11-
20 (OpenAl, 2024), Moonshot-V1-32k-vision-
preview (MoonshotAl, 2024), Claude-3-7-Sonnet-
20250219 (Anthropic, 2025) and GLM-4v-Plus-
20250111 (ZhipuAl, 2025).

Open-source models: For open-source models,
we evaluated 12 models from several mainstream
MLLMs, including Qwen2.5-VL-3B, Qwen2.5-
VL-7B and Qwen2.5-VL-72B from the Qwen
series (Yang et al., 2024); InternVL3-8B (Zhu
et al., 2025b), InternVL2.5-78B (Chen et al.,
2024b) and InternVL3-78B (Zhu et al., 2025b)
from the InternVL series (Chen et al., 2024b);
LLaVA-v1.6-Mistral-7B (Liu et al., 2023), LLaVA-
NeXT-13B and LLaVA-NeXT-34B from the
LLaVA series (Liu et al., 2024a); as well as
MiniCPM-V-2.6 (Yao et al., 2024), Molmo-7B-
D-0924 (Deitke et al., 2024), and Llama-3.2-11B-
Vision-Instruct (Touvron et al., 2023).

4.2 Evaluation Methods

Despite our efforts to optimize prompts to improve
model output, some models exhibit poor instruction
following capabilities, making their output unsuit-

able for evaluation via rule-based extraction. To
address this challenge, MMBench (Xu et al., 2023)
proposed leveraging LL.Ms as selection extractors,
which significantly improved evaluation accuracy.
Following a similar approach, we designed spe-
cific prompts and employed Qwen-max-latest as
the judge model to evaluate the outputs of various
models. To validate the judge model’s evaluations,
we conducted a manual review of all the results
it provided for each model and task. The review
showed that the accuracy of the judge model’s judg-
ments exceeded 98%.

5 Results

5.1 Main Results

We evaluated 21 mainstream MLLMs, as shown in
Table 2. Due to a few limitations such as context
length or multi-image support, certain questions
were excluded from evaluation for some models;
their results are provided separately for reference.

Among all the results, Qwen-VL-max achieved
the best overall performance, with an average ac-
cuarcy of 76.3%. It ranked highest among all
evaluated models in 10 out of 15 sub-scenarios,
strongly indicating Qwen-VL-max’s stable and
powerful capabilities across diverse and in-depth
multimodal financial scenarios. Closely follow-
ing was Qwen-VL-max-latest, with only a 2.5%
difference, also demonstrating outstanding perfor-
mance in FMSA and IA. Together, these results
highlight the Qwen series’ excellence in the finan-
cial multimodal domain. Ranked third to sixth
were InternVL3-78B, Doubao-1.5-vision-pro-32k,
InternVL2.5-78B, and Qwen2.5-VL-72B, with rel-
atively close scores. InternVL3-78B tied for the
top score in FSO with Qwen-VL-max, reflecting
its ability to optimize strategies in response to vari-
ous challenges in financial business. Doubao-1.5-
vision-pro-32k performed well in FIE , demonstrat-
ing strong visual information extraction capabilities
in multimodal settings, and its high score in AAA
further underscores its competence in asset alloca-
tion and financial analysis tasks. It is worth noting
that Step-1o-vision-32k achieved an exceptionally
high accuracy of 98.0% in FSR significantly out-
performing all other models. This suggests strong
capabilities in this sub-scenario. In stark contrast,
Claude-3-7-Sonnet-20250219 scored only 34.7%
in the same scenario, often failing to recognize
seals correctly and sometimes even producing in-
correct responses despite correct recognition. We
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Table 2: Main Results. The higher the value in the table, the higher the accuracy of the surface model. The Financial Analysis
and Decision Support assesses models with Financial Data Statistics (FDS), Candlestick Chart Analysis (CCA), Financial
Indicator Assessment (FIA), Financial Entity Relationships Interpretation (FERI), Stock Selection Strategies Backtesting (SSSB),
Financial Information Extraction (FIE), and Financial Seal Recognition (FSR). The Financial Analysis and Decision Support tests
with Financial Scenario Analysis (FSA), Industry Analysis and Inference (IAI), Investment Analysis (IA), and Financial Market
Sentiment Analysis (FMSA). The Financial Risk Control and Asset Optimization evaluates Financial Strategy Optimization
(FSO), Financial Risk and Policy Analysis (FRPA), Financial Data Reasoning and Interpretation (FDRI), and Asset Allocation
Analysis (AAA), concluding with the calculation of the Weighted Average (WA) score for each model. The table also indicates
operational constraints encountered by certain models in multi-image tasks, such as Multi-image Limit and Context Window

Limit.

Financial Knowledge and Data Analysis

Financial Analysis and Decision Support Financial Risk Control and Asset Optimization

Model Size Limit WA
FDS CCA FIA FERI SSSB FIE FSR FSA TAI IA FMSA  FSO FRPA FDRI AAA
Qwen-VL-max Unknown / 788 90.5 874 89.2 862 90.6 779 653 83.1 82.3 76.8 49.1 58.2 58.2 71.0 76.3
Qwen-VL-max-latest Unknown / 76.0 845 861 871 793 88.6 844 59.6 82.6 82.8 79.3 44.0 522 489 71.8 73.8
InternVL3-78B 78B / 712 835 714 867 795 878 874 643 82.1 80.4 78.7 49.1 52.8 46.6 66.5 72.5
Doubao-1.5-vision-pro-32k Unknown / 756 790 842 855 768 917 744 567 80.2 79.8 71.3 30.0 545 54.5 75.6 71.7
InternVL2.5-78B 78B / 733 779 723 842 84.0 884 829 633 81.5 80.1 752 41.0 53.1 47.6 68.4 71.5
Qwen2.5-VL-72B 72B / 759 770 728 854 815 883 804 574 824 80.3 74.5 414 534 42.6 71.9 71.0
GPT-40-2024-11-20 Unknown / 720 768 749 817 718 838 839 619 719 78.5 73.2 41.0 40.5 41.6 67.9 68.5
Step-lo-vision-32k Unknown / 489 784 802 841 753 882 98.0 403 78.8 78.6 76.1 39.2 45.2 49.0 65.8 68.4
Moonshot-V1-32k-vision-preview ~ Unknown / 562 828 734 805 739 876 683 619 7.7 77.0 723 39.2 55.8 53.6 64.0 68.3
Qwen2.5-VL-7B 7B / 714 759 692 809 740 855 699 534 79.7 76.5 70.7 372 37.6 354 63.2 654
InternVL3-8B 8B / 682 780 628 87.0 741 840 774 565 76.1 76.8 7.7 29.7 46.2 36.8 55.3 65.4
Gemini-2.5-pro-exp-03-25 Unknown / 736 767 726 81.0 73.0 894 874 532 72.4 70.8 75.5 284 38.0 415 37.7 64.7
Claude-3-7-Sonnet-20250219 Unknown / 705 734 803 711 775 832 347 480 76.1 75.5 64.0 26.8 50.3 48.6 64.4 62.9
Qwen2.5-VL-3B 3B / 69.5 811 659 766 736 834 724 500 75.4 74.7 66.6 229 34.8 359 53.8 62.4
MiniCPM-V-2.6 8B / 61.3 835 569 76.7 752 734 809 483 69.7 70.7 69.1 20.6 355 26.8 52.7 60.1
Llama-3.2-11B-Vision-Instruct 11B / 56.9 408 593 639 629 731 704 453 69.7 67.1 63.4 18.0 22.1 19.9 31.1 50.9
Molmo-7B-D-0924 7B / 60.1 748 545 622 591 605 422 39.7 64.4 62.8 63.4 234 31.7 219 26.5 49.8
GLM-4v-Plus-20250111 Unknown Multi-image Limit 73.8 866 879 875 812 893 727 565 78.1 74.9 74.6 45.1 54.1 453 732 72.0
LLaVA-NEXT-34B 34B Context Window Limit 553  79.8 923 632 87.8 550 588 543 88.2 88.1 66.9 13.1 17.5 12.7 7.7 56.0
LLaVA-v1.6-Mistral-7B 7B Context Window Limit  54.6 734 659 62.1 474 470 623 423 58.3 56.4 63.7 10.2 16.3 359 21.1 47.8
LLaVA-NEXT-13B 13B Context Window Limit  50.2  64.8 439 572 625 502 387 347 59.2 59.0 529 147 10.8 15.8 31.1 43.0

attribute this primarily to its poor semantic align-
ment with Chinese, resulting in hallucinations.

From a pattern perspective, the performance gap
between the open-source model InternVL3-78B
and the closed-source model Qwen-VL-max is
only 3.8%, suggesting that as MLLMs continue
to evolve, the performance disparity among top-tier
models in financial tasks will gradually diminish.
Regarding model size, both the Qwen and InternVL
series show a clear trend where larger parameter
models exhibit stronger capabilities. A similar phe-
nomenon is also observed in Molmo-7B-D-0924,
a topic further explored in detail within FinEval
(Guo et al., 2024). As task complexity increases,
all models exhibit a noticeable decline in perfor-
mance. This also demonstrates that VisFinEval
effectively tests the boundaries of MLLMSs’ finan-
cial business capabilities, reflecting its authenticity
and effectiveness.

5.2 Comparative Analysis

To better compare the capabilities of MLLMs and
make a meaningful contribution to model research,
we randomly selected 2% of the questions from Vis-
FinEval (approximately 300 questions) to conduct
a competition among models, non-experts, and fi-
nancial experts. Considering differences in domain
knowledge and in order to better reflect the current
stage of MLLM development, we selected the top
two performing models from both open-source and

closed-source categories for comparison. On the
human side, we included a undergraduate students
with no background in finance as representatives
of non-experts, while the financial expert role was
filled by a PhD candidate majoring in finance. All
participants were uninvolved in any data annotation
or review processes related to this study, and all
responses were collected under closed-book condi-
tions.

Unlike Table 2, here we calculate the average
results for each of the three major scenarios as
well as the overall average result to compare with
human performance. As shown in Table 3, the top-
performing MLLMs have already outperformed the
non-experts in all three major scenarios as well as
in terms of overall average score. However, there
remains a performance gap of over 14% between
the MLLMs and the financial expert, indicating that
further iterations and improvements are still needed.
A detailed analysis of the three major scenarios can
be found in Appendix B.1.

5.3 Error Analysis

In all the incorrect answers from the evaluated
MLLMs, we conducted a stratified sampling of
10% of the questions for error analysis to investi-
gate the issues MLLMs face in financial domain
business capabilities. Based on the various types of
errors made by MLLMs, we summarized six major
problems in the financial domain: Lack of cross-
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Figure 2: Error types’ distribution across different MLLMs in VisFinEval tasks.

Table 3: Performance comparison across non-experts, experts
and MLLMs. FKDA represented Financial Knowledge and
Data Analysis. FADS refers to Financial Analysis and De-
cision Support. FRCAO means Financial Risk Control and
Asset Optimization.

Source Category FKDA FADS FRCAO Average
Human Non-experts 72.1 57.0 40.1 56.4
Experts 93.3 88.0 82.8 88.0
Closed-Source Qwen-VL-max 85.8 76.9 59.1 73.9
GPT-40-2024-11-20  77.8 72.9 47.7 66.1
Open-Source InternVL3-78B 81.1 76.4 53.7 70.4
Qwen2.5-VL-72B 80.2 73.6 52.3 68.7

modal information alignment capability (Evaluat-
ing the model’s cross-modal alignment capability
is one of the innovations of this paper, and it is also
crucial in real-world applications.), Market senti-
ment and semantic tendency misjudgment, Bias in
the understanding of financial terms, perceived bar-
riers to financial business processes, Hallucination
generation and irrational reasoning, Financial sub-
ject identification and causation confusion. These
issues limit the MLLMs’ performance in specific
financial scenarios.

From Figure 2, most MLLMs exhibit a rela-
tively even distribution of errors, such as Qwen-
VL-max and MoonShot-V1-32k-vision-preview,
while a few models, such as Gemini-2.5-pro-exp-
03-25, InternVL3-78B, and MiniCPM-V-2.6, show
a higher concentration of errors in areas such as
cross-modal consistency, understanding of finan-
cial terms, and financial business process, respec-
tively. For more detailed analysis and related error
examples, please refer to Appendix B.2.

6 Conclusion

This paper introduces VisFinEval, a benchmark
designed to evaluate MLLMs’ based on the full-
process business system of the financial domain. t
assesses MLLMs’ understanding and application
abilities in real-world financial tasks through three
major business scenarios, which together comprise
fifteen sub-scenarios. Through comprehensive anal-
ysis of these scenarios, VisFinEval identifies eight
commonly used chart types that cover a wide range
of financial applications, enabling a performance
evaluation grounded in actual business competen-
cies. The results indicate that Qwen-VL-max per-
forms the best overall; however, it still experiences
some performance degradation in scenarios with
the highest business complexity. Compared to hu-
mans, most current MLLMs have already outper-
formed non-expert individuals without a financial
background, but a substantial gap remains when
compared to financial experts. In addition, the error
analysis highlights six major capability deficiencies
that MLLMs exhibit in real-world financial appli-
cations. As a benchmark rooted in the full-process
business workflows of the financial industry, Vis-
FinEval provides a structured framework for mea-
suring MLLMs’ practical capabilities in finance.
We hope it will drive progress in MLLM research
and contribute to enabling a deeper understanding
of real-world financial scenarios.

Limitations

While VisFinEval has made significant progress in
evaluating multimodal large language models in
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the financial domain, it still has some limitations.
Although VisFinEval includes some analysis of
dynamic trend changes, it lacks in-depth research
on the more dynamic micro and macro financial
markets, which are closely related to time. Future
work needs to consider designing an evaluation
framework that can better assess the performance
of MLLMs in more dynamic scenarios. The current
work’s evaluation is mainly focused on zero-shot
performance, and it is necessary to further consider
the potential of MLLMs to adapt through few-shot
learning. Finally, although VisFinEval includes
various financial image types, the distribution of
these types and their relative importance in real-
world financial analysis could be further refined,
as the importance varies across different business
scenarios. It is necessary to design more appropri-
ate business scenario weights to evaluate the true
performance of MLLMs in the financial domain.
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A Details of VisFinEval

A.1 Design and Examples of Financial
Business Scenarios

We list the detailed information of VisFinEval data
in Table 4. Since we adopt a three-tier structure
of financial business scenarios, comprising front-
office, mid-office, and back-office. The detailed
information of the financial business cenarios are
presented below.

Financial Knowledge and Data Analysis in-
cludes the following seven financial business sce-
narios:

Financial Data Statistics Organizing and ana-
lyzing enterprise or market financial data to support
subsequent modeling and decision-making.
Financial Information Extraction Extracting
key information from structured or unstructured
data using NLP and computer vision techniques.
Financial Indicator Assessment Interpreting
key financial indicators to assess operational ca-
pabilities and profitability of enterprises.
Financial Entity Relationships Interpretation
Analyzing the logical and business relationships
among institutions, individuals, and products pre-
sented in texts or images.

Stock Selection Strategies Backtesting Design-
ing and backtesting quantitative stock selection
strategies to evaluate historical performance and
robustness.

Candlestick Chart Analysis Interpreting price
trends and technical signals embedded in candle-
stick charts to support technical trading analysis.
Financial Seal Recognition Automatically de-
tecting and verifying seals in financial documents
(e.g., bills, contracts) to assist in compliance audit-
ing.

Financial Analysis and Decision includes four
core business scenarios:

Industry Analysis and Inference Leveraging in-
dustry data and trends to analyze industrial chain
structures, competitive landscapes, and develop-
ment trajectories.

Investment Analysis Evaluating asset allocation,
valuation levels, and market outlooks to support
investment decisions with quantitative insights.
Financial Market Sentiment Analysis Mining
sentiment signals from sources such as news and
social media to inform market forecasting and risk
control.

Financial Scenario Analysis Identifying and
modeling typical financial events, market behav-

iors, or trading contexts to assist in complex scene
understanding.

Financial Risk Control and Asset Optimization
includes four high-level financial task scenarios:
Financial Strategy Optimization Optimizing
trading, investment, or risk management strategies
under given constraints to improve the risk-return
profile.

Financial Risk and Policy Analysis Identifying
and quantifying systemic financial risks, and assess-
ing the impact of macroeconomic and regulatory
policy shifts on market stability and institutional
behavior.

Financial Data Reasoning and Interpretation
Building predictive models and causal inference
frameworks from multi-source financial data to sup-
port strategic decision-making.

Asset Allocation Analysis Optimizing alloca-
tions across multiple asset classes to balance risk
and return, aiming to construct optimal investment
portfolios.

Figure 4, 5, 6, 7, 8, 9, 10 are the examples of
Financial Knowledge and Data Analysis. Figure 11,
12, 13, 14 are the examples of Financial Analysis
and Decision Support. Figure 15, 16, 17, 18 are
the examples of Financial Risk Control and Asset
Optimization.

A.2 Details of Quality Control

The similarity heatmap for scene classification of
the QA pairs is shown in the figure 3, with (b) cor-
responding to this task. The results show that the
similarity between Qwen-max’s performance on
this task and human performance is relatively high.
The QA data underwent a three-stage quality con-
trol process to ensure accuracy and domain rele-
vance:

Automated Filtering Based on Multi-
Dimensional Evaluation Metrics We develop
an automatic screening process driven by a set
of prompts and scoring criteria, including image
information density, semantic validity of the QAs,
data diversity, objectivity, and computational
complexity. Qwen-VL-Plus-latest is employed
to score and filter the generated QA pairs. The
similarity heatmap for quality filtering of the
QA pairs is shown in (a) of Figure 3. This stage
focuses on removing incorrect answers, highly
ambiguous data, and constructing a clean base
dataset. Prompt examples used in this phase are
shown in Table 13 and Table 14.

Manual Annotation In the second stage, all QA
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pairs are manually annotated by six trained un-
dergraduate students majoring in finance. These
annotators have a strong background in financial
knowledge and undergo a rigorous training pro-
cess, including tests to ensure their competence
in evaluating the correctness, domain specificity,
verifiability of answers, completeness of visual ele-
ments, contextual alignment with financial scenar-
ios, and logical coherence of question design. Only
after passing the evaluation phase are annotators
allowed to proceed with batch annotation, ensuring
the overall consistency and accuracy of the labeled
data.

Final Review by Financial Experts The third
stage involves a comprehensive review by three
financial experts, each with over a decade of ex-
perience in finance (the same domain experts who
contribute to prompt design). The review focuses
on several critical aspects, including logical rigor,
policy compliance, decisional determinacy, accu-
racy of terminology, and completeness of scenario
coverage. Each QA pair had to be unanimously ap-
proved by all three experts to pass this stage. This
final review guarantees that each QA item is well-
designed, has a unique correct answer, and faith-
fully reflects real-world financial business logic.

A.3 Examples of Environmental Perturbation
Simulations

In real-world financial applications, environmental
perturbations often arise from practical factors such
as document quality degradation, scanning errors,
complex layout structures, or missing information.
To simulate these common sources of noise and
disturbance in financial document processing, Vis-
FinEval incorporates a set of environmental per-
turbation tasks. These simulations provide a more
realistic assessment of model performance under
non-ideal visual conditions. We categorize four
representative types of perturbations as follows:
Key Information Occlusion Critical regions of
the image—such as data tables, axis labels, or seal
texts—are partially obscured or blurred. Figure 19
presents an example of this perturbation.
Redundant Image Perturbation The original im-
age is overlaid or mixed with visually similar but ir-
relevant graphical content, such as unrelated charts.
Figure 20 illustrates this type of perturbation.
Missing Relevant Information The image lacks
the information explicitly referenced in the ques-
tion, simulating scenarios where relevant content
is omitted due to formatting issues or cross-page

references. Figure 21 provides an example of this
case.

Irrelevant Information Perturbation Unrelated
content is added to the image without removing
the original task-relevant information, resulting in
semantic interference. Figure 22 demonstrates this
perturbation type.

These four types of perturbations reflect com-
mon visual complexities in real financial scenarios
and enable a systematic evaluation of multimodal
large language models under environmentally de-
graded conditions.

B Details of MLLMs

We list details of the MLLMs evaluated using Vis-
FinEval in Table 8.

B.1 Details of Evaluation Results

In our experiments, we conducted an in-depth com-
parative analysis of the performance of different
models in specific financial business scenarios. The
experimental results show that the models exhib-
ited significant performance differentiation across
scenarios of varying difficulty levels. Notably, the
Qwen-VL-max ranked first across all three dif-
ficulty levels, demonstrating outstanding perfor-
mance and strong adaptability.

Financial Knowledge and Data Analysis The
comparative results of different models under the
Financial Knowledge and Data Analysis scenario
are detailed in Table 5, Qwen-VL-max secured
first place in multiple tasks, ultimately achiev-
ing the top accuracy of 85.8. It is noteworthy
that Moonshot-V1-32k-vision-preview far outper-
formed other models in the FSR(Financial Seal
Recognition) task with the accuracy of 98.0, only
2 points behind human experts.

Financial Analysis and Decision Support Table
6 shows how each model performed in the Fi-
nancial Analysis and Decision Support scenario,
InternVL3-78B, which ranked first in the FSA (Fi-
nancial Scenario Analysis) task, secured the second
position overall with the accuracy of 76.4. This
surpassed Qwen-VL-max-latest, which performed
excellently in the IA (Investment Analysis) and
FMASA (Financial Market Anomaly Sentiment
Analysis) tasks. Furthermore, InternVL3-78B was
only 0.5 points behind the top-ranked Qwen-VL-
max, making it the most powerful open-source
model.

Financial Risk Control and Asset Optimization
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Table 7 summarizes the performance of the models
in the more complex scenario, there was a consid-
erable gap between the models’ performance and
that of human experts. Although the Qwen-VL-
max model ranked first with the accuracy of 59.1,
it was still 23.7 points lower than human experts.
This indicates that there is still significant room
for improvement in model performance in complex
financial business scenarios.

Overall, while some models can approach hu-
man experts in specific scenarios, a significant dis-
parity remains between models and human experts
in tasks of higher complexity and difficulty.

B.2 Examples for Error Analysis

In this section, we explain in detail the meaning of
six types of errors of MLLMs in financial business
scenarios and provide examples and related error
analysis.

Market sentiment and semantic tendency mis-
judgment The model is unable to accurately cap-
ture the front and back logic and key nodes of busi-
ness operations, resulting in output results that are
out of sync with real business processes or do not
conform to real business thinking logic. An exam-
ple of this can be seen in Figure 23.

Financial subject identification and causation
confusion The model has insufficient understand-
ing of the definitions and calculation logic of spe-
cialized terms or financial indicators, which may
easily lead to conceptual confusion or numerical
calculation errors. An example of this can be seen
in Figure 24.

Hallucination generation and irrational reason-
ing The model in the parsing of financial texts,
public opinion, research reports, etc., misjudges
emotional tendency and semantic intensity, ignor-
ing or misinterpreting the policy signals and indus-
try atmosphere. An example of this can be seen in
Figure 25.

Bias in the understanding of financial terms and
indicators Difficulty for models to effectively inte-
grate charts, tables and contextual textual informa-
tion, leading to biased understanding of trends, data
correlations, or visualization content. An example
of this can be seen in Figure 26.

Lack of cross-modal information alignment ca-
pability The model is unable to accurately discern
the actual causal relationship between companies,
industries, or indicators, and is prone to treating
correlation as causation or confusing the roles of
different subjects. An example of this can be seen

in Figure 27.

Perceived barriers to financial business pro-
cesses The model may “make up” facts or make
illogical inferences when information is missing
or ambiguous, and the output does not match the
reality. An example of this can be seen in Figure
28.

C Prompts Used in This Study

We provide representative prompt examples for
question generation, image or question quality ver-
ification. Specifically, the prompt examples for
question generation are shown in Table 9, Table 10,
Table 11, Table 12. Prompt examples for quality
verification are shown in Table 13, Table 14.

Prompts for financial scenario classification are
shown in Table 15, Table 16, Table 17.

D Analysis of CoT Results

D.1 Evaluation results for CoT

To provide a comprehensive assessment of model
performance under the Chain-of-Thought (CoT)
reasoning paradigm, we present detailed evaluation
results across multiple financial task domains and
a direct comparison with Zero-shot performance.
Table 18 summarizes the CoT performance of vari-
ous models, covering three core evaluation dimen-
sions: Financial Knowledge and Data Analysis
(encompassing metrics such as FDS, CCA, and
FIE), Financial Analysis and Decision Support (in-
cluding FSA, TAI and FMSA), and Financial Risk
Control and Asset Optimization (featuring FSO,
FRPA, and AAA). Specifically, InternVL3-VL-
78B and Qwen-VL-max show relatively strong per-
formance with high WA scores, while models like
GLM-4-Vision-0924 and LLaVA-NEXT-13B have
lower WA scores and face operational constraints,
indicating poorer overall performance under the
CoT paradigm in financial tasks. Additionally, the
weighted average (WA) score for each model is
calculated to reflect overall performance, with op-
erational constraints (e.g., Multi-image Limit and
Context Window Limit) noted for relevant models.

To further investigate the impact of reasoning
strategies on model performance, Table19presents
a head-to-head comparison between Chain-of-
Thought (CoT) and Zero-shot results. This ta-
ble includes the Weighted Average (WA) scores
of each model under both reasoning settings and
quantifies the performance difference (CoT mi-
nus Zero-shot), enabling a clear identification
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Table 4: Financial Scenario Data Distribution. This table systematically presents the distribution of financial scenarios across the
three progressive depths of the VisFinEval dataset, as follows: financial literacy and data analytics covering 8,700 questions,
financial analytics and decision support covering 4,650 questions, and financial risk control and asset optimization covering
2,498 questions, culminating in 15,848 questions that have been rigorously manually annotated. This structured presentation
accurately assesses the benchmark’s ability to simulate real-world financial complexity through increasing difficulty.

Scenario Depth Financial Scenario Questions
Financial Knowledge and Data Analysis Financial Data Statistics 3655
Candlestick Chart Analysis 1124
Financial Indicator Assessment 1160
Financial Entity Relationships Interpretation 919
Stock Selection Strategies Backtesting 719
Financial Information Extraction 924
Financial Seal Recognition 199
All 8700
Financial Analysis and Decision Support Financial Scenario Analysis 2040
Industry Analysis and Inference 1361
Investment Analysis 933
Financial Market Sentiment Analysis 316
All 4650
Financial Risk Control and Asset Optimization Financial Strategy Optimization 111
Financial Risk and Policy Analysis 181
Financial Data Reasoning and Interpretation 1839
Asset Allocation Analysis 367
All 2498
VisFinEval All 15848

of whether CoT enhances or diminishes perfor-
mance relative to the Zero-shot approach for each
model.Specifically, 6 models, namely Gemini-
2.5-pro-exp-03-25, Claude-3-7-Sonnet-20250219,
Step-lo-vision-32k, InternVL3-8B, Qwen2.5-VL-
7B, and Llama-3.2-11B-Vision-Instruct, show im-
proved performance with CoT (positive differ-
ences). The majority of the remaining models (15
in total as counted) exhibit a declining performance
trend (negative differences). Overall, only a few
models achieve performance optimization through
CoT, indicating that the general positive effect of
CoT on model performance is limited in this sce-
nario.

D.2 CoT case study

To more intuitively demonstrate the error cases of
models under the Chain-of-Thought (CoT) setting,
we strategically selected representative error exam-
ples from two prominent models, namely Qwen?2.5-
VL-72B and Claude-3-7-Sonnet-20250219. For
each of these two models, we curated two distinct
types of errors: one being the scenario of “incor-
rect analysis accompanied by an incorrect answer”
and the other representing “correct analysis yet an
ultimately incorrect answer”. It’s noteworthy that
these cases are all sourced from questions that mod-

els were capable of answering accurately under the
zero-shot setting, which makes the performance
discrepancies under the CoT framework even more
striking.

These error cases are presented in the form of
diagrams. Specifically, the two error cases cor-
responding to Qwen2.5-VL-72B can be found in
Figure 29 and Figure 30, while those for Claude-
3-7-Sonnet-20250219 are showcased in Figure 31
and Figure 32. Through these visual representa-
tions, we can clearly observe the performance dif-
ferences of the models when employing different
reasoning methods. In turn, this provides tangible
and concrete examples that effectively underpin the
subsequent analysis of the factors.

E Source of data

In the VisFinEval data generation process, image
data is sourced primarily from PDF files within
the financial sector. Specifically, line charts, his-
tograms, pie charts, and financial relationship dia-
grams are mainly derived from financial research
reports, while certain questions originate from pro-
fessional examinations such as the CPA and Chi-
nese Actuary examinations. Financial statements
and supporting data tables are sourced from annual
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Table 5: Evaluation Results of Financial Knowledge and Data Analysis. This table presents comparative evaluation results of
various LLMs in Financial Knowledge and Data Analysis scenario. “Human” refers to the scores of human experts in the test,
and the last column shows the average scores for each respective model.

Financial Knowledge and Data Analysis

Model Size Limit FDS CCA FIA FERI SSSB FIE FSR WA
Qwen-VL-max Unknown / 788 90.5 874 892 862 906 779 85.8
Qwen-VL-max-latest Unknown / 76.0 845 86.1 87.1 79.3 88.6 844 837
InternVL3-78B 78B / 712 835 714 867 795 878 874 8l.1
Doubao-1.5-vision-pro-32k Unknown / 756 790 842 855 768 917 744 81.0
InternVL2.5-78B 78B / 733 779 723 842 84.0 884 829 804
Qwen2.5-VL-72B 72B / 759 770 728 854 815 883 804 802
GPT-40-2024-11-20 Unknown / 720 768 749 817 71.8 838 839 778
Step-1o-vision-32k Unknown / 489 784 802 84.1 753 882 98.0 79.0
Moonshot-V1-32k-vision-preview ~ Unknown / 562 828 734 805 739 87.6 683 747
Qwen2.5-VL-7B 7B / 714 759 692 809 740 855 699 753
InternVL3-8B 8B / 682 780 628 870 741 84.0 774 759
Gemini-2.5-pro-exp-03-25 Unknown / 736 767 726 810 73.0 894 874 79.1
Claude-3-7-Sonnet-20250219 Unknown / 705 734 803 71.1 775 832 347 70.1
Qwen2.5-VL-3B 3B / 69.5 81.1 659 766 736 834 724 746
MiniCPM-V-2.6 8B / 613 835 569 767 752 734 809 725
Llama-3.2-11B-Vision-Instruct 11B / 56.9 408 593 639 629 731 704 61.0
Molmo-7B-D-0924 7B / 60.1 748 545 622 59.1 605 422 59.1
GLM-4v-Plus-20250111 Unknown Multi-image Limit 73.8 866 879 875 812 893 727 827
LLaVA-NEXT-34B 34B Context Window Limit 553 79.8 923 632 87.8 550 588 703
LLaVA-v1.6-Mistral-7B 7B Context Window Limit 54.6 734 659 62.1 474 470 623 589
LLaVA-NEXT-13B 13B Context Window Limit 50.2 64.8 439 572 625 502 387 525
Human / / 958 925 837 968 91.8 924 100 933

reports, such as those from EastMoney and Hibor.
seal images are sourced from open-source datasets
such as (Gmgge, 2024), while candlestick charts
are sourced from publicly accessible financial web-
sites like SinaFinance and 10jgka. Specific website
information is presented in Table 20.

F Explanation of Financial Business
Scenarios and Category Design

To address reviewers’ concerns regarding the finan-
cial scenario classifications and jargon usage, we
elaborate on the design logic and rationale here.

Rationale for Scenario Selection and Design
The classification of financial business scenarios,
including “Financial Scenario Analysis, Industry
Analysis and Inference, Investment Analysis, and
Financial Market Sentiment Analysis”, is deeply
rooted in industry expertise rather than arbitrary
LLM-generated labels. Specifically, these scenar-
ios were collaboratively defined by financial ex-
perts involved in data quality assurance for this
study. Their design (encompassing front-office,
middle-office, and back-office financial business
logics) directly reflects experts’ insights into real-
world financial workflows — a perspective rarely
prioritized in prior MLLM evaluation research.This
meticulous design stems from a critical need: most
existing studies lack depth in financial business pro-

cesses. By embedding scenario classifications into
the full financial workflow, our benchmark aims
to rigorously test MLLMSs’ true applicability in fi-
nance — an objective that simpler, more generic
category systems cannot achieve.

Role of Human Oversight in Classification
While LLMs assisted in classifying QA pairs
(via carefully constructed prompts to improve effi-
ciency), human expertise remained central to qual-
ity control. After LLM-driven classification, finan-
cial experts sampled and evaluated results to verify
alignment between question categorization and real
financial business logic. This hybrid process (LLM
for efficiency + human for accuracy) ensured our
scenario labels are both operationally feasible and
substantively valid, avoiding “verbosity” or irrele-
vant jargon that purely LLM-generated categories
might introduce.

G  Details on Undergraduate Annotators’
Recruitment, Training, and Annotation
Tools

To address the reviewer’s concern regarding the
qualification verification and training of the six un-
dergraduate students involved in data quality con-
trol, we provide detailed information on their re-
cruitment criteria, training process, and the annota-
tion tool used, as follows.
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Table 6: Evaluation Results of Financial Analysis and Decision Support. This table presents comparative evaluation results of
various LLMs in Financial Analysis and Decision Support scenario. “Human” refers to the scores of human experts in the test,
and the last column shows the average scores for each respective model.

Financial Analysis and Decision Support

Model Size Limit FSA TAI 1A FMASA WA
Qwen-VL-max Unknown / 65.3 83.1 82.3 76.8 76.9
Qwen-VL-max-latest Unknown / 59.6 82.6 82.8 79.3 76.1
InternVL3-78B 78B / 64.3 82.1 80.4 78.7 76.4
Doubao-1.5-vision-pro-32k Unknown / 56.7 80.2 79.8 71.3 73.5
InternVL2.5-78B 78B / 63.3 81.5 80.1 75.2 75.0
Qwen2.5-VL-72B 72B / 57.4 82.4 80.3 74.5 73.6
GPT-40-2024-11-20 Unknown / 61.9 77.9 78.5 73.2 72.9
Step-1lo-vision-32k Unknown / 40.3 78.8 78.6 76.1 68.4
Moonshot-V1-32k-vision-preview ~ Unknown / 61.9 71.7 77.0 72.3 72.2
Qwen2.5-VL-7B 7B / 534 79.7 76.5 70.7 70.1
InternVL3-8B 8B / 56.5 76.1 76.8 71.7 70.3
Gemini-2.5-pro-exp-03-25 Unknown / 53.2 72.4 70.8 75.5 68.0
Claude-3-7-Sonnet-20250219 Unknown / 48.0 76.1 75.5 64.0 65.9
Qwen2.5-VL-3B 3B / 50.0 75.4 74.7 66.6 66.7
MiniCPM-V-2.6 8B / 48.3 69.7 70.7 69.1 64.5
Llama-3.2-11B-Vision-Instruct 11B / 453 69.7 67.1 63.4 61.4
Molmo-7B-D-0924 7B / 39.7 64.4 62.8 63.4 57.5
GLM-4v-Plus-20250111 Unknown Multi-image Limit 56.5 78.1 74.9 74.6 71.0
LLaVA-NEXT-34B 34B Context Window Limit  54.3 88.2 88.1 66.9 74.4
LLaVA-v1.6-Mistral-7B 7B Context Window Limit  42.3 58.3 56.4 63.7 55.2
LLaVA-NEXT-13B 13B Context Window Limit  34.7 59.2 59.0 52.9 51.4
Human / / 88.8 90.6 87.1 85.3 88.0
Recruitment Requirements for Undergraduate tise.
Annotators To ensure the professionalism and Key Points of Annotator Training  After re-

reliability of data annotation (consistent with the
high-quality standards of subsequent expert re-
view), we established strict recruitment criteria.
Only candidates meeting all the following basic
requirements were selected:

I. Academic Background: Have completed core
financial courses, including Financial Engineering,
Investment, Financial Management, Financial Mar-
kets, Econometrics, and Insurance; maintain an
average GPA of 3.5 or above (on a 4.0 scale) to
demonstrate solid academic performance in finan-
cial knowledge.

II. Practical Experience: Possess no less than 3
months of internship experience in front-line busi-
ness departments of financial institutions (e.g., se-
curities companies, commercial banks), to ensure
familiarity with real-world financial business sce-
narios and data contexts.

III. Certification Preference: Priority was given
to candidates holding internationally or domesti-
cally recognized financial certifications, such as
ACCA (Association of Chartered Certified Accoun-
tants), FRM (Financial Risk Manager), CFA (Char-
tered Financial Analyst), or CPA (Certified Public
Accountant), to further validate their domain exper-

cruitment, all undergraduate annotators underwent
systematic training (led by the research team and
financial experts) to standardize their annotation
operations and ensure alignment with the study’s
quality requirements. 1. Familiarize with relevant
annotation documents and learn annotation require-
ments and operations. II. Ensure image clarity,
removing VQA data with issues such as blurri-
ness or occlusion. III. Ensure consistency between
image content and question-answer pairs, and ac-
curacy of answers. IV. Align business depth and
question difficulty with financial experts to ensure
differentiation in question-answer pair difficulty
and business alignment.

Note: I. For annotation convenience, considering
the computer proficiency of undergraduate finance
students, we provided an Excel spreadsheet as an
annotation tool. Annotators select questions via
column headers and judge/filter question quality.
From left to right, the columns are Index Number,
Image Address, Image Name, Image, Question,
Options, Answer, and Retain/Discard. Annotators
need to be familiar with the annotation format and
operation methods. II. Expert-related training for
the fourth point in the training key points is handled
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Table 7: Evaluation Results of Financial Risk Control and Asset Optimization. This table presents comparative evaluation results
of various LLMs in Financial Risk Control and Asset Optimization. “Human” refers to the scores of human experts in the test,
and the last column shows the average scores for each respective model.

Financial Risk Control and Asset Optimization

Model Size Limit FSO FRPA FDRI AAA WA
Qwen-VL-max Unknown / 49.1 58.2 58.2 71.0 59.1
Qwen-VL-max-lastest Unknown / 44.0 52.2 48.9 71.8 54.2
InternVL3-78B 78B / 49.1 52.8 46.6 66.5 53.7
Doubao-1.5-vision-pro-32k Unknown / 30.0 54.5 54.5 75.6 53.7
InternVL2.5-78B 78B / 41 53.1 47.6 68.4 52.5
Qwen2.5-VL-72B 72B / 414 534 42.6 71.9 52.3
GPT-40-2024-11-20 Unknown / 41 40.5 41.6 67.9 47.7
Step-1lo-vision-32k Unknown / 39.2 45.2 49 65.8 49.8
Moonshot-V1-32k-vision-preview ~ Unknown / 39.2 55.8 53.6 64.0 53.1
Qwen2.5-VL-7B 7B / 37.2 37.6 35.4 63.2 434
InternVL3-8B 8B / 29.7 46.2 36.8 55.3 42.0
Gemini-2.5-pro-exp-03-25 Unknown / 28.4 38 41.5 37.7 36.4
Claude-3-7-Sonnet-20250219 Unknown / 26.8 50.3 48.6 64.4 475
Qwen2.5-VL-3B 3B / 229 34.8 359 53.8 36.9
MiniCPM-V-2.6 8B / 20.6 35.5 26.8 52.7 339
Llama-3.2-11B-Vision-Instruct 11B / 18.0 22.1 19.9 31.1 22.8
Molmo-7B-D-0924 7B / 234 31.7 21.9 26.5 259
GLM-4v-Plus-20250111 Unknown Multi-image Limit 45.1 54.1 453 732 544
LLaVA-NEXT-34B 34B Context Window Limit  13.1 17.5 12.7 7.7 12.7
LLaVA-v1.6-Mistral-7B 7B Context Window Limit  10.2 16.3 35.9 21.1 20.9
LLaVA-NEXT-13B 13B Context Window Limit  14.7 10.8 15.8 31.1 18.1
Human / / 84.4 80.4 81.1 85.2 82.8

by experts; due to personal reasons of the experts,
specific individual experiences in the financial in-
dustry cannot be publicly shared.
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Table 8: Models evaluated in this paper. The "Access" column shows whether we have full access to the model weights or we
can only access through API. The “Version Date” column shows the release date of the corresponding version of the model we
evaluated.

Category Model Creator Parameter Access Version Date

Close-Source  Qwen-VL-max-latest Alibaba Cloud Undisclosed API 2025.1
Qwen-VL-max Alibaba Cloud Undisclosed API 2025.1
Step-1o-vision-32k StepStar Undisclosed APIL 2025.1
Gemini-2.5-pro-exp-03-25 Google Undisclosed API 2025.3
GPT-40-2024-11-20 OpenAl Undisclosed API 2024.11
Moonshot-V1-32k-vision-preview MoonshotAl Undisclosed API 2025.1
Claude-3-7-Sonnet-20250219 Anthropic Undisclosed API 2024.10
Doubao-1.5-vision-pro-32k ByteDance Undisclosed API 2025.1
GLM-4v-Plus-20250111 Zhipu.Al Undisclosed API 2025.1

Open-Source  Qwen2.5-VL-3B Alibaba Cloud 3B Weights 2025.1
Qwen2.5-VL-7B Alibaba Cloud 7B Weights 2025.1
Qwen2.5-VL-72B Alibaba Cloud 72B Weights 2025.1
MiniCPM-V-2.6 OpenBMB 8B Weights 2025.1
InternVL3-8B Shanghai AI Lab 8B Weights 2025.4
InternVL2.5-78B Shanghai AI Lab 78B Weights 2024.12
InternVL3-78B Shanghai AI Lab 78B Weights 2025.4
Molmo-7B-D-0924 Allen Institute for Al 7B Weights 2024.9
Llama-3.2-11B-Vision-Instruct Meta Al 11B Weights 2024.9
LLaVA-v1.6-Mistral-7B Liu et.al 7B Weights 2024.5
LLaVA-NeXT-13B LLaVA-VL 13B Weights 2024.1
LLLaVA-NeXT-34B LLaVA-VL 34B Weights 2024.1

Exponential Decay Similarity(Qwen-VL-Plus-latest vs Human) Exponential Decay Similarity(Qwen-max vs Human)

(a) QA quality screening (b) QA scenario classification

Figure 3: The graphs show the exponential decay similarity between LLMs and human evaluation. (a) depicts the similarity
between LLM used for quality screening (Qwen-VL-Plus-latest) and human evaluation, where a value of 1 indicates complete
similarity, and a value of 0.61 represents a non-ideal match. (b) illustrates the similarity between LLM used as a classifier
(Qwen-max) and human evaluation, with the same similarity scale: 1 for complete similarity and 0.61 for a lower match.
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Figure 4: This is a three-option single-choice question related to Financial Data Statistics scenario. To answer this question
accurately, the model must read the chart, identify the monthly growth rates of various economic indicators, and determine
whether they showed negative growth in both September and October. This requires cross-temporal comparison and judgment
of negative trends. The question assesses the model’s ability to extract consistent temporal trends from time series indicators,
testing its precision in structured understanding and numerical reasoning over financial data.
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Figure 5: This is a four-option multiple-choice question focused on Candlestick Chart Analysis scenario. By identifying the price
patterns in the candlestick chart and determining whether the MACD indicator has formed a "death cross" or "golden cross," the
model must judge whether the stock is in an upward, downward, or sideways trend. Accurate answering requires interpretation of
price action and understanding of MACD crossovers. The question evaluates the model’s ability to jointly reason over technical
charts and financial indicators, testing its multimodal chart understanding and trend analysis capabilities in financial contexts.
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Answer: A

Figure 6: This is a single-choice question involving Financial Indicator Assessment, serving as an example of such analysis.
Accurately answering this question requires the large model to identify the specified data year and specific accounting items in the
question, locate the corresponding line items in the financial statements on the left, and then verify the data units and numerical
precision while excluding distractors in the options. The accurately extracted financial data must then be compared with each
option one by one. By examining key data from the three core financial statements (balance sheet, income statement, and cash
flow statement), the question assesses the large model’s fundamental ability to interpret a company’s financial condition.For
better readability, the English translation is displayed below the corresponding Chinese text.

Table 9: Prompt Template for Constructing Four-Option Multiple-Choice Questions Based on Line Charts

TRRE— BRI, TERIER BRI, R =B I -
A H N TR E R R RAEE S - o S EE -
Hﬁl‘ﬂ@ﬂz\f VR, RN EE X .
. BEMRET A B~ C~ D N AR A FTREN:, 8 o0 T T B m B

lém

98]

ERHEERERDIE A B CE.D FHHI— .
CERER AR E AT 10 F
—EAH AR R AR, HEEEFERS N 1 2 3.
6. = FUg t JSON #&ZUHIANZ, AN SRS A SR -
PRAT LS 2 H7R
{random_few_shots}
Ty R =0
L

S

"id": "1", "qnl HI‘EJ@IH, A" "ﬁl_ﬁIﬁA"’ "B": "]‘5'_6 B" "C": "J‘f_ﬁ C" "Answer":
ERE R,

"id": "2", "qnl "Iﬂ@Z", "A": "jﬁ‘_ﬁIﬁA", "B": nigl_aI B" "C": "ifl_ﬁI C" "Answer":
"ERER"),

"id": "3", "q": "[FIAR3", A" "EIHA", "B": "YEIFB", "C": "EIAC", "Answer":
"IERER")
]

(a) Chinese Version
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wAmAg | ORAREK yougxss
68.27% ‘ 30.75% [ 0.98% |
Wi B AR XA Pt T FRTRESARAG R A
ll.ﬁl%| 740'7%[ 3n% | 191% 76.19%

FETEIY g MR ATRA S

W R A 1A S B R A MR B A R A B L IR T SR 1.
Question: Hunan Tangrenshen Holdings holds a larger equity stake in Tangrenshen Group Co., Ltd.
indirectly through its subsidiaries than it does directly.

BR 2
Answer: True

Figure 7: This is a true/false question in the scenario of Financial Entity Relationships Interpretation. To answer correctly, the
model needs to analyze a corporate structure diagram or table, extract both direct and indirect shareholding paths, and compute
the aggregate stake to determine whether indirect holdings exceed direct ones. The main challenge lies in multi-layered structural
parsing and path aggregation. This question assesses the model’s ability to parse corporate ownership structures and reason over
control paths, testing its accuracy in abstracting and comparing hierarchical entity relationships.
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Question: From the K-line chart, it can be seen that this stock had a clear long lower
shadow on December 6, 2024. What does this pattern usually indicate?"

s K AR T Bk

: The stock price will continue to decline.
s SR LR

: The stock price will rebound.

s SRR

: The stock price will fluctuate sideways.

OO ww» >

0%
#

B
Answer: B

Figure 8: This is an example of Stock Selection Strategies Backtesting. Accurately answering this question requires the large
model to identify the characteristics of the candlestick pattern and analyze the market implications of a long lower shadow. By
recognizing the candlestick pattern (long lower shadow), this question tests the large model’s quantitative application ability
regarding technical analysis indicators.For better readability, the English translation is displayed below the corresponding
Chinese text.
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AT+ ORI AR FF BT L 1H24

R K F T B (R) ERALH (0 H A E B (%)
XA RTRGBRAT E 271,586,361 24689669 9.01
EEDRBAHRAT 25 111,029,056 30,747,084 3.68 0.75
LEHEES 11088 R 99,888,312 9080756 3.31
BRHERGAARAT 3 92,875,077 8443189 3.08
I TR REREREEAR R 84,365,429 7,669,584 2.80
LEHRES16042488 RZ5 82,155,796 7,468,709 272
LEHRES413EBE B 70,474,418 4,006,765 234 -0.09
LEMFES4014E8 RZE 37,506,415 3,409,674 1.24
hIFS00R BRFHEISMIEHE AR S ] 34,428,731 4218266 1.14 0.04
EERMEETEREEIEHOARS beasd 31,053,119 -176,900 1.03 0.1
& it 915,362,714 30.35

T AREER, OB A RA TR R N2 D7

Question: According to the chart, what is the number of shares held by Bank of Communications Co., Ltd.?

A: 271,586,361

Sz,
B: 24,689,669 :* AA
C: 901 nswer:

Figure 9: This is a three-option single-choice question in the scenario of Financial Information Extraction. To answer correctly,
the model must locate the relevant row and column associated with the Bank of Communications in a tabular or graphical chart
and extract the corresponding numerical value. The key lies in precise visual localization and accurate data extraction. This
question tests the model’s ability to locate and extract key information from structured visual content, evaluating its accuracy in
structured vision-language understanding and entity-value alignment.
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Question: To which company does the official seal in the
image belong?

CE () AER AT

: China Audit (Shenzhen) Certification Co., Ltd.
CRE (M) AIERRRAH

: China Audit (Guangzhou) Certification Co., Ltd.
s ) NERRATE

: China Audit (Beijing) Certification Co., Ltd.

QOQwWwwE» >

BE: A
Answer: A

Figure 10: This is a three-option single-choice question on Intelligent Seal Recognition. To answer this question accurately, the
model must analyze the textual structure and formatting of the seal shown in the image and compare it against the names of
candidate institutions. The focus is on recognizing key terms in the seal and determining hierarchical or departmental alignment.
This question assesses the model’s capacity to understand textual structures within stamp images and judge visual-semantic
similarity, testing its fine-grained multimodal entity recognition and image-text alignment skills.
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Figure 11: This is a single-choice question involving Industry Analysis and Inference. Accurately answering this question
requires the large model to analyze the trend of chart data, observe the changes in the bar chart of global major crop planting
areas from 2014 to 2023, and combine the question to interpret the market impact mechanism and summarize the transmission
logic. By examining the transmission impact of changes in global crop planting areas on futures markets and the stock prices
of listed companies, the question tests the large model’s comprehensive analytical capabilities regarding the supply-demand
relationship in the agricultural industry chain and investment logic.For better readability, the English translation is displayed

LES UL SU Lok
&K A A @ AR
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&R EAMA @AR
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below the corresponding Chinese text.

Round 1:

P Zia e, WRARKEREFTAFLERIN, MRS
T AT A A A S 2

Question: According to financial theory, if global soybean planting area
continues to increase, what impact might this have on the soybean futures
market?

A. ik Lk B. fivf& ik C. MBI AK

A. Price increase B. Price decrease C. Little price fluctuation
ERA

Answer: A

Round 2:

R B BEAER N R A AR LA A 4R ERAR E R K, IXRTAR 2R
AN T B A (RS ?

Question: Assuming global wheat planting area continues to grow steadily
in the coming years, what potential impact would this have on the stock
prices of related agricultural companies?

A Bt Bk B. Bt Rk C. A s A K
A. Stock price increase B. Stock price decrease  C. Little stock price
fluctuation

EEA

Answer: A
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2024-01-12~—E Wil h—J7 PRIy~ VOB et i Wb R R A1) R NSRRI T 5%, H
#8: “WHHL” WA T R A RIY] _page13_[¥ RS RS KT A4

SEAER AR AT - -

S12022F 2R3 EWAIAT AL o Question: If the market share of functional foods

mAERRE decreases by 5%, it would still remain the largest
" —_— 5% 3
ERRER/AR 0 market segment

9%

THREM AR ES
86% Answer: True

Figure 12: This is a counterfactual inference question within the Financial Scenario Analysis. A correct answer requires the
model to perform hypothetical adjustments to the original market share data and determine whether functional foods would still
hold the largest market share after a 5% decrease. The key lies in constructing a counterfactual scenario and comparing adjusted
values. The question examines the model’s sensitivity to causal changes among variables and the rigor of its reasoning process,
testing its ability in numerical inference and logical reasoning under hypothetical financial settings.
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2023-07-03——"F4iIF -7 %

_M% o =
T, AR R AT L7
(%) Question: If the income confidence index continues
60.0 to rise after 2018, how will the current income
228 1A : perception index respond?
. N N\ - | — A\-. A
540wk ) e\
5240-‘--{1-- -T?\;:"I'T""'" L4 {
igg T e AN 7 A: [FZEF
46.0 Y vvl' t“:' A: Rise simultaneously
440 ‘,' B: G LFETH
42.0 L B: Rise first, then decline
40.0
Y I
s 83335 grFsgza C: Remain stable
D: 8T
——— GO RS AR FRANE A D: Continue to decline
BE: A
Answer: A

Figure 13: This is a example for Financial Market Sentiment Analysis. To answer this question accurately, the model must
understand the logical relationship between the income confidence index and the income perception index, typically assuming
that rising confidence leads to a rise in perception. The key is grasping trend co-movement and the economic implications
of sentiment indicators. This question evaluates the model’s understanding of dynamic relationships among macro sentiment
variables, testing its capacity in predictive reasoning and sentiment-driven analyzing in financial psychology contexts.
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Round 1:

AL D SRIEE S R R RS THRAT BB B R, X e mbiv I 7= A A 4 S ?
Question: If the federal funds rate remains consistently lower than the overnight bank financing
rate, what impact would this have on financial markets?

A. SRR TR R B. il i3 A 5 f C. SRz KU N
A. Tight financial market liquidity B. Loose financial market liquidity C. Increased financial
market risk

%% B

Answer: B

Round 2:

TRVR: AT AT DA Y RAT R R i R e sl ek a2

Question: From the chart, what can be observed about the volatility of the overnight bank
financing rate?

A, BEFITEBN B. W PERCR C. Witk

A. Low volatility B. High volatility C. Moderate volatility
%% B

Answer: B

Round 3:

TR AR A % R 5 ) B8 3l o R T3 A T 2
Question: What impact does the volatility of the overnight bank financing rate have on financial
markets?

A R TTIAFAAK

A. Minimal impact on financial markets

B. TRt R &R 30

B. May cause turbulence in financial markets

C. X RTTI E

C. Small impact on financial markets

L% B

Answer: B

Figure 14: This is a standard Investment Analysis question. To respond accurately, the model must analyze the trends of
three interest rate curves in the chart, interpret liquidity easing signals based on the question’s context, and assess OBFR rate
volatility’s impact on financial markets to evaluate short-term money market liquidity risks and stability. The question tests the
model’s ability to analyze monetary policy rate differentials, market rate volatility, and their transmission effects, assessing its
comprehensive understanding of money market liquidity and systemic risk mechanisms.
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i/ RikieE 0.89

AR AR B R AT B R 2 N25%, R

PERAGEE, a0 R/t i AN A%

113 27% 24% 22% 20% 17% 15% 13%
%4
119 26% 23% 2% 19% 16% 14% 12% M0.95 FHF1.10, BFIZKGERZD?
125 25 228 208 155 B T LLd Question: Assuming that the company's
131 24% 21% 19% 17% 14% 12% 10% . .
i3 o S T80 P oE T & current gross margin is 25%, based on the
144 1% 19% 17% 15% 12% 10% 8% data in the table, if the price of mineral
Image oil/petroleum resins rises from 0.95 to 1.10,

# 2024-05-07--44 27 il i -SRI B 3 - T A T S 3R R 3 how much will the gross margin fall to?
ShT SRR HERE page28 FOM T EE IR AR HE LAS IR R 2
AT 4 1B R R A BT At 017

| B3/ AR A | 0.8910.95(1.00] 1.05 [ 110 1.16| 121  B: 0.18
| oo e e B P

| 1.06 | 28% | 25% | 23% | 21% | 18% | 16% | 14% | C: 0.19
| 1.13 | 27% | 24% | 22% | 20% | 17% | 15% | 13% |
[ 1.19|26% | 23% | 21% | 19% | 16% | 14% | 12% | D: 02

| 1.25]25% | 22% | 20% | 18% | 15% | 13% | 11% |
| 1.31]24% | 21% | 19% | 17% | 14% | 12% | 10% |

BE: B
[ 1.3823% | 20% | 18% | 16% | 13% | 11% | 9% | -
Answer: B

| 144 21% | 19% | 17% | 15% | 12% | 10% | 8% |

MarkDown Document

Figure 15: This is an example of for Financial Strategy Optimization. First, the large model needs to locate the row and column
in the table where the price of mineral oil/petroleum resin is 0.95 and the corresponding gross margin is 25%, then find the
corresponding gross margin value when the price rises to 1.10 in the row, and finally match the value with the options. This
question tests the model’s ability to accurately find and locate the data in the table and analyze it according to the correlation
between the data in financial scenarios. In addition, it also verifies the model’s ability to extract consistent key data from images
(visual) and structured text (Markdown table) to get the correct answer.
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Pz ol Question: Which shareholders hold less than 20% of
the shares in the shareholding structure of WEIMEIZI
tm 100%‘ lndustl‘i::‘ll (Guangdong) Co., Ltd?
99.60% 98.21% A EE*&%

A: Beijing Legend Maolin Equity Investment

Partnership Enterprise (Limited Partnership)

15.79»@v 15.58% ! 14.86% | 14.28% 12.65% 4.93% 3.13% 18.78% B: EE Fﬁ ﬂ
BEEEE () BBARNE B: Ziquan Wang
100% | 0% 100% 100% 100% | C: gfﬁ”ﬁﬁ
ey BF S REEEE EELES : 1
D: Oceanview Express
D: Oceanview Express

100% 100%' 100%
e I T :
A4 K 5 % €5 4 %2z, AL B C. D

Answer: A, B, C. D

Figure 16: This is a question for Asset Allocation Analysis. Answering this question requires extracting information about
the identity of shareholders in the equity structure diagram, obtaining their shareholdings, and comparing the 20% threshold.
The question tests the large model’s ability to understand and extract data from the mapping of financial relationships, equity
penetration analysis, and the ability to make judgments about specific conditions.

2022-12-10— 1 BHER - KR U PR WISERET IR pageo il 100 : TEASFA N BT 5t 32 B0 ML R P Hh

BeLA A R R T o, RS £ T S T i 2% 2
(%) Question: Which currencies fluctuated by
3.00 7EE more than 2% during the week's fluctuations
2.42 240 248 . . . .
250 — in the yuan against major currencies?
900 d—0 . 19 | A B
150 1136 ”'1’3'1"’T1T'" W B B N N . 7T
1'00 I = A: Japanese yen (JPY,)
0:50 5 B = H BN = = N N B:
0.00 i B B & N B i B B: Great Britain Pound (GBP)
(0.50) C: T
(1.00) 797 C: Canadian dollar (CAD)
[0 o ——— [
(4 BA KA BRAU R ML R #L A ZH KE D: South Korean Won (KRW)

4%

%%: AL C. D

‘ AR ARSI | Answer: A. C. D

Figure 17: This question is a multiple-choice item centered on Financial Risk and Policy Analysis. The critical task is to
accurately extract the percentage fluctuations in the exchange-rate chart and benchmark them against a 2 percent threshold. The
item evaluates the model’s proficiency in recognizing financial data, assessing risk thresholds, and providing decision support.
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Figure 18: This is a multiple choice question involving Financial Data Reasoning and Interpretation. First, the large model needs
to identify the overhead and total cost data extracted from the first half of 2023 and calculate its ratio; use this ratio to extrapolate
with the total cost data obtained in 2024, and finally calculate the theoretical value of overhead in 2024. The question tests the
ability of the large model to extract, calculate, and logically extrapolate financial statement data.

22-10-18—RIGER-E B 10/ L1 RUARHFUIE peses IHSHH F
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74

R M20224E6 H $120224E9 H , BRAMT AL B3R TR K fi
EIELNS e
Question: From June 2022 to September 2022, which industry
experienced the highest increase in the loan demand index?
A: &b
A: Manufacturing
B: B:fili vt
B: Infrastructure
C: R ZE
C: Wholesale and Retail Trade
D: JaiEH
"2022-06 w2022-09 D: Can not determine
BHE: D

Answer: D

HAHiRE

Figure 19: This is an example of Key Information Occlusion. The upper-right corner of the histogram contains loan demand
index data for the wholesale and retail sector, as well as the real estate industry. However, this critical region is obscured,
preventing the model from accurately extracting the necessary information. To generate correct responses under such conditions,
the model must have the ability to detect occlusion or missing information.

24120



TE20244: 1900 S5 R i v, R KB AL R P R A RITE 4 B RHEBEFE 42193 LIRS AR H . I S5k, PR A RIIRBL T 52y
Kk, SCHRAEE N Al ROE. ROICFESCHERHR o X il HE t 2 3R PR RE 424, 412025 CFORCE 1000 TOURINGAY12025 UFORCE 1000, LTI
gl TOREH e, HEEh PRSI R, AR, ARSRECT — %J&$ﬁﬂﬁm,ﬁ%T{Fﬁmﬂ,%ﬁ?i?&ﬁ LNk S
FNE I ERIRI RS T3, %%%E?ﬁWﬂ&MMEmﬁTﬁ%ﬁE,ﬂ SR T WA

etk 2 MEE RIS AP, RS T AR SE S . B, ARBOE T — KT RmssV. (A B Hliaal, HEH) TRZR XP 1000
Sport i LT LU A, T 4 1 1T 71 ﬁwﬁﬁﬁﬁTﬁ&ﬂTAﬂmwﬁ%mﬁ By QU BYNEH L /NG SR AT = 8 1 7o ) e | 2523

FERLET BRI S22 T — s, (ERVATT &, A R B SRk

RGBT X 2 7] BB AN A B ¢ﬁ%%ﬁ%%T%ﬁﬁ%ﬁﬁ%%*&m BORARAAR AT T BRI . I, BUMR R CRARHER
Emﬁﬁﬁﬂ%ﬁﬂ&ﬁk:lﬂkﬁﬂﬁmﬁ kAT, EHH@%M&M&%WT@&%&$Fﬁ THXTIR LR, RS 7y AL R AR T AR
WRLAF RS, ITAEEEAROURT . (LA m A%, DU 4HR

INBEAS 85 5 A E A R, 5K A Wil AIP/E L S AR X ﬁ%ﬁ%ﬂﬁ*%@k@ﬁﬁ?%ﬁEuRAW%,%Eﬂém%%%ﬂ BERAT AL e A

s BBTEAN T A 7 O AEAKCT o ARRIBEAT RIS TR T2 W] e R SL QU A 2Nixd 328k o

PSR TTT, A75e Al s sl LA R BOR AR AR 3T REX A7) W S5 U= AL AR . DAtk 3 XS T3 AL A R A B 5, s
SRS, SRR Z TR, CARRRIE RS

JEY S KA S5 R IR, TS FAE B TSR LA BT RE S TG — S e,  JUHRAEHT™ Sl AR AT 7@ R R B o T R IR ARk, ]
B R B, Al S AR G

Al ARIEE IS I HIE SR, FX B /72025 CFORCE 1000 TOURINGATILAR 2 fISportsman XP 1000 UltimateAftl, WEASZEZUAL 18 k2

In the 2024 financial report, the performance of Chunfeng Power and Beiji Xing in the all-terrain vehicle and mid-to-large displacement motorcycle markets is noteworthy. Both
companies have shown strong growth in key financial metrics—such as revenue, profit, ROE, and ROIC—thanks to their efforts in cost control and market expansion. Chunfeng Power
boosted sales by launching several high-performance models (e.g., the 2025 CFORCE 1000 TOURING and 2025 UFORCE 1000), implemented strict cost control measures, optimized
supply chain management, and reduced production costs, thereby increasing profit margins. In addition, it expanded into overseas markets, especially in Southeast Asia and Europe, further
increasing its market share.

Beiji Xing, meanwhile, enhanced its product competitiveness through acquisitions and strategic partnerships. For instance, by acquiring a company specializing in high-end SSV
(side-by-side vehicles) manufacturing and launching competitively priced models like the RZR XP 1000 Sport, it quickly captured market share. These strategies not only bolstered the
company’s brand influence but also drove significant revenue growth. Although intensified competition affected its quarterly profits, Beiji Xing’s overall financial condition remains robust.

The macroeconomic environment has also played a critical role. Global economic uncertainty has led to fluctuating market demand, while policy changes—such as stricter
environmental standards prompting increased R&D for greener products—and raw material price volatility have added cost pressures. In response, both companies have adopted measures
like enhancing technological innovation and optimizing product structures to maintain their competitive edge.

From the perspective of shareholder returns and valuation, both companies currently exhibit relatively high P/E ratios, suggesting that the market is optimistic about their future
growth potential. However, given the current economic climate and fierce industry competition, investors should evaluate their valuations cautiously. The potential for future stock price
growth will depend on their ability to continue innovating and effectively respond to market changes.

Risk factors such as intense market competition, price fluctuations, and policy changes could negatively impact financial expectations. To mitigate these risks, Chunfeng Power and
Beiji Xing are actively adjusting their strategies—strengthening brand building and expanding into diversified markets—to reduce potential vulnerabilities.

Short-term and long-term financial trends indicate that the companies may experience some volatility in the coming quarters, especially during new product launches and market
adaptation phases. To manage these fluctuations, they will need to flexibly adjust their business strategies to ensure stable, sustainable growth.

Question: Based on the image information from CF Moto, regarding the comparison between CF Moto's 2025 CFORCE 1000 TOURING and Polaris's Sportsman XP 1000 Ultimate,
which model has greater horsepower?

A. %43 1112025 CFORCE 1000 TOURING
A. CF Moto's 2025 CFORCE 1000 TOURING

5 T
B. L4522 s Sportsman XP 1000 Ultimate o P o v o o | o e
5 5 Sportanan XP 1000 Ultimate T 52c £
B. Polaris Sportsman XP 1000 Ultimate HBE portaman xp 1000 Hunt Edition 1 9520c 5o
) . 7025 UFORGE 1000 7 Teee 7w
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Fl B ssv
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Figure 20: This is an example of Redundant Image Perturbation. As multiple images are used for perturbation in this case, the
resolution has been compressed for display purposes. This example is for illustration only; the resolution of the original images
remains unchanged in the actual dataset. The image contains multiple financial tables with similar formats, most of which are
unrelated to the question. The model must possess effective vision-language alignment and contextual matching capabilities to

accurately locate the one table that is relevant to the question in order to answer correctly.
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2024-01-19-— 1 25— L4 [ J— 1T 1 5t A ARSEOFE, FUBHITE T ERE R A4 2
L, AT CBESR diap mRER SRS
3\_pagel2_PH#1220224F 7 [H 755 H] Question: According to the pie chart, what is the market
2R share of cream agents in the Chinese hemorrhoids
medication market among the segmented pharmaceutical

types?

1 62%

1 18%

: ToHEHE

: Cannot be determined
1 4%

ogaoaw»

84.82%

BE. C
s i &)
" RFH A Answer: C

Figure 21: This is an example of Missing Relevant Visual Information. These types of questions often ask about content that
doesn’t exist in the image. Therefore, the model needs to determine whether relevant information is present in the image.
This scenario simulates situations where business personnel might encounter incomplete customer information in real-world
operations.
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SR Ik At 1% 1 A /R 7E JacksonHole 2% W79 F SEIAt AT BT R W I8 o BORHS Wt < R 32 01 B ¥ 25 9 H SE A FOMC e .2 5bp FAT AT
RETEN63.5%, [#850bpHITT REMEA36.5%. [E NIRANTET T, B B BUN GRG0 E J) B, AT B R ORI [ 5 i 5h
L RS T TR I A = o | L Nl X R € 1 e o (2N e o 93 o0 =62 s 8 11
SR S R A BT BT A B O AR — A (8H12A-8H18H) TF0.1, frT101.42. Hriiisdats b
THTTHR-95.6%, HETEHR FFETTIR195.6%. MMk FaR bt (SR> B b 4 R bR EAL JE RANUR 20w 25 22 . DRANAUF 2
fRESEE CGREFMIROMO) LAKROOIFEL............

i e P e R A 1% 3 5 PR 202245 e By g K ?

Fed Chair Powell hinted at the JacksonHole conference that the Fed is expected to kick off a rate cut in September. Federal funds rate
futures implied a 63.5% chance of a 25bp Fed FOMC rate cut in September and a 36.5% chance of a 50bp rate cut. On the domestic
liquidity front, funding was balanced tight as the central bank made a significant net liquidity repatriation last week as the tax period and
government bond payment pressures passed. Although the overnight and 7-day funds rate pivot fell last week compared with the
previous week, but from the last week of the whole week's funding trend, the overall “low before and high after”, reflecting the mid-
week liquidity pressures have risen. The Guosen Monetary Policy Strength Index declined 0.1 from the previous week (August 12-
August 18) to 101.42, with the price index rising by -95.6% and the quantity index falling by 195.6%. The rise in the price index (easing)
was mainly caused by last week's full-week standardized R-weighted interest rate deviation, DR-weighted interest rate deviation
(compared to OMOs of the same maturity), and ROOI ............

Question: Which currency index in the chart is the most volatile in 20227

A: NEMEE B: ZETTiEE C: BRyTHeE D: HitiE#

A Renminbi Index B: US dollar index C: Euro Index D: Japanese yen index
ER: C

Answer: C

Figure 22: This is an example of Irrelevant Information Perturbation. These types of questions add text that is similar to the
question during input but actually provides no assistance for answering. This introduces semantic noise, thereby increasing the
difficulty for the model to answer and simulating the real-world scenario where business personnel need to conduct business
operations under the interference of a large amount of irrelevant information.
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Question: How will residential medium- and long-term lending change in 2024 if it peaks before 2023?

A Hn B. Jik/b> C. fREFAAE D. JoikHfiE

A. Increased B. Decreased C. Remained the same D. Unable to determine
B %: B

Correct Answer: B

B A

Model Output: A

B E: HPRE TR IR, At 2024 4F <JF R AP KIIOER VHOE AR I — MBS . R T —
AR AR 2024 FJE R AHIPUGRTE 2023 F 2 ATEREE” . REFBEAFER DK <FRPKH H5.
FRSEG 7 2018, 2019+ 20204 2021, 2022, 2023 Fl 2024 4F. WIRE BB R RS, FHEHMER T . WRE
AR BRI R A, BRI E AR B R AR R . AR RS T[RRI L], [EFR A Hs]
A4 ? SR 2023 (KF%) 1E2024 (RS, 8084) [M7Lil. 2024 9B L 2023 % i. 2023 %78
B TR IR T 2024 6 BRI . BRIk, 2024F091E > 2023 f9{H »

Thinking Process: The user is asking a hypothetical question about the trend of “Resident Medium and Long-term
Loans” in 2024, based on the provided bar chart.The question states a condition: "if the 2024 Resident Medium and Long-
term Loans peaked before 2023".1 need to look at the “Resident Medium and Long-term Loans” section of the chart.The
years shown are 2018, 2019, 2020, 2021, 2022, 2023, and 2024.The question is simple if interpreted directly from the
graph. The "if" clause is a condition that is actually met by the data, so it's not a purely hypothetical scenario divorced
from the chart. It's more like "Given that [fact from chart], what is [other fact from chart]?"Final check of the numbers and
bars:“Resident Medium and Long--term Loans™:2023 (grey bar) is to the left of 2024 (black bar, 8084).The 2024 bar is
indeed visibly taller than the 2023 bar. The top of the 2023 bar is below the top of the 2024 bar.Therefore, 2024_value >
2023 _value.Therefore, an increase.No other interpretation seems to make sense or lead to a different definitive answer
from the options.If we had to assume the condition about the peak was counterfactual (e.g., if the peak was not before
2023 in the chart), then we might need external financial knowledge. But the condition is met, so we use the chart
data.The question is about how 2024 will change, implying an observation of the 2024 data point relative to its
predecessor.

PR SRR R O SR 1 20214 S BB B N, 2024F 4R R IR AT RS, (EETRE S il
T AL 7 P e A B AR BOR SR T SR 55 37 A 56 A5 DR SR IR B BE A SR, T 18 S A Y 1< RO 533K
WRVGe. thah, SRR HERE oot T RV R AT T R R, B AR B T Sk TR E K 2 A
W, WA T ARG SR, SRR LR T AR AT
Reason for Error: Although the graph clearly shows that the data of this type of loan has been declining year by year
since 2021, and will continue to show a downward trend in 2024, the model ignores the background of policy tightening
and the overall atmosphere of continuous pressure on real estate-related credit reflected in the graph, and then
misleadingly concludes that “medium- and long-term loans are growing”. In addition, the model over-interpreted the
concept of “peak” in the question in its reasoning, which led to multiple discussions of peaks in the reasoning process and
misjudged the related semantic strength, resulting in the selection of the wrong option.

Figure 23: An example of Errors in misjudging Market Sentiment and Semantic Tendency Misjudgment. The large model
over-interpreted the concept of “peak” in the question stem and ignored the overall atmosphere of continued pressure on real
estate-related credit presented by the data trends in the chart. This reflects the fact that the model was too obsessed with a
particular detail in the question and answer and lacked a big-picture view of the overall trend behind the data.
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Question: The Fan family's shareholding is 43.59%, which is higher than the total shareholding of other shareholders.
IEff%%: &
Correct Answer: True
Bl &
Model Output: False
RIS T ERARE B B R AR S A R E— B4 . 1A YO IRFIRIIRFI LU A 43.59%, o T Ho At R 2 0 4 B L )«
L g MY ISR R LB o JB1 i A b ] VS IR SRR 43.59%
2. R CHARMAR R ILPT A e ok F S AL 3.14%,*F WITL R QK STREBE:  9.44%,* {5 WU Rev ML i SR ANES B i Ak 4
111%,* Hofth:  42.72%
3. e S R R R R L. *%3.14% (FLLRE) + 9.44% (WL R G K BHREHR) + 1.11% ({5 BT AR VR P Mk I AN S48 3 4) + 42.
72% (HoAth) = 3.14 + 9.44 + 1.11 + 42.72=12.58 + 1.11 + 42.72 = 13.69 + 42.72= 56.41%
4. PR R R IR LU ) 5 AR AR AR IR LU BIAR LG o, * TEIRSKIR: 4359, * HABRAR G 56.41% 5.
5. RSP o YO RFMRIF H D 43.59%, i T AR AR IR RFIEL B, 43.59% > 56.41%? A, T.
BEI B, it i R TR o
Thinking Process: The user is asking to validate a statement based on the provided image, which is a shareholder structure diagram.The state
ment is: The Fan family's shareholding ratio is 43.59%, which is higher than the total shareholding ratio of other shareholders.
1. **Identify the Fan family's shareholding percentage:** The image clearly states the Fan family's shareholding ratio is 43.59%,
2. **Identify the "other shareholders" and their percentages:**, * Hongping Lu: 3.14%, * Zhejiang Tiantai Yonggui Investment: 9.44%, * Xi
nao New Energy Industry Equity Investment Fund: 1.11%, * Others: 42.72%
3. **Calculate the total shareholding ratio of other shareholders:**

3.14% (Lu) + 9.44% ( Zhejiang Tiantai Yonggu Investment:) + 1.11% ( Xinao New Energy Industry Equity Investment Fund) + 42.72% (Othe
1s) =3.14+9.44 + 1.11 +42.72 = 12.58 + 1.11 + 42.72 = 13.69 + 42.72= 56.41%
4. **Compare the Fan family's shareholding with the total of other shareholders:**, * Fan family: 43.59%, * Other shareholders total: 56.41%.
5. **Evaluate the statement:** "The Fan family's shareholding ratio is 43.59%, which is higher than the total shareholding ratio of other shareh
olders."Is 43.59% > 56.41%? No, it is not.
Therefore, the statement is false.

HERIEE : BRAEIRRIE SCRARS, R AEHER X 7 SRR E I Se it DR 4, TR AR MR LA BT A R AR
BRI AR AN, T SO AL SRR A X ARR T AR AAE o SO SURT A (KB SR B AN K, R 3IR AE T Xe < oAt i S A6
BRI, REESE & BN SCBERAAS B IL 8 30, SR 1 X A% O W 50 R S A A B e
Reason for Error: The model fails to accurately distinguish “other shareholders™ as the subject of independent statistics when identifying seman
tic relationships, but incorrectly interprets it as “all non-family shareholders” or “the sum of all shareholders”, leading to a misinterpretation of t
he equity structure. Instead, it is wrongly interpreted as “all non-family shareholders” or “the sum of all shareholders”, which leads to the misjud
gment of the equity structure. This kind of error stems from the model's insufficient handling of ambiguity in Chinese semantic parsing, especial
ly in the face of such vague pronouns as “other”, which fails to clarify their boundary meanings with contextual or tabular information, and ulti
mately affects the logical reasoning and selection of the core judgment items.

Figure 24: An example of Financial subject identification and causation confusion. Failure to accurately distinguish “other
shareholders™ as a subject of independent statistical caliber resulted in an incorrect answer. This reflects the model’s lack of
ability to handle ambiguity in Chinese semantic parsing.
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Question: To which company does the official seal shown in the picture belong?

AL TR T KA IR A B. ) PR KSR AR A A

A. Guangxi Southern Cement Co., Ltd. ~ B. Guangxi Southern Cement Group Co., Ltd.

C. ) PRI KM A R A ]

C. Guangxi Southern Cement Company Limited by Shares

IEMER: A

Correct Answer: A

KA. C

Model Output: C

TR PR T A FLE R B F MBI W A, AR RS, A — R
oo B 00 T2 5 7, R I 5 A o A 0 AR e
- SN AR A T AR
- WIRZC AR FFAG, BB 7, JRARHR AT LA A
JULWEL FL L KL R R (RANFRRETE) L (AN FEEXET AL R A"
HIBE, XA FALTRE < PR KT A IR A ]
DUAELEFRATRE 3L 5 IR U HEAT L
AT TR TR B Fl——BR D> B (B BEED o
B. /PR KRS A IR A Rl —A S CE B .
C. [ PRI 7K YR 47 R A -3 5 R M EN 3 E AR 5E (R AR 7 o
ENTE B i L AR A VRTINS o Bk, 2RI C R IER.

Thinking Process: The user has provided an image of a company seal and a multiple-choice question. I need to identify the company

name from the seal and select the correct option.Looking at the seal:

- The characters around the star in the center appear to be "Financial Special Seal". This is common on Chinese company seals.
- The characters in the outer ring are the company name.

- Starting from the leftmost character and going clockwise, I can vaguely make out:

Guang, X1, Nan, Fang, Shui, Ni,Gu(This character is key.), Fen(This character is key.), You, Xian, Gong Si
So the name appears to beGuangxi Southern Cement Company Limited by Shares .

Now let's compare this to the options:

A. Guangxi Southern Cement Co., Ltd. - Missing shares/stock.

B.Guangxi Southern Cement Group Co., Ltd.- Has group instead of Share

C. Guangxi Southern Cement Company Limited by Shares - This matches what I deciphered from the seal.
The key differentiator is “Limited by Shares * or "Joint Stock Limited Company".

Option A is a "Limited Liability Company".

Option B is a "Group Limited Liability Company".

The characters*“share” are clearly visible on the seal. Therefore, option C is the correct one.

HERR A B AR R i R A FE MRS RN L TR, R AR IE AR U A R o I A AELE TR — F ISR PR . AR
R B B ASAEAE R TS IR I SR B B AR, T FEHE B AR o SN T R AN, S BUR AR
T HEENBEAT R AR . SRR B WAL LE P SCEE & FIWTE 55 T AR R R 22, of PR o 40749 5057 R 3 HE B R 473 75 42
It

Reason for Error: The model's visual perception process malfunctioned in processing the image information, failing to correctly recogniz
e the fact that the word “share” did not exist in the official seal. Instead, it incorrectly generates the word “share”, which does not exist in the
original image, and uses it as the key discriminative basis, thus introducing erroneous visual inputs into the reasoning process, leading to the
selection of the wrong option that does not match the content of the image. This kind of misjudgment indicates that the model has perceptual
bias in the judgment task of combining graphics and text, and the accuracy of recognizing the detailed text in the image still needs to be impr
oved.

Figure 25: An example of Hallucination generation and irrational reasoning. Although the model has correctly recognized the
words on the official seal, there is no information or words about ‘““shares” on the official seal, so the model creates an illusion in
the output process and uses the shares as the basis for judgment, resulting in an incorrect answer.
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Question: Which pattern can be seen on the K-line chart for the stock on December 6?

A RIRZE BMSZE  CHER

A. Morning star

IEfiER: C

Correct Answer: C

Bkt A

Model Output: A
BAEERR: RO T Kk KRB D, BRI 12 3 6 B MBLRR TS REEEME 12 7 6 H, It 4R
EEES . EOL 12 H 6 H: RS RHY, ATER “12.609:357 Fl “12.6 13:05” o 4047 12 H 6 HIUEA: 1£ “12.6 09:35” Hff
W, SeR MK (k) i, BRSNS R SRR Ik, A SR AR NS p . X R T
Rk Ja A Lakifil, sl “HR2 R o EREERZ 12 36 B “BELT” ffaks, MAREE 124 6 AMZ A
o WA 12 H 6 HEFPAMRREIEA: KLATE “12.6 09:357 AN HBAR AR AHRET L, SefER /N, TRARK, RRALTERSA,
IR T RIS AT ALy < BTE " it 2RI A b g/ Sepk, (R B3 IR “ IR i R LR R S . T
fligE i A, FRZE (Morning Star) = & — A =ARBHMALLINZ K RFTEAS: OTBEAHIIRAL: @ R kst 2,
XA T S —ARBIL T 77 @R B M —MRRAL, Hchh w3 mAh S — AR stk it — Ll b BRE 12 H 6 H 09:35 FiLif
FRFEZI S PP AL s AR —ARUNSHR “R 7 L BEJE MR AKEE, TR CRRZ BT RIS, B B

B. Evening star C. Doji

12 (Evening Star) : 2Z{REHIEIRATE, SHAMRIREARG. C. 152 (Doji) « B M TA LAUNLIRAE & -
SEILSE, AT ARSI T SR <SR I IR, GRAKE, 12 A 6 H 24 H R R R
TR R .

Thinking Process: The user has provided a K-line chart (candlestick chart) to identify a specific pattern that occurred on December 6, the sam
e day. I need to locate December 6 and analyze the candlestick movement for that day. Locating December 6: The horizontal axis shows the date
and you can see “12.6 09:35” and “12.6 13:05”. Analyzing the pattern of December 6: near “12.6 09:35” , there was a long blue (short) candle,
followed by a small solid candle with a long lower shadow, and then another small solid candle. This sequence is similar to a “Morning Star” i
fit is preceded by a downtrend and followed by an uptrend confirmation. But the title asks what pattern “appeared” on December 6, not the multi
-day pattern that encompassed it. Look at the single key candle of December 6: the one that formed the low of the day around “12.6 09:35”, the e
ntity is very small, the lower shadow is very long, and the upper shadow is almost non-existent. Candle. The other candles of the day were mostl

y small, but the most notable was this “star” candle and its subsequent reversal signal. Evaluating the options: A. Morning Star: A long reversal p
attern consisting of three candles: (1) a large negative line in a downtrend; (2) a small solid or doji star with a trading range below the first negati
ve line; and (3) a large positive line immediately afterward, with the close required to make up more than half of the solidity of the first negative
line. The chart at 09:35 on December 6, near the combination of three 5-minute candles: a long negative, a small solid “star”, followed by a clear
long positive, forming a typical “morning star” reversal sequence. b. Twilight Star ( Evening Star: A three-candle short reversal pattern that does
not match the bottom reversal here. C. Doji: Although there were multiple small solid candles on the day that fit the Doji profile, the overall mor
e significant feature was the formation of a full Morning Star .The Doji: Although there were a number of small candles on that day that fit the D
oji profile, the overall significance was the formation of a complete Morning Star. Taken together, the most notable pattern of the day on Decemb
er 6 was the three candles that formed the Morning Star.

R AR RIB” B E N R RZ BT, RAEENE 12 6 H FA$09:35 AR NS RS LR FR R [958 =
FRBTE I, IFRRAT FHRATE <58 — e = e DU UEH =R, FIRNRES T2 SRR IR, KB R R 2 2
Ja, SURNH HAFEZHUNEARES A, ATV 527, (RR AR RREA, BACHEI TR A R B, W& 4 B S RE
B %,

Reason for Error: Mistakenly identified the local “star-shaped” candle as the morning star center candle, the big model will be the morning se

ssion of December 6, 09:35 that small entity long lower shadow candle as the morning star of the second “star” candle, and forced to look for bef
ore and after the The “first candle” and “third candle” to verify its three-candle pattern. At the same time confuse the nature of the “cross™ and
“morning star”, the big model in the details of the “morning star”, and then recognized the existence of a number of small solid candles that day,
can be categorized as “The big model, after detailing the Morning Star, recognizes the existence of multiple small candles on the day, which can
be classified as a Doji, but ultimately insists on choosing A, ignoring the fact that option C, the Doji, is the most direct and only answer that matc
hes the pattern of the day.

Figure 26: An example of Bias in the understanding of financial terms and indicators. Although the Model correctly extracted
information such as the time point and the shape of the K-line chart, it confused the difference between different K-line patterns
and eventually chose the wrong answer. This reflects the Big Model’s lack of ability to discriminate between financial terminology
and indicators.
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! EPS ( RE
L F ARG
2023A 2025E 2023A 2024E 2025E
000848.SZ RIEEE 7.88 82.94 6.38 6.84 7.52 13.00 12.13 11.04
603156.SH Ik 21.39 270.69 14.67 16.70 18.92 18.45 16.21 14.31
600887.SH AR AY 25.97 1653.28 104.29 130.12 125.23 15.85 12,74 13.20
605499.SH F M A 217.80 871.22 20.40 26.55 33.33 42.71 32.81 26.14
605337.SH i) 9.76 38.50 2.37 2.77 3.25 16.25 13.90 11.86
603711.SH Rt 13.54 55.61 2.80 3.47 4.33 19.84 16.02 12.83
Tk 83 PE 21.02 17.30 14.90

A AR EL20234R T & % (PE) 2k, WRSXZA W AR T 7] A W] ¥ SIPER i S de K ?
Question: If the price-to-earnings (PE) ratio for 2023 is used as a benchmark, which company has the largest discount to the average PE

of comparable companies?

A FRIETE TR B.FR TR fh

A. Cheng De Lolo Co,.Ltd. B. HebeiYangyuanZhiHui Beverage Co., Ltd.
C. R g D.Z ¥

C. Inner Mongolia Yili Industrial Group Co.,Ltd. D. Zhe Jiang Li Zi Yuan Food CO.,Ltd.
AR A

Correct Answer: A
AR C
Model Output: C
| B EEARAD | AR | B OT) | S TT{E(1Z) | EPS(2023A)(J6/f) | PE(2023A) | EPS(2024E)(JT//%) | PE(2024E) | EPS(2025E)(Ji//i) | PE(2025E) |
\ \ \ \ | ‘ \ \

I
| 000848.SZ | 7AFE 7% # | 7.88 182.94 |6.38 |13 |6.84 [12.13 |7.52 [11.04 |
| 603156.SH | Z&IGHk A [21.39  |270.69 | 14.67 [18.92 [16.7 |18.45 |18.92 1621 |
| 600887.SH | FILHr (2597  |1653.28 | 104.29 [12.71 [ 130.12 |15.85 |125.23 1132 |
| 605499.SH | Mkt |217.8  |871.22 [20.4 |42.71 |26.55 |32.81 133.33 |26.14 |
| 605337.SH | 2= 1[5l 19.76 385 [2.37 [16.25 12.77 [13.9 |3.25 [11.86 |
| 603711.SH | 7 Z43 [13.54 |55.61 [2.8 [19.84 |3.47 | 16.02 |4.33 [12.83 |
| FTEEA ] IPE | - |= |= |= 121.02 |= [17.3 E 149 |

AR AR L2023 4R T L% (PE) Aydkift, WRSKA W AR T 7T LU A w] P RIPEMIHT i B oK ?
Question: If the price-to-earnings (PE) ratio for 2023 is used as a benchmark, which company has the largest discount to the average PE

of comparable companies?

A FRIEFE R B.FR 7

A. Cheng De Lolo Co,.Ltd. B. HebeiYangyuanZhiHui Beverage Co., Ltd.
C. BRI f DT

C. Inner Mongolia Yili Industrial Group Co.,Ltd. D. Zhe Jiang Li Zi Yuan Food CO.,Ltd.
EfER: A

Correct Answer: A

B H: A

Model Output: A
HARIREE: KB ToE NG S AH RS B BT AISCA. (markdownt% 30D AR (il BURECEIAR R GEAE 2, SER IR A1 S A —B.
Reason for Error: The large model was unable to extract the same key information based on the question from images and text (markdown format)

that contained the same information, leading to inconsistencies in the two responses.

Figure 27: An example of Lack of cross-modal information alignment capability. This error type is generally a failure of the
model to effectively combine image, chart, table, and text semantics, resulting in an incorrect trend determination or a numerical
reading error. Although the large model found the key information and answered the question correctly in the text format of
markdown, it answered the question incorrectly in the image format, containing the same information, which reflects the large
model’s lack of cross-modal information alignment ability.
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WREE: BARR - FHA @SRk, AL 2017 £ 55 HR, BTSRRI AT . ARERHI R (1D HAT 2016 4£3%
ESBARMER R, (2) A BA MR HE A SRR TR, ARG Sk AR . AR I E BRI S A SRR, RS AR
60%. (3D FHEEHTITIM 2017 A W BRI K 10%.  (4) FA R FTEBIRLE 25%.

Backgroud information: Company A is a new building material manufacturer, and it is going to analyze and forecast the financial statements for the purpose

of making a good financial plan in 2017. The relevant information is as follows: (1) Company A's key financial data for 2016 are shown in the chart. (2) The
company has no preferred stock and no external equity financing plan, and all changes in stockholders' equity come from retained earnings. The company adopts
a fixed dividend payout ratio policy with a dividend payout ratio of 60%. (3) The sales department forecasts a 10% growth rate in the company's operating
income for 2017. (4) Company A has a corporate income tax rate of 25%.

L B 2017 4F F O B K S FO T A 92 7= A G0 5 8O DR R 2016 4RI 4 BEOR R, BT BAS 2 B0 SO I 17 O R ERE 2016 47
AP, SR ET A LB IR A W) 2017 SERL BT SRANSM AR 76 5K o

Question: Assuming that in 2017, all assets and liabilities of Company A, except for long-term borrowings, maintain the percentage relationship with operating r
evenues as in 2016, and that the percentage relationship of all costs and expenses with operating revenues maintains the level of 2016, the percentage of sales meth
od is used to preliminarily measure the Company's total financing needs and external financing needs in 2017..

IEiZ%: 900, 174 MR 1200,174

Correct Answer: 900,174 Model Output: 1200,174

B 140201645 25 5088 Bt SRR L2 B VIRON (Saoe): 16000, S (Azoe): 12000, #7= 5ELIN EEZE (A/S) = 12000 / 16000
=0.75.....2. TI201 74E BN R : 201 74ETEFE LN (Szo7): Saorr = Sams X (1 + BRI ZE) = 16000 X (1 +0.10) = 17600,......3. Filll
201 74E AR E R S 201 74E T B R 7 (Azorn): Asorr = (A/S) X Saoi7=0.75 X 17600 = 13200; 20174E Tt [ K M3 (L*2017): Laois = (L/S) X
Sao17=0.1875 X 17600 = 3300, 4. 75201747l 8 ik 75 R i B2 58 7 RO 104 SCHF A B0 B T3 N AR 8 B8 987 BN (AA) = Aconr - Aors = 1
3200 - 12000 = 1200, flBEEL 7K = 1200 /576, 5. THEH20174E 4R TR AT BT TR (AFN) RAEEHIE T B R YA AU B A7l et g in s,
FMS BB LI T . B RYEFGIEINAT (AL*) = Laois - Laoe = 3300 - 3000 = 300, #7753 (AFN) = B P=HINAT (AA) - F R M AU IR (A
L*) - T84 00 i) B 77 U8R (ARE2017)AFN = 1200 - 300 - 726 = 174, SNl K = 174 Jigt. BT w8 BASMBEAAR G v, 1X17475 76K 5006 b
BT RHOEIE R AT IO R . BeZedhib: MRERIE T kIS 2 201 74FRBEE FRA 1200 /76, 2 F20174E4M %
TR 174 TiTt.

Thinking Process: 1. Analyze 2016 Financial Data and Calculate Relevant Ratios:**Operating Revenue (Sz016):** 16,000, **Total Assets (Azo16):** 12,000 R
atio of Assets to Operating Revenue (A/S) = 12,000/ 16,000 = 0.75...... 2. Forecast 2017 Operating Revenue and Profit**:Forecasted 2017 Operating Revenue
(S2017):** Sz017 = S2016 X (1 + Operating Revenue Growth Rate) = 16,000 X (1 +0.10) = 17,600, ......3. Forecast 2017 Assets and Spontaneous Liabilities**:For
ecasted 2017 Total Assets (Az017):**.Az017 = (A/S) X Szo17=0.75 X 17,600 = 13,200, Forecasted 2017 Spontaneous Liabilities (L*2017):** L*2017 = (L*/S) X S20
17=0.1875 X 17,600 = 3,300. 4. Calculate 2017 Total Financing Needs**Total financing needs typically refer to the increase in total assets required to support s
ales growth. Increase in Assets (AA) = Azo17 - Azo16 = 13,200 - 12,000 = 1,200Total Financing Needs = 1,200 Ten Thousand Yuan**. 5. Calculate 2017 External F
inancing Needs (AFN - Additional Funds Needed)**External financing needs refer to the funds that must be raised externally after considering the increase in sp
ontaneous liabilities and the increase in retained earnings.Increase in Spontaneous Liabilities (AL*) = L*2017 - L*2016 = 3,300 - 3,000 = 300. External Financing N
eeds (AFN) = Increase in Assets (AA) - Increase in Spontaneous Liabilities (AL*) - Forecasted Increase in Retained Earnings (AREz017) AFN = 1,200 - 300 - 72
6 = 174. External Financing Needs = 174 Ten Thousand Yuan**.Since the company has no plans for external equity financing, the external financing needs of 1.
74 million yuan will be met by increasing debt (such as increasing long-term loans). Final Conclusion:**:According to the percentage of sales method:The comp
any's total financing needs for 2017 are \mathbf{1,200 Ten Thousand Yuan}.The company's external financing needs for 2017 are \mathbf{174 Ten Thousand Yu
an}

R AR R R R R TR R AR 45 1 20 LIk A e BN AR, BN “MRBRBE TR R “AMIR B R e U A SR A
B, R ZETSE, B RHR SEUGR I ST AN AT X S MUBTRIAE AR 2 A5 IR K 55 T AE S5, R RR IE R AR IR R S5 AR %
AT SUE IR, S EURA L R IR % .

Reason for Error: The model failed to fully understand the full logic of the percentage of sales method in its reasoning, resulting in an inappropriate applicati
on of the definitions and formulas for Total Financing Requirement and External Financing Requirement. This question is a multi-round calculation, and an error
in the first round leads to errors in all subsequent calculations. This reflects the model's failure to properly understand and apply the key logic and calculation ste
ps in the business process when dealing with a multi-step financial forecasting task, resulting in a biased final result.

Figure 28: An example of Perceived barriers to financial business processes. This is a multi-round Q&A, and since the big model
has already answered the first round of questions incorrectly, resulting in incorrect answers to the subsequent questions based on
this incorrect answer, only the first round of Q&A is shown here as an example. Here, the model has successfully simulated
the finance staff to identify the subjects and corresponding data to be calculated, but the model failed to fully understand the
complete application logic of the Percentage of Sales method in the reasoning process, resulting in the improper application
of the definitions and formulas of Total Financing Requirement and External Financing Requirement. This leads to improper
application of the definitions and formulas of “total financing needs” and “external financing needs”. This error reflects the
model’s inadequate understanding of the dependencies between the steps and the logic of calculation when dealing with complex
financial business processes.
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(continued)Prompt Template for Constructing Four-Option Multiple-Choice Questions Based on Line Charts (English Versions)

You are a financial analyst. Based on the provided line chart, generate three four-
option multiple-choice questions.
The questions should be grounded in the data trends, key points, or features shown in
the chart.
Requirements:
1. Each question must be clearly stated, and the options should be meaningfully
differentiated.
2. Options A, B, C, and D for each question should represent distinct possibilities
and avoid being overly obvious or simplistic.
3. The answer to each question must be one of A, B, C, or D.
4. Each question should be no fewer than 10 Chinese characters in length.
5. All three questions must be entirely different, and each should be labeled as 1, 2,
and 3.
6. **Only output the content in JSON format. Do not include any additional
descriptive text.**
You may refer to the following examples:
{random_few_shots}
Output format:
L
"id": "1","q": "Question 1", "A": "Option A", "B": "Option B", "C": "Option C",
"Answer": "Correct Answer"},
"id": "2", "q": "Question 2", "A": "Option A", "B": "Option B", "C": "Option C",
"Answer": "Correct Answer"},
{"id": "3","q": "Question 3", "A": "Option A", "B": "Option B", "C": "Option C",
"Answer": "Correct Answer" }

]
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Table 10: Prompt Template for Constructing Counterfactual Inference Questions Based on Histograms (Chinese Versions)

fRiE— B THREIR SN, ERERENETE, A =8 FSE TR S
e, —RIEERWRE N NEEENEFLE, 28T AHER-
D‘iﬁfgjgf STE T ERER, SEETERNS M IBE . RS REES
FFE X
/E:F lﬂ?r@z\fﬁﬁiﬁﬁ*j@um, THEWTER, IS EE X 5 E
TEA LT A~ B~ C~ D MIRE AR A RTRENE, & AT ?Tﬁ%jﬁﬁ
E
B
3. BEEIERUTGE A B- CELD FR)—1, RNEEEEMAZE -
4. —EH H VI 2ANE, BEES E%%ﬁﬁ 1.2+ 3
5. %% T H JISON RIS, ANEE & ErRY N B IAR M SCAR -
PRA] LAZ 2 7R 1
{random_few_shots}
RSN
L
"id": 1T, g R, AT EETRAY, "B "EEIABY, "CT: "HETAC!, "D
D", "Answer": "A/B/C/D"},
"id": "2", g IR, AT ETRAY, "B "EEIRBY, "C: ETC!, "D
D", "Answer": "A/B/C/D"},
{"id": "3", "q": "[AJEH1", A" "k 7 pi
D", "Answer": "A/B/C/D"}
]

fSPrfSPrfSé

IDEiAII HBH " IDEtiv ucu " Ijﬁ‘cn nDu ">

(a) Chinese Version
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(continued)Prompt Template for Constructing Counterfactual Inference Questions Based on Histograms (English Versions)

You are a senior data analyst. Based on the provided histogram, generate three single-
choice counterfactual inference questions. These questions should generally take the
form: if something that did not actually happen were to occur, what would be the
result?
Questions should be based on your understanding of the histogram, referencing
features such as distribution, peaks, skewness, and outliers. Requirements:
1. Each question must be written in Chinese, clearly stated, and the options should
be distinguishable.
2. Each question should have four options A, B, C, and D representing different
possibilities. Avoid options that are too simple or obvious.
3. The answer to each question must be one of A, B, C, or D and nothing else.
4. The three questions must be completely different and should be numbered as 1,
2, and 3.
5. **Only output the content in JSON format. Do not include any additional
descriptive text.**
You may refer to the following examples:
{random_few_shots}
Output format:
L
"id": "1", "q": "Question 1", "A": "Option A", "B": "Option B", "C": "Option C",
"D": "Option D", "Answer": "A/B/C/D"},
{"id": "2", "q": "Question 2", "A": "Option A", "B": "Option B", "C": "Option C",
"D": "Option D", "Answer": "A/B/C/D"},
{"id": "3","q": "Question 3", "A": "Option A", "B": "Option B", "C": "Option C",
"D": "Option D", "Answer": "A/B/C/D"}
]

(b) English Version
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Table 11: Prompt Template for Constructing Multi-turn Dialogue Tasks Based on Candlestick Charts (Chinese Versions)

R —BRAWH ERTIN, ERDITKEE -
AR R HR A F B BRRE LR S B A RS HKERE, FRERTHZE
TRKEEE N =BT R E , 20K

1A H KRB ERESE T R . IWEEE, REEFWM, REF

B, PRIEEERZEZIA .
2. BRER AT PNEIERE SR, ERERAGEE 1, R .
3. AT ETE B A NZ, RIEA R E AR 2B BB E B A B A

ot

BB RTE AT AR — P AE R TR A, & ERER:
FERRARNE, SEREK—A-

IRAT A% B7R 1)

{random_few_shots}

Rkl (A R-— JSON X&)

[
{
"q": "Rl
A" HETRA
"B": "iEIB",
"C HEIC,
"D": "IEIID",
"Answer": "IEFAER"),
|
{
"q": "Rl
"A": "IETRA",
"B": "JEIB",
"C U EETIC,
"D": "BEID",
"Answer": "IEFIEZR"),
}s
{
g R
AT HETRA
"B": "JEIB",
"C HEIC,
"D": LD,
"Answer": "IEIHEZR"),
}
]
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(continued)Prompt Template for Constructing Multi-turn Dialogue Tasks Based on Candlestick Charts (English Versions)

You are a professional financial analyst skilled in analyzing candlestick charts.

You are provided with several candlestick charts of different stocks with varying
parameters. Please generate three professional financial questions based on these
charts, with the following requirements:

1. Question types should include trend analysis, data comparison, calculation
problems, etc. Prioritize objective questions with diverse formats, ensuring answers
are fact-based.

2. Each question must have four options with one clearly marked correct answer
(single-choice format).

3. All questions must incorporate content from every provided image. Each question
may be preceded by 1-2 sentences describing the relevant chart elements. Remember:
every question must utilize all images’ content, and questions should be sufficiently
detailed.

Reference examples:
{random_few_shots}
Output format (one JSON object per question):

L
{
"q": "Question description”,
"A": "Option A",
"B": "Option B",
"C": "Option C",
"D": "Option D",
"Answer": "Correct option"},
),
{
"q": "Question description”,
"A": "Option A",
"B": "Option B",
"C": "Option C",
"D": "Option D",
"Answer": "Correct option"},
),
{
"q": "Question description”,
"A": "Option A",
"B": "Option B",
"C": "Option C",
"D": "Option D",
"Answer": "Correct option"},
}
]
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Table 12: Prompt Template for Constructing True/False Judgment Tasks Based on Pie Charts (Chinese and English Versions)

AER—Z R\ R ATIN, ERTTOHE, E R BRI R S IRIE B D
Bl S & R fcaption, 253 Hi 378 &Ik B B M B s a5 H -
FORWT
L AGHHEH B NARAER, NESREAMER .
2. MR ATREZ IR - BfL, Fra M EEETRME R NE -
3. VREJE FIERAE R BOZ[RINAF-& VR B (R &HE AT B 2 -
4. TR T B A WA AT -
5. = JEiH JSON BAZUHIN S, AN B & EMBIN AR SO o
IRATLAZ B 7R 1)
{random_few_shots}
Ty BN
L
{{ "Question1":""," Answer":"True" }},
{{ "Question2":""," Answer":"True" }},
{{ "Question3":""," Answer":"True" }}

(a) Chinese Version

As a professional financial analyst with expertise in interpreting pie charts, please
generate 3 professional and challenging true/false financial questions based on the pie
chart and its caption that I provide.
Requirements:

1. Only return the formatted information I requested. Do not include any additional
content.

2. The questions should be as diverse and complex as possible, and must be based
entirely on the content of the image.

3. The correct answers must logically align with both the question structure and the
image content.

4. Please ensure that the questions are generated based on the image.

5. **Only output content in JSON format. Do not include any descriptive or
explanatory text.**
You may refer to the following examples:
{random_few_shots}
Output format:

L
{{ "Questionl":""," Answer":"True" }},
{{ "Question2":""," Answer":"True" }},
{{ "Question3":""," Answer":"True" }}
]

(b) English Version
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Table 13: Prompt Template for Verifying the Content Quality of Images (Chinese and English Versions)

IRZE—DRALRIE BB T« TERIE LT bR i = 57 & A4 A

Lo BRZ . AR N RRED2FR AR T, FRITrEiR—
ML HEE R B BERR, HBRZEMEHRN AT NS LT -
N BEE)

2. BRI A] B TR TR RORE A ALPRE S5 ST I AT B
TBF S ] e AR R AR TR

3. e BB SO0, IR AP RIRUR N RERS P AR R RS, HLREN
BH — T B R SCEHE - BRI T DL T X SR T TR
BER L -

4. R PRRPUE ER R ERE P RRR T —&%, BESIEEL
BT TRE (EE TSN | MARFEERK.

999

n,on "non n,on

messages=[{"role": "user", "content": [{"type": "image_url", "image_url": {"url":
f"data:image/jpeg;base64,{img_base}"}}, {"type": "text", "text": £
PUR R B XXk B AR A =N A1 {questions_text}
IR —2 R R AT, SEAR T IR - TR I (] R & ol A X
FE, WA — P REFRIRE, IRERERRT] ONTFE)
HHORE—ECFE, Bl 1. 2803

(a) Chinese Version

You are a professional image analysis assistant. Please filter high-quality line charts
based on the following criteria:

1. **Data Diversity**: The line chart should display at least two distinct lines,
each representing an independent data category or metric. The trends should exhibit
diversity (e.g., increase, decrease, fluctuation).

2. **Clarity of Data**: Data points, axes, legends, and other elements in the chart
should be clearly distinguishable, avoiding any blurry or unreadable visuals.

3. **Question-Answer Relevance**: The chart should enable the generation of
meaningful QA pairs. The questions should involve some degree of calculation or
reasoning. Ensure that the data in the chart supports logical inference, computation, or
comparison.

4. **Exclude Low-Quality Charts**: If the chart contains only one line, or if the
data trend is overly simplistic (e.g., strictly increasing or decreasing), it should be
excluded.

999

non ", n:

messages=[{"role": "user", "content": [{"type": "image_url", "image_url": {"url":
f"data:image/jpeg;base64,{img_base}"}}, {"type": "text", "text": {7
Here are three questions generated based on this image: {questions_text}
You are a professional financial analyst skilled in interpreting line charts. Based on
the professionalism and difficulty of the questions, select the best one and return its
index (starting from 1).
Only return a single number, such as: 1, 2, or 3.

(b) English Version
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Table 14: Prompt Template for Validating the Consistency and Correctness of QA Pairs (Chinese and English Versions)

ICESATRDNEIE=Soioiis-: ¢
[In]&] {question.get(query’, )}
[5H%Z 2] {question.get(’answer’, )}
B UEPRVE:
L BERMEE ETEERE)
2. IS ZRE (TP DL EHER)
3. AR MR, 7R e T
4. BTG ENE (A0hisEd)
FES5eAg =t Gl AN 3

(a) Chinese Version

Please validate the quality of the following QA pair:
[Question] {question.get(’query’, )}
[Reference Answer] {question.get(’answer’, )}
Validation Criteria:
1. Answer accuracy (based on the chart data)
2. Question complexity (requires more than two steps of reasoning)
3. Objectivity of the question (must be objective or computational)
4. Option quality (if multiple-choice)
Validation Output Format: Pass / Fail | Reason
(b) English Version

Table 15: Prompt Template for Classifying Scenarios in the Financial Knowledge and Data Analysis Category (Chinese Version)

TEIRIE DL WA N A T93 38 {combined_text}
BRI KBRS R —:

| K&, FHEeR, @E IR, WEEERST, SRStk R
R, ammyBEEREE, E&mEsaom
Hrp

2. FKE MBI %Y 5o i i BEKE B R R I

(UIMACD -~ RSI~ WX &EE) |, SR HES - HEPIRE Rk
=k

3. BREEED: Y TR EX SR EUTBOO BN BT IR - BWIES
xF, LA EEN - 8 A -

4. ZEMEEIRA: R RFESE . KB . AU &R E B AR AR
FRESS, HBEFr Rk pem e o
W SEIRES T % RN BARTE 55 8 S T AR iR HE - S T A E
VAL, N T BN GiSR A AT E - BRI E ER - BRI R B -

5. SRR R MORFBETRFESR (WAF - BUF- #817) Z
B8] )% R M AN 5T s B SR A, {5 Q0 BB 5k QT s mie Je RV B B« %
ARFATHCZRH IR o

6. T IFETNEE: L RMENLFTET N - BB TR R
MIpEEGES, GIaEEHE - e - MR A EEIREN T S 7 -

7. ERE RSN RS EOR R B S ERE, fanan SR20224F
RIFRATICEIGIN, Rrrlaek 40 IS n] R T B T 4 AL i o 2L
HEM T RESE 2R -

BN EIZRA TR, IR -
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(continued) Prompt Template for Classifying Scenarios in the Financial Knowledge and Data Analysis Category (English
Version)

Please classify the question based on the following content: {combined_text}
Assign the question to one of the following seven financial scenarios:

1. Candlestick Chart Analysis, Intelligent Seal Recognition, Financial Information
Extraction, Statistical Analysis of Financial Data, Interpretation of Financial Entity
Relationships, Financial Market Sentiment Analysis, Financial Scenario Analysis
Descriptions:

2. Candlestick Chart Analysis: This scenario involves interpreting candlestick
charts and related technical indicators (e.g., MACD, RSI, trading volume) to analyze
historical price trends, current states, and potential future movements.

3. Intelligent Seal Recognition: This scenario requires identifying, verifying, and
matching seals in financial or administrative documents to determine their authenticity,
origin, and compliance.

4. Financial Information Extraction: This scenario focuses on identifying and
interpreting financial concepts and information in the fields of finance, economics,
and investment.

Statistical Analysis of Financial Data: This scenario focuses on organizing, analyzing
trends, and comparing financial or economic data—such as bond issuance volume by
local governments, capital account balance, and fiscal revenue/expenditure changes.

5. Interpretation of Financial Entity Relationships: This scenario centers on analyz-
ing the relationships among economic entities (e.g., firms, governments, departments)
and tracing economic impact chains, such as "How does fiscal expansion affect house-
hold consumption?" or "What is the impact of capital inflows on exchange rates?"

6. Financial Market Sentiment Analysis: This scenario emphasizes extracting
market sentiment from investor behavior, public opinion, or market movements—e.g.,
inferring expectations through news, comments, or price behavior.

7. Financial Scenario Analysis: This scenario involves hypothetical and counterfac-
tual reasoning, such as "What would have happened if bond issuance had not increased
in 20227" These tasks require understanding financial mechanisms to infer potential
outcomes.

Please return only the scenario category name. Do not include any explanations.

24138



Table 16: Prompt Template for Classifying Scenarios in the Financial Analysis and Decision Support Category (Chinese and
English Versions)

(&R B &5 RES]
HETLUTER, ®EREENSE ((UREIRHER) -
(R ETX]
{row[’background’]}
{ problem_presentation }
(7rRPriE]  (MUi%k—) -
L PRV AT - AT LS . BOR RN R (R]
2. WS TabRa i - W R SR - FEPT R
3. ERMRE T - B TR R S AR
4. HHHT - AR BTREIAL
HT K
1. FREG A BRI (A RN 2 07 26
2. ZRATRLRE TR F IR KRB E
3. BRIG R # BB AR R 75
4. AR A5 DL F A SCR A 4 B3

(a) Chinese Version

[Financial Question Scenario Classification Task]
Based on the following information, select the most appropriate category (return only
the category name):
[Background Context]
{row[’background’]}
{problem_presentation }
[Classification Criteria] (Choose one):

1. Industry Analysis and Inference — questions related to industry trends or policy
impacts

2. Financial Performance Indicator Analysis — questions involving financial ratios
or indicator calculations

3. Financial Statement Analysis — interpretation of balance sheets, income state-
ments, etc.

4. Investment Analysis — comprehensive evaluation of investment decisions
Classification Guidelines:

1. For single-turn questions, classify based on the question content alone

2. For multi-turn questions, consider the relationship between all turns

3. Background context may assist in understanding the question

4. Only return the best-matching category name in Chinese

(b) English Version
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Table 17: Prompt Template for Classifying Scenarios in the Financial Risk Control and Asset Optimization Category (Chinese

Version)

IRIRAE R — AR SRS R MR 2K, TEHIT N 51| [R]
i H
{question}
{options_text}
BT (ks smR] BN EES R ikE—1) -
BRI R

LB BB T SAR BT S 451 - B LR« KBSl P - Al
EANZRAG 14555

2. RIS A —ZR AR LIV S5 SRR RE (408 /A B SR ) B xS
T BN S5 55

3 ERER M S AR T~ W STaPnTinl - £okFLE K R

Bl A Ay
S55%

4.4 X B 5 UK AR L A R s MR A - BURX &mtTis (W
Jemi~ f) BRI BT~ TSRS AT (U0 57 A% KR I
3)) ~ BURS WML (Wt MBS E R % .

#hFE A

PLEAN 2 UM T BB RA, (HaX AN & DR X = W TE B,
EE, MRFE—REH NS L, SRR IET B &5 U550
HFE, BiTHRNZIRENIZE T —REems R .

LEAY (SN

- BRI S B AR+ IR, e R L

- BRI IR+ IR, e ERE S E T

- BRI P AR+ NS BB R, DL SE e il XU 5 I S A 52
gy H RS =
Bsard. XXX
ARG YYY
BTN
NINESTEAN S
MBS LA BT RN R K
BT Fn Hi A% =X

24140



(continued) Prompt Template for Classifying Scenarios in the Financial Risk Control and Asset Optimization Category (English
Version)

You are now a financial domain expert. Please classify the following question:
Question:
{question}
{options_text}
Determine which of the following **financial business scenarios** it belongs to
(please strictly choose one from the list below).
Financial Business Scenarios:
1. Asset Allocation Analysis — related to portfolio structure, asset proportion
adjustment, risk-return balancing, equity structure design, etc.
2. Financial Strategy Optimization — focuses on corporate financial strategy
adjustments (e.g., pricing/cost/marketing strategies) and their impact on profitability.
3. Financial Data Reasoning and Interpretation — relies on numerical computation,
financial indicator forecasting, inference of logical relationships between data, etc.
4. Financial Risk and Policy Analysis — includes identification of risks from
exchange rate/interest rate fluctuations, analysis of policy impacts on financial markets
(e.g., stock/bond markets) or firms, judgment of market risk signals (e.g., significant
asset price volatility), and interpretation of policy directions (e.g., how monetary
policy adjustments affect credit).
Supplementary Note:
The above descriptions are simplified and do not fully capture all cases under each
scenario. If a question does not clearly match any description, you may rely on your
own understanding of the four scenarios to make a reasoned judgment.
Conflict Resolution:
- If the question involves both data and strategy, prioritize Financial Strategy
Optimization.
- If it involves both data and asset allocation, prioritize Asset Allocation Analysis.
- If it involves both data and risk or policy, prioritize Financial Risk and Policy
Analysis.
Output Format:
Scenario Classification: XXX
Justification: YYY
Prohibited Actions:
Adding extra explanation
Classifying outside the given list
Modifying the preset output format
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Table 18: Chain-of-Thought(CoT) Results. The higher the value in the table, the higher the accuracy of the surface model. The
Financial Analysis and Decision Support assesses models with Financial Data Statistics (FDS), Candlestick Chart Analysis
(CCA), Financial Indicator Assessment (FIA), Financial Entity Relationships Interpretation (FERI), Stock Selection Strategies
Backtesting (SSSB), Financial Information Extraction (FIE), and Financial Seal Recognition (FSR). The Financial Analysis and
Decision Support tests with Financial Scenario Analysis (FSA), Industry Analysis and Inference (IAI), Investment Analysis
(IA), and Financial Market Sentiment Analysis (FMSA). The Financial Risk Control and Asset Optimization evaluates Financial
Strategy Optimization (FSO), Financial Risk and Policy Analysis (FRPA), Financial Data Reasoning and Interpretation (FDRI),
and Asset Allocation Analysis (AAA), concluding with the calculation of the Weighted Average (WA) score for each model. The
table also indicates operational constraints encountered by certain models in multi-image tasks, such as Multi-image Limit and
Context Window Limit.

Financial Knowledge and Data Analysis Financial Analysis and Decision Support Financial Risk Control and Asset Optimization

Model Size Limit WA
FDS CCA FIA FERI SSSB FIE FSR FSA 1Al 1A FMSA FSO FRPA FDRI AAA
InternVL3-78B 78B / 742 848 684 82 779 906 874 576 828 762 752 42.8 521 422 68.7 713
Qwen-VL-max Unknown / 724 812 68.8 80.1 80.5 86.8 80.8 559 827 788 78.7 48.1 502 44.0 735 70.8
InternVL2.5-78B 78B / 720 849 66.7 854 774 892 828 547 819 769 80.0 443 485 432 72.5 70.7
Doubao-1.5-vision-pro-32k Unknown / 759 81.1 722 845 768 915 778 56.0 827 79.1 80.7 457 431 44.1 66.3 70.5
Step-lo-vision-32k Unknown / 730 789 67.1 847 764 874 970 588 788 773 73.6 519 413 424 68.3 70.5
Qwen-VL-max-latest Unknown / 727 803 692 80.6 794 859 808 548 833 787 78.7 434 453 443 727 70.0
Qwen2.5-VL-72B 72B / 69.3 806 672 855 78.7 864 667 51.8 80.6 80.1 74.4 435 442 46.2 71.1 68.4
Gemini-2.5-pro-exp-03-25 Unknown / 706 677 649 657 751 910 889 514 800 719 76.5 472 504 433 752 68.0
Qwen2.5-VL-7B 7B / 722 81.0 665 81.7 759 873 849 510 612 747 67.8 356 424 377 70.7 66.0
Claude-3-7-Sonnet-20250219 Unknown / 669 742 711 805 754 894 434 449 816 781 73.6 47.1 46.7 41.6 73.7 65.9
InternVL3-8B 8B / 68.1 67.1 633 7717 703 843 899 577 715 752 67.8 356 433 40.0 64.9 65.5
GPT-40-all Unknown / 686 767 647 77.1 728 844 798 518 79.0 758 71.6 349 436 375 64.4 65.5
Moonshot-V1-32k-vision-preview ~ Unknown / 702 735 624 753 748 863 60.6 509 80.1 755 63.2 377 456 40.4 67.6 64.3
MiniCPM-V-2.6 8B / 60.6 80.1 512 747 67.8 759 859 475 736 68.7 68.4 23.6 341 27.6 56.0 59.7
Qwen2.5-VL-3B 3B / 6.1 79.6 656 723 725 833 623 482 750 743 64.6 221 287 30.5 539 59.6
Llama-3.2-11B-Vision-Instruct 11B / 59.1 646 528 711 555 774 600 656 702 655 65.8 387 348 26.5 452 56.8
Molmo-7B-D-0924 7B / 559 721 456 653 542 592 222 423 603 59.6 574 21.0 282 233 28.6 46.3
GLM-4v-Plus-20250111 Unknown Multi-image Limit 736 819 715 838 782 889 81.8 540 810 76.1 755 40.6 445 40.7 65.7 69.2
LLaVA-NEXT-34B 34B Context Window Limit  52.8  51.0 569 50.7 59.0 53.0 200 402 644 615 59.5 240 241 18.6 28.6 443
LLaVA-v1.6-Mistral-7B 7B Context Window Limit  52.7 687 473 556 458 512 303 278 540 545 623 217 102 115 225 41.1
LLaVA-NEXT-13B 13B Context Window Limit  46.5 632 389 603 514 456 242 276 579 563 51.0 1.3 159 120 29.7 394

Table 19: Comparison of CoT and Zero-shot Results. The table shows the performance of different models using Chain-of-
Thought (CoT) and Zero-shot approaches, along with the difference between the two methods (CoT - Zero-shot). A positive
difference indicates better performance with CoT, while a negative difference indicates better performance with Zero-shot.

Model Size Limit CoT Zero-shot Difference
Qwen-VL-max-latest Unknown / 70.0 73.8 -3.8
Qwen-VL-max Unknown / 70.8 76.3 -5.5
Doubao-1.5-vision-pro-32k Unknown / 70.5 71.7 -1.2
Gemini-2.5-pro-exp-03-25 Unknown / 68.0 64.7 3.2
Moonshot-V1-32k-vision-preview  Unknown / 64.3 68.3 -4.0
GPT-40-2024-11-20 Unknown / 65.5 68.5 -3.0
Claude-3-7-Sonnet-20250219 Unknown / 65.9 62.9 2.9
Step-1o-vision-32k Unknown / 70.5 68.4 2.1
InternVL3-78B 78B / 71.3 72.5 -1.3
InternVL3-8B 8B / 65.5 65.4 0.2
MiniCPM-V-2.6 8B / 59.7 60.1 -0.4
InternVL2.5-78B 78B / 70.7 71.5 -0.8
Qwen2.5-VL-7B 7B / 66.0 65.4 0.7
Qwen2.5-VL-3B 3B / 59.6 62.4 -2.8
Qwen2.5-VL-72B 72B / 68.4 71.0 -2.6
Llama-3.2-11B-Vision-Instruct 11B / 56.8 50.9 5.9
Molmo-7B-D-0924 7B / 46.3 49.8 -3.5
GLM-4v-Plus-20250111 Unknown Multi-image Limit 69.2 72.0 -2.9
LLaVA-v1.6-Mistral-7B 7B Context Window Limit 41.1 47.8 -6.7
LLaVA-NEXT-13B 13B Context Window Limit 39.4 43.0 -3.6
LLaVA-NEXT-34B 34B Context Window Limit 44.3 54.7 -10.5
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Question: According to the data in the figure, what are the performance differences in Speccpu INT and
Speccpu_FP for Intel 8380HL (Platinum) and Intel 8376HL (Platinum) in dual-socket tests, respectively?
Question: Which shareholders hold less than 20% of the shares in the shareholding structure of Vimax Industrial
(Guangdong) Co?

A.-1.15%;-3.08% B. -0.86%; -2.76% C.-1.15%; -2.76% D. -0.86%; -3.08%

Model Answer: To answer this question, we need to calculate the performance differences in Speccpu INT and
Speccpu_FP for Intel 8380HL (Platinum) and Intel 8376HL (Platinum) in dual-socket tests based on the data in the
chart.\n\n### Calculation Steps:\n\n1. Speccpu_INT Performance Difference:\n - Speccpu INT for Intel 8380HL
(Platinum): 392\n - Speccpu_INT for Intel 8376HL (Platinum): 383\n - Difference calculation: (383 - 392) / 392 *
100% = -2.298% = -2.30%\n\n2. Speccpu_FP Performance Difference:\n - Speccpu_FP for Intel 8380HL
(Platinum): 329\n - Speccpu_FP for Intel 8376HL (Platinum): 321\n - Difference calculation: (321 - 329) /329 *
100% = -2.432% = -2.43%\n\n### Option Analysis:\n- A. -1.15%; -3.08%\n- B. -0.86%; -2.76%\n- C. -1.15%; -
2.76%\n- D. -0.86%; -3.08%\n\nAccording to the calculation results, none of the options completely match the
calculated difference values. Therefore, based on the chart data and calculation results, none of the options are
entirely correct.\n\nFinal Conclusion: No correct option.

E%: AB
Answer: A;B

Figure 29: This is an example where the Qwen2.5-VL-72B model with incorrect analysis and an incorrect answer. This is a
question involving the calculation of performance differences between processor models. In response to the question asking for
the performance differences in Speccpu_INT and Speccpu_FP between Intel 8380HL (Platinum) and Intel 8376HL (Platinum) in
dual-socket tests, the model attempted to calculate the differences independently but used an improper formula. It neither aligned
with the predefined "performance difference" data in the table nor matched the standard comparison logic implied by the options.
Furthermore, the model failed to recognize that the question intended to directly reference the existing results in the "performance
difference" column of the table rather than requiring recalculation, and it neglected to cross-verify its calculation results with the
provided options. This error reflects the model’s inadequate understanding of question intent, improper application of calculation
methods, and lack of awareness regarding result verification when handling data-driven comparison tasks.

Table 20: List of financial information platforms and their URLs

Institution Name URL

EastMoney https://data.eastmoney.com/report/
CNINFO https://www.cninfo.com.cn/

10jgka https://data.10jgka.com.cn/

SinaFinance https://vip.stock.finance.sina.com.cn/

Shanghai Stock Exchange https://www.sse.com.cn/
Shenzhen Stock Exchange https://www.szse.cn/

Ducaibao https://www.ducaibao.com.cn/
Hibor https://www.hibor.com.cn/
Jianwei Data https://www. jianweidata.com/
KPMG https://kpmg.com/cn/zh/home.html
Robo DataYes https://robo.datayes.com/
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Question and Background Information: [Supplementary Information] Resident individual Wang, whose only child is 5 years old and receiving pre-school
education, and whose parents are both over 65 years old. Wang's income in 2022 is as follows: (1) Monthly salary of 15,000 yuan, including "three
insurances and one housing fund" paid according to national standards, totaling 3,500 yuan. (2) In April, a family heirloom calligraphy and painting was
consigned to an auction company and sold for 50,000 yuan; no original value certificate for the calligraphy and painting could be provided. (3) In December,
an annual bonus of 72,000 yuan was received from the employer, choosing separate taxation. (Other relevant information: Wang is an only child, all relevant
special additional deductions are 100% deducted by Wang, and Wang has submitted his special additional deduction information to the employer; tax fees
paid during the calligraphy and painting auction process are not considered.) Calculate the individual income tax payable on Wang's auction income.

B BT E R ST NN A A BB, A2 DU T B R AT AT 58 L. e 052 A9 A AL i 3 A n AR B
SE, AHSEI = AR 0 REANBE B AR AR SN R W 7= B A S B 9 o R T RS AN REAR 2 5 i JREL A, DRI BT e A SR E . fEIX
RGO, MRAEBLEIE, NANBT BN A AT. HISZUN: 5000075, 2. & AR SRR AT BRBARE (hae N RILRE AN A BT
ABLE) RILSLHEZRG], W H ik T AE H20% B . ik, EXRAALHRRLEH20%MBIR. 3. THE MR MBI = RBLITRAT X
Bi- MANBLATAAN: 500007C BLF: 20%Ri458i40 = 500007C X 20% = 100007C #2445 1 \n T HAA S Hi A3 Ri44h (K 4~ A FTA35E9 \\boxed {10000
Tt}

Model Response: To calculate the individual income tax payable on Wang's auction income, we need to analyze and calculate according to the following
steps: 1. Determine the taxable income for auction proceeds\nAccording to tax law, the taxable income from property auction is the auction income minus the
original value of the property and reasonable expenses. Since Wang cannot provide the original value certificate for the calligraphy and painting, the original
value cannot be determined. In this case, according to tax law, the taxable income is the full amount of the auction income. Auction income: 50,000 yuan. 2.
Determine the applicable tax rate and quick deduction amount According to the "Individual Income Tax Law of the People's Republic of China" and its
implementing regulations, a 20% tax rate applies to income from property transfers. Therefore, a 20% tax rate should apply to Wang's auction income. 3.
Calculate the tax payable Tax payable = Taxable income X Tax rate - Taxable income: 50,000 yuan Tax rate: 20% Tax payable = 50,000 yuan X 20% =
10,000 yuan Final Conclusion\nThe individual income tax payable on Wang's auction income is \boxed {10000 yuan}.

IEFiES: 1500

Correct Answer: 1500

Figure 30: This is an example where the Qwen2.5-VL-72B model with correct reasoning but incorrect answer: the model
correctly structured the reasoning process and applied basic tax calculation steps (identifying taxable income as full auction
proceeds due to lack of original value certificates and using the 20% tax rate) but failed to consider regional policies or industry
practices where personal income tax on self-owned calligraphy and painting auctions without original value certificates is actually
withheld at 3% of the transaction price, resulting in an incorrect final answer.
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Figure 31: This is an example of the Claude-3-7-Sonnet-20250219’s “incorrect analysis and incorrect answer.” This is a
calculation problem where the large model needs to extract key information from the question: the 2023 soda ash business gross
margin is assumed to be 40%, and the 2024 revenue growth rate is 10%. It must then identify the 2023 soda ash business revenue
data from the chart, calculate the 2024 revenue, and derive the gross profit result. During its reasoning process, the large model
incorrectly applied the 40% gross margin assumption for 2023 from the question. The correct approach would have been to
calculate using the actual 36.7% gross margin for 2024 from the chart. The model’s use of erroneous data ultimately led to an

incorrect result.

i B i BE2023£E A 35 ) B A 2 940%,  H20244E A\
HKAON10%, 420244 MBAERZ D2 b {270
Question: Assuming that the gross profit margin for the soda ash
business in 2023 is 40% and the revenue growth rate in 2024 is
10%, what will the gross profit be in 2024? (Unit: 100 million
RMB)

A. 7544 B. 713.7
C. 774.4 D. 784.4

PR FRKEIZ L T A . \n\n S, M H HEREL K 56
BAE S \n- 20234R AR 55 1B A AR B N40%\n- 20244\
KRBBN10%\n- 711520244 (1) EFE \n\n A B F 1, FAT Ll
T 20234 4 55 (N A 1768.02F T3 76 \n\nit 5B \nl.
THE20244EAERRAL S FOWIN s \n 20244F 0N = 20234E N X (1 +
HEKF)N\n =1768.02 X (1 +10%)\n =1768.02 X 1.1\n =1944.822
B 7e\n\n2. BBCEFIRREFAAL OB H R UEHZWL) , 152024
FEBFE: \n 20244FFFE = 20244F N X BFIF W = 1944.822
X 40%\n = 777.9288 71 /3 7C\n\n3. HLAIET: \n A, 754.41 JiJC\n
B.713.7FH Jizt\n C. 77447 /it (REGETHSER) \n D. 784.4
H/376\n\nC"

Model Response: I will analyze this question step by step. \n\nFirst, key
information obtained from the question: \n- The gross profit margin for
the soda ash business in 2023 is assumed to be 40%. \n- The revenue
growth rate for 2024 is assumed to be 10%. \n- The gross profit for 2024
needs to be calculated. \n\nFrom the chart, I can see that the revenue for
the soda ash business in 2023 is 1,768.02 million yuan. \n\nCalculation
steps: \nl. Calculate the revenue for the soda ash business in 2024:\n
2024 revenue = 2023 revenue X (1 + growth rate)\n = 1,768.02 X (1 +
10%)\n =1,768.02 X 1.1\n = 1,944.822 million yuan\n\n2. Assuming
the gross margin remains unchanged (the question does not specify any
changes), calculate the gross profit for 2024: \n 2024 Gross Profit =
2024 Revenue X Gross Margin \n = 1,944.822 X 40% \n = 777.9288
million \n\n3. Compare the options: \n A. 754.4 million \n B.
713.7million \n C. 774.4 million (closest to the calculated result) \n D.
784.4 million \n\nC"

%%: B

Answer: B
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Compare the calculated result with the
options\nThe calculated result is approximately
1.34 times, and the closest option is 1.35 times. A
%%: B

Answer: B

)

Figure 32: This is a classic case of Claude-3-7-Sonnet-20250219 producing “logically correct reasoning but incorrect answers.
Although the model’s reasoning process and calculation formula itself are correct—i.e., Growth Multiple = 2025E EPS = 2023
EPS—the large model made a critical error in data selection. While correctly identifying the 2023 EPS data, it erroneously
used the 2026E EPS figure when referencing 2025E EPS, representing a clear year confusion. This serves as a reminder that
large models must exercise particular caution when handling financial data, ensuring the correct year is used and verifying that
calculations rely on accurate data sources.
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