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Figure 1: Demonstration of MERMAID. Given natural or facial images depicting various emotions, MERMAID
produces precise emotion classifications by integrating multimodal self-reflection, generative augmentation to am-
plify and enrich subtle emotional cues, and cross-modal verification.

Abstract

Multimodal large language models (MLLMs)
have demonstrated strong performance across
diverse multimodal tasks, achieving promis-
ing outcomes. However, their application
to emotion recognition in natural images re-
mains underexplored. MLLMs struggle to han-
dle ambiguous emotional expressions and im-
plicit affective cues, whose capability is crucial
for affective understanding but largely over-
looked. To address these challenges, we pro-
pose MERMAID, a novel multi-agent frame-
work that integrates a multi-perspective self-
reflection module, an emotion-guided visual
augmentation module, and a cross-modal ver-
ification module. These components enable
agents to interact across modalities and rein-
force subtle emotional semantics, thereby en-
hancing emotion recognition and supporting
autonomous performance. Extensive experi-
ments show that MERMAID outperforms ex-
isting methods, achieving absolute accuracy
gains of 8.70%–27.90% across diverse bench-
marks and exhibiting greater robustness in
emotionally diverse scenarios.

1 Introduction
Recent advances in multimodal large language
models (MLLMs) have led to substantial improve-

ments in diverse vision-language tasks, particu-
larly in visual perception and multimodal rea-
soning (Li et al., 2024b). However, current
MLLMs (Dai et al., 2023; Zhu et al., 2024; Bai
et al., 2025; Zhu et al., 2025) still struggle with ac-
curate emotion recognition in wild facial images,
where expressions are often ambiguous or masked
by complex backgrounds (Yang et al., 2023b; Liu
et al., 2024a; Li et al., 2025). Moreover, they
remain limited in interpreting emotions that are
implicitly evoked by non-facial, naturalistic im-
ages (Chen et al., 2024). Prior work has mainly
focused on recognising explicit human emotions
from facial expressions and bodily cues, as illus-
trated in Fig. 2. By contrast, we address the sub-
tle and underexplored challenge of recognising im-
plicit affective states, where emotional meaning is
contextually embedded and visually less salient.

Unlike explicit emotional images with clear fa-
cial expressions, unconstrained wild face images
and implicit non-facial images often exhibit weak,
ambiguous, and spatially dispersed emotional cues
that remain difficult to detect even for human ob-
servers (Yang et al., 2021). Interpreting these
images typically requires deeper, more context-
aware multimodal reasoning (Cheng et al., 2024),
as their affective semantics are subtle and strongly
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Explicit Emotion (Face-Centric) Implicit Emotion (Natural Scene)

Figure 2: Comparison between images containing ex-
plicit emotional content (facial and bodily cues) and nat-
uralistic images with implicit emotional semantics.

dependent on scene composition or background
context. Furthermore, accurate recognition of
wild or non-face images is essential for improving
the emotional sensitivity of MLLMs. This bene-
fits downstream tasks such as empathetic human-
computer interaction (Song et al., 2023), pub-
lic sentiment analysis (Wang and Li, 2015), and
emotion-aligned content generation (Chowdhury
et al., 2024; Qiu et al., 2025).

Two fundamental challenges hinder accurate
emotion recognition of wild and implicit images:
(1) human facial emotional responses are inher-
ently subjective, varying across different view-
ers or even co-occurring within the same individ-
ual (Peng et al., 2015); and (2) evoked emotions
in non-face implicit images often intertwine with
the multiple depicted subjects’ expressed emotions
through subtle affective resonance (Zhou et al.,
2003; Besel and Yuille, 2010), further complicat-
ing precise emotional attribution. Existing meth-
ods often produce inconsistent predictions due
to ambiguous cues and limited reasoning mecha-
nisms (Zhao et al., 2025; Yang et al., 2025a). Train-
ing with diverse wild and implicit images also re-
quires well-annotated labels, which are costly and
difficult to scale. These limitations highlight the
need for a framework capable of recognising emo-
tions more robustly and flexibly without relying on
extensive task-specific training.

In this paper, we propose a novel multi-agent
generative framework: Multi-perspective Emotion
Recognition via Multi-Agent generatIve Decision-
making (MERMAID). To our knowledge, this is
the first multi-agent generative framework specifi-
cally designed for emotion recognition from both
wild face images and implicit non-face images (il-
lustrated in Fig. 1). Moreover, to handle subjec-
tivity and co-occurring responses, MERMAID em-
ploys a Softmax output to probabilistically model
multiple plausible emotion candidates.

Unlike prior approaches, MERMAID employs
an emotion-guided visual augmentation mod-
ule to amplify subtle emotional cues and rein-
force visual reflection. A multi-perspective self-
reflection module provides iterative textual and
visual feedback to refine predictions and capture
complex, multi-faceted emotional attributions. A
cross-modal verification module ensures reliabil-
ity by examining predictions across modalities. To-
gether, these modules form a multi-agent system
that enables more transparent and reliable decision-
making, as shown in Fig. 1. In summary, our main
contributions are as follows:

• We propose MERMAID, the first multi-agent
framework for accurate and interpretable
emotion recognition from wild facial images
and non-facial scenes with subtle contextual
cues without task-specific training.

• We introduce multi-perspective self-
reflection agents, which iteratively refine
emotional predictions through textual and
visual feedback, enhanced by an emotion-
guided visual augmentation agent.

• Extensive experiments show that MERMAID
improves emotion recognition accuracy by up
to 27.90% over strong baselines, demonstrat-
ing consistent effectiveness and generalisa-
tion across multiple benchmarks.

2 Related Works
Emotion recognition with MLLMs: Recent
MLLMs have advanced emotion recognition by in-
corporating specialised techniques, such as AER-
LLM (Hong et al., 2025) for ambiguous emotion
modelling, Emotion-LLaMA (Cheng et al., 2024)
for multimodal fusion, and EMO-LLaMA (Xing
et al., 2024), which enforces detailed facial ex-
pression understanding. These methods leverage
advanced approaches including micro-expression
analysis (Zhang, 2024), multi-perspective visual
projection (Yang et al., 2024c), and detailed fa-
cial and audio modalities (Yang et al., 2025a).
However, most approaches still heavily rely on ex-
plicit emotional cues and constrained visual con-
texts, limiting their ability to capture implicit emo-
tional expressions present in complex, naturalistic
images. By contrast, MERMAID explicitly ad-
dresses this gap by integrating generative visual
augmentation with multimodal self-reflective rea-
soning, enabling the recognition of nuanced emo-
tions beyond surface-level affective cues.
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Multi-agent for emotion-related applications:
Existing multi-agent frameworks have advanced
emotion-related applications through specialised
collaborative roles (Zhang et al., 2024b; Fan et al.,
2024), such as EmoEdit (Yang et al., 2024b),
which can semantically guide affective manipula-
tion, EmoAgent (Qiu et al., 2025), which has struc-
tured editing pipelines with critical evaluation, and
generative model CAMEL (Zhang et al., 2024a) for
metaphorical emotions. However, these methods
typically overlook the iterative interplay between
textual reasoning and visual context required for
interpreting implicit emotional signals (Shen et al.,
2024). To overcome this limitation, MERMAID
uniquely leverages iterative cross-modal collabora-
tion, where generative augmentation produces ex-
plicit visual context. Subsequently, multi-agent
self-reflection iteratively refines emotional predic-
tions across modalities. This mechanism allows
MERMAID to effectively capture subtle emotional
semantics embedded in naturalistic and contextu-
ally complex images, surpassing existing methods
in implicit emotion recognition tasks.
Self-reflection: Recent studies have employed
self-reflective techniques in large language mod-
els (LLMs) to iteratively refine model outputs and
enhance reasoning accuracy (Ullah et al., 2023;
Li et al., 2024c). Self-Refine (Madaan et al.,
2023) and Multi-Aspect Feedback (Nathani et al.,
2023) demonstrated gains in interpretability and
stability through internal textual feedback loops,
while WikiAutoGen (Yang et al., 2025b) intro-
duces multi-perspective reasoning cues. However,
these methods remain primarily text-centric, lack-
ing integration of visual context. In contrast, MER-
MAID introduces multimodal self-reflection, itera-
tively combining textual reasoning and generative
visual feedback to refine emotion recognition. Our
ablation studies demonstrated that this approach
can improve robustness and interpretive depth in
subtle and context-dependent emotional scenes.

3 Task Definition
Given an input image I ∈ RH×W×3, where H
and W denote the image height and width, and
a predefined set of n candidate emotion labels
E = {e1, e2, . . . , en}, the objective is to predict
the dominant emotion ê ∈ E. To enrich contex-
tual understanding, we incorporate a text query Q,
which provides task instructions, image descrip-
tions, or scenario-oriented prompts (e.g., “what
emotion is evoked by this image in a social con-
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Figure 3: Illustration of the task. Given an image I and
a text queryQ, the model outputs a Softmax distribution
over n candidate emotion labels E, with the dominant
emotion highlighted (red ring). Candidate emotions are
represented in orange circles.
text?”). This task is formulated as a conditional
classification problem:

ê = arg max
e∈E

P (e | I,Q), (1)

where P (e | I,Q) denotes the conditional proba-
bility of assigning label e to image I given Q. We
normalise the probabilities using a Softmax func-
tion over the emotion labels so that

∑n
i=1 P (ei |

I,Q) = 1. Fig. 3 illustrates the task: given I and
Q, the model outputs a Softmax probability distri-
bution, from which the dominant emotion label ê
is selected. The query Q may be iteratively refined
during inference to enhance prediction accuracy,
as detailed in Section 4.

4 Method
4.1 MERMAID Framework
MERMAID is a multi-agent framework designed
to iteratively enhance emotion recognition through
multi-perspective self-reflection. As illustrated in
Fig. 4 and Algorithm 1, given an input image
I and an initial text query Qinit, MERMAID be-
gins by generating an initial prediction e(0) us-
ing the decision agent. This prediction is evalu-
ated by the textual self-reflection agent, where
the result is returned directly if the result is con-
sidered sufficiently reliable, or otherwise the tex-
tual self-reflection agent provides reflective infor-
mation Ftext to the decision agent to guide the fol-
lowing prediction e′. The updated prediction e′ is
then further evaluated by the visual self-reflection
agent. At this stage, the augmentation agent
first generates emotion-guided augmented images,
which are then used by the visual self-reflection
agent to assess e′. If the result is considered suf-
ficiently reliable, the result is returned. Otherwise,
the visual self-reflection agent provides reflective
informationFvis to guide the decision agent for gen-
erating the following prediction e′′, which is then
re-evaluated by the textual self-reflection agent.
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Figure 4: MERMAID framework comprises three synergistic modules for multi-perspective emotion recognition:
(1) Decision Agent performs initial emotion classification. (2) Self-reflection Agents revisit the decision via textual
and visual cues, generating critiques and alternative hypotheses. (3) Augmentation Agent creates contrastive
emotion-aligned images to facilitate visual verification and reinforce reasoning.

This iterative process between visual and textual
self-reflection continues until a predefined maxi-
mum number of outer iterations is reached. This
design mimics human reasoning through iterative
reflection–decision cycles and cross-modal eval-
uation (Yang et al., 2024a), capturing the multi-
faceted nature of human cognition and enhancing
consistency and prediction reliability (Ye et al.,
2025). Note that the text query Q refers to infor-
mation provided by users or agents integrated with
the corresponding system prompts (see Appendix
Section C) as input to the agents. Further details
are provided in the following paragraphs.

4.2 Decision Agent
This agent serves as the core component of MER-
MAID, responsible for generating emotion predic-
tions for the input image I at different stages of
the reasoning process. As shown in Algorithm 1,
the decision agent receives a sequence of evolving
queries: the initial query Qinit in Block1 (Line2)
representing the user input query (e.g., the dom-
inant emotion depicted in the image). The text-
reflection query Qtext in Block2 (Lines7 and 18),
encapsulating feedback and suggestions from the
textual self-reflection agent based on semantic and
contextual evaluation. And the visual-reflection
query Qvis in Block3 (Line13) incorporates guid-
ance derived from comparisons with emotion-
conditioned images (images are from the augmen-
tation agent). The latter two are produced by
GENERATEQUERYTEXT and GENERATEQUERYVIS,
respectively. Each module extracts guidance con-
tent Q from the reflective feedback F provided by
its corresponding self-reflection agent and embeds
it into the decision agent’s prompt to inform subse-

Algorithm 1: MERMAID
Input: image I , text query Qinit, emotion labels

E = {e1, . . . , en}, maximum
outer-iterations Tmax

Output: predicted dominant emotion ê,
F.status ∈ {good_enough, needs_revision}

1 Initialisation: t← 0;
2 e(0) ← DECISIONAGENT(I,Qinit) ; // All block 1

3 Ftext ← TEXTREFLECT(I,Qinit, e
(0)) ; // Block 2 started

4 if Ftext.status == good_enough then
5 return ê← e(0) ; // Early exit if initial label is accepted

6 Qtext ← GENERATEQUERYTEXT(Ftext);
7 e′ ← DECISIONAGENT(I,Qtext) ; // Block 2 end
8 for t = 1 to Tmax do

// Visual reflection using augmented samples and Block 3 started
9 Fvis ← VISUALRE-

FLECT(I, {AUGMENTAGENT(I, ei)}ei∈E , e
′) ;

10 if Fvis.status == good_enough then
11 return ê← e′ ; // Accept label if visual reflection

satisfied

12 Qvis ← GENERATEQUERYVIS(Fvis);
13 e′′ ← DECISIONAGENT(I,Qvis) ; // Block 3 end

14 Ftext ← TEXTREFLECT(I,Qinit, e
′′) ; // Back to block 2

15 if Ftext.status == good_enough then
16 return ê← e′′;
17 Qtext ← GENERATEQUERYTEXT(Ftext);
18 e′ ← DECISIONAGENT(I,Qtext) ; // Block 2 end again

19 return ê← e′ ; // Return final label after max iterations

quent predictions. This guidance content captures
how each agent assesses the previous prediction,
enabling more informed and adaptive outputs. The
design draws inspiration from third-party conflict
resolution, where external perspectives are used to
iteratively reassess and refine decisions.

The emotion recognition process is formu-
lated as a sequence of conditional predictions:
e∗= arg maxe∈E P (e|I,Q), where E is the set of
candidate emotion labels, I is the input image, and
Q denotes the current query (including image cap-
tion and feedback). The prediction e∗ evolves over
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multiple stages: e(0) is the initial output from the
decision agent based on the initial query Qinit; e′
is the updated prediction guided by textual self-
reflection information (Qtext); and e′′ is further re-
fined based on visual self-reflection using emotion-
guided augmented examples (Qvis). Unlike tradi-
tional one-pass classifiers, our decision agent in-
crementally calibrates its predictions through mul-
timodal self-reflection, enhancing both accuracy
and interpretability. Additionally, the incorpo-
ration of modality-specific perspectives supports
cross-verification in emotionally ambiguous sce-
narios, which is inspired by the third-party conflict
resolution strategies that integrate external view-
points to refine decision quality.

4.3 Multi-Perspective Self-reflection Agents
To mitigate ambiguity in emotion recognition,
our MERMAID introduces two specialised multi-
perspective self-reflection agents operating across
modalities. These agents are responsible for
generating the reflective information F , where
F.status ∈ {good enough , needs revision}
refers to the evaluation result produced by the cor-
responding self-reflection agent.
Textual self-reflection agent: Given the current
emotional prediction for the image I of the deci-
sion agent, the agent evaluates the validity of the
initial output e(0) or the updated prediction e′′ from
the visual self-reflection stage, and accordingly
generates the textual self-reflective feedback Ftext.
This evaluation emphasises multi-perspectivity by
assigning distinct perspectives: one general eval-
uator and three specialists, each focusing on facial
expression, colour, and scene context, respectively.
The evaluation is grounded inQinit, which includes
the image caption and the list of candidate emotion
labels. In this way, the textual self-reflection agent
assesses the prediction from the textual modality
using multiple perspectives to determine its ap-
propriateness. The output, denoted as reflective
information Ftext, comprises a status indicator, a
suggestion, and explanatory feedback. Specifi-
cally, the status indicator within Ftext determines
whether further iterations are necessary, while the
suggestion and explanatory feedback jointly form
the query Qtext, capturing the cognitive reasoning
behind the evaluation. This information is subse-
quently passed on to the decision agent to guide
the next round of prediction.
Visual self-reflection agent: Emotion recogni-
tion becomes particularly challenging when affec-

tive cues are not explicitly visible in the orig-
inal image. To address this, we introduce an
augmentation agent that synthesises a set of
emotion-conditioned images {Ĩe} for each candi-
date emotion label e ∈ E, as described in Al-
gorithm 1 (Line 9). These augmented images
are generated using text-to-image models (e.g., In-
structPix2Pix (Brooks et al., 2023), Stable Diffu-
sion (Rombach et al., 2022), or Flux (Labs, 2024)),
guided by the input image I and the predefined
emotion set E. By visualising how each emotion
may manifest in the scene, the generated exam-
ples serve as references. The visual self-reflection
agent compares the input image with them in
terms of lighting, composition, and atmosphere,
enabling more interpretable and robust emotion at-
tribution under visual ambiguity.

Given {Ĩe}, the prediction e′ from the textual
self-reflection stage, and the reference images I ,
the visual self-reflection agent evaluates the pre-
diction and generates reflective information Fvis.
The evaluation compares I with {Ĩe} from gen-
eral, facial expression, scene, and colour perspec-
tives. This further reinforces multi-perspectivity
by identifying the most appropriate emotion label
based on the semantic similarity between I and Ĩe.
This process is based on the assumption that an
augmented emotional image should reflect the true
emotion expressed in I , an assumption validated by
our experiments in Section 5.3. Whereas an incor-
rect label will generate an image that deviates from
the ground truth, this contrast helps improve im-
age emotion recognition accuracy. Similar to Ftext,
Fvis consists of a status indicator, a suggestion, and
feedback. The status determines whether the iter-
ation should continue, while the suggestion and
feedback form Qvis support the decision agent in
making a new prediction. This information is pri-
marily derived from the visual modality and serves
to complement the textual self-reflection agent.

4.4 Cross-modal Verification
To ensure the reliability of MERMAID, cross-
modal verification serves as a key mechanism. As
shown in Algorithm 1, the predictions based on ev-
idence from one modality are consistently verified
by the self-reflection agent from another modality
(e.g., in Lines 7 and 9, and in Lines 13 and 14).
From our perspective, this design helps eliminate
emotional ambiguity and produces results agreed
upon across the two modalities, thereby increasing
both reliability and accuracy.
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Dataset Model Param Method

Zero Shot ICL (1 Shot) ICL (2 Shot) ICL (3 Shot) ICL (4 Shot) ICL (5 Shot) Ours

EmoSet
(Yang et al., 2023a)

Qwen2-VL
(Wang et al., 2024)

2B 31.40 37.10 32.90 18.90 23.20 14.00 56.10+24.70%

7B 39.20 51.70 50.70 51.10 50.70 49.90 63.70+24.50%

LLaVA-1.5
(Liu et al., 2024a)

7B 31.80 34.20 31.90 34.70 30.40 29.30 46.10+14.30%

13B 41.30 53.30 51.50 53.40 48.80 52.20 57.90+16.60%

LLaVA-NeXT
(Liu et al., 2024b)

7B 34.80 33.70 32.70 29.30 32.40 33.60 50.40+15.60%

13B 37.70 27.70 28.70 29.40 27.90 28.40 55.90+18.20%

InstructBLIP
(Dai et al., 2023)

7B 17.70 27.90 26.90 26.70 25.20 29.90 40.70+23.00%

13B 19.80 28.10 29.30 29.60 29.70 22.60 42.50+22.70%

Emotion6
(Peng et al., 2015)

Qwen2-VL
(Wang et al., 2024)

2B 26.50 22.50 18.60 17.10 17.50 16.80 47.80+21.30%

7B 32.00 41.40 39.20 39.80 40.60 38.60 56.80+24.80%

LLaVA-1.5
(Liu et al., 2024a)

7B 28.90 32.00 24.20 25.80 25.10 24.60 51.90+23.00%

13B 34.20 44.10 44.10 44.50 50.20 43.30 56.80+22.60%

LLaVA-NeXT
(Liu et al., 2024b)

7B 34.00 33.80 33.20 35.50 31.10 33.80 61.90+27.90%

13B 32.70 34.40 32.40 30.60 25.50 28.40 58.10+25.40%

InstructBLIP
(Dai et al., 2023)

7B 14.80 21.60 22.60 24.10 23.60 22.60 39.20+24.40%

13B 18.80 26.60 29.60 27.10 28.20 24.70 43.10+24.30%

Artphoto
(Machajdik and Hanbury, 2010)

Qwen2-VL
(Wang et al., 2024)

2B 22.05 25.56 23.57 20.84 22.97 19.35 45.41+23.36%

7B 29.73 35.48 36.97 38.59 37.97 38.83 48.26+18.53%

LLaVA-1.5
(Liu et al., 2024a)

7B 26.29 30.89 27.92 28.66 26.43 24.19 35.12+8.83%

13B 28.96 38.30 38.86 39.33 36.48 36.23 43.22+14.26%

LLaVA-NeXT
(Liu et al., 2024b)

7B 25.86 24.57 23.57 26.80 27.79 25.19 34.72+8.66%

13B 27.59 19.11 22.17 23.80 20.84 21.71 39.33+11.80%

InstructBLIP
(Dai et al., 2023)

7B 8.05 13.66 16.56 15.21 19.62 13.67 35.30+27.25%

13B 12.53 21.66 22.71 21.16 23.20 21.66 37.79+25.26%

Table 1: Accuracy (%) across three image emotion recognition datasets. The red numbers represent the improve-
ments achieved by MERMAID compared to the zero-shot performance of each model.

5 Experiment
5.1 Experimental Setup
In this section, we briefly explain the experimental
setup used to validate the effectiveness of MER-
MAID. We select diverse MLLMs ranging from
2B to 13B parameters for three key roles: caption
generation, emotion recognition (decision agent),
and self-reflection reasoning (self-reflection agent).
To enable emotion-guided visual augmentation,
we incorporate a 12-layer Q-Former pretrained by
Yang et al. (2024b) (with 76 query tokens and hid-
den size 768), which fuses image and text (emotion
label) embeddings based on CLIP features. The Q-
Former is used exclusively during the augmenta-
tion stage to condition the latent prompt space for
InstructPix2Pix, which performs emotion-targeted
image editing using 100 denoising steps, a guid-
ance scale of 7.5, and an image guidance scale of
1.5. During self-reflection, we apply temperature-
controlled decoding with temperature set to 0.7,
and use ensemble aggregation (b=5) across up to
four specialised perspectives. The outer iteration
between textual and visual self-reflection termi-
nates early if predictions converge, with a maxi-
mum of 3 iterations. The full pipeline processes
each image in approximately 15 seconds on aver-
age. All experiments are conducted on a single
NVIDIA H100 GPU using FP16 precision.
Baselines and datasets: We systematically eval-
uate our method against state-of-the-art MLLMs

using both zero-shot and in-context learning (ICL)
with 1 to 5 examples. The evaluated models in-
clude Qwen2-VL (Wang et al., 2024), LLaVA-
1.5 (Liu et al., 2024a), LLaVA-Next (Li et al.,
2024a), and InstructBLIP (Dai et al., 2023), span-
ning 2B to 13B scales to demonstrate the effective-
ness of the MERMAID framework. Each model is
assessed under zero-shot and ICL setups with 1–5
examples (Mosbach et al., 2023) to measure label
efficiency and few-shot adaptability.

We conduct primary evaluations on
three datasets with increasing domain shift.
EmoSet (Yang et al., 2023a) contains over
100K images annotated with eight emotion.
Emotion6 (Peng et al., 2015) includes 1,980
crowd-sourced real-world images across six
emotions. Artphoto (Machajdik and Hanbury,
2010) comprises 806 artist-tagged photos with
abstract emotional content. Emotion classification
accuracy is used as the evaluation metric. We test
on 1,000 samples from EmoSet and Emotion6,
and use all 806 images from Artphoto. For
ICL, support examples are drawn from EmoSet,
and Emotion6 and Artphoto are used to assess
out-of-domain generalisation (Man et al., 2024).

5.2 Experimental Results

Table 1 summarises the experimental results, show-
ing that MERMAID consistently outperforms all
baselines across three emotion benchmarks.
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On the EmoSet dataset, our framework with
Qwen2-VL-7B achieves the highest accuracy of
63.70%, improving upon its strongest baseline of
51.70% (1-shot ICL) by +12.00%. Among all
baseline results, LLaVA-1.5-13B with 3-shot ICL
achieves the highest at 53.40%, which our frame-
work further improves to 57.90% (+4.50%). On
the Emotion6 dataset, the best baseline perfor-
mance for LLaVA-NeXT-7B is 35.50% with 3-shot
ICL, which is further improved by MERMAID to a
leading performance of 61.90% (+26.4%). Mean-
while, LLaVA-1.5-13B with 4-shot ICL achieves
the strongest baseline result, reaching 50.20%,
which our framework further boosts to 56.80%
(+6.6%). On the stylistically divergent Art-
photo dataset, our framework remains effective.
InstructBLIP-7B achieves the lowest performance
among all baselines, with only 8.05% under the
zero-shot setting, but is significantly improved
by our framework to 35.50% (+27.45%). Mean-
while, Qwen2-VL-7B again achieves the best per-
formance with our framework, reaching 48.26%.
In summary, MERMAID enhances the capabili-
ties of MLLMs in emotion recognition, as demon-
strated by consistent performance improvements
across diverse models and evaluation settings.

5.3 Ablation Study
Text Visual Iteration EmoSet Emotion6 Artphoto Average

39.20 32.00 29.73 33.64
45.50 40.00 37.27 40.92
49.20 46.20 42.55 45.98
56.20 45.70 46.20 49.37
63.70+24.50% 56.80+24.80% 48.26+18.53% 56.25+22.61%

Table 2: Ablation on Qwen2-VL-7B evaluating the im-
pact of reflection and iteration.
Ablation study on reflection modules and itera-
tive design: We conduct an ablation study to evalu-
ate the individual and joint contributions of textual
reflection, visual reflection, and the iterative de-
sign. As shown in Table 2, relying only on the ini-
tial prediction without reflection yields low accu-
racy (33.64% on average). Textual reflection alone
provides steady improvements, showing the bene-
fit of linguistic reasoning grounded in captions. Vi-
sual reflection offers greater gains, particularly on
Emotion6 and Artphoto. Combining both modules
leads to further improvements, confirming the ef-
fectiveness of their collaboration. The full MER-
MAID framework, which integrates both reflec-
tion modules with iterative refinement, achieves
the best results: 63.70% on EmoSet, 56.80% on
Emotion6, and 48.26% on Artphoto, with an av-
erage improvement of 22.61% over the initial pre-

diction. These results demonstrate the complemen-
tary strengths of each module and the importance
of iteration in promoting cross-modal consistency.
Ablation study on generative models:

Model EmoSet Emotion6 Artphoto Average
Raw 39.20 32.00 29.73 33.64
PnP 61.30 52.90 48.44 54.21+20.57%

SDEdit 58.20 51.90 55.77 55.29+21.65%
ControlNet 61.20 58.10 50.90 54.73+21.09%
EmoEdit 63.70 56.80 48.26 56.25+22.61%

Table 3: Ablation on Qwen2-VL-7B evaluating the im-
pact of different generative models.

We consider that pretrained generative mod-
els may introduce representational biases during
data augmentation, potentially reinforcing stereo-
typical emotional cues. To mitigate this, MER-
MAID incorporates an alternating self-reflection,
enabling iterative refinement of generated exem-
plars to reduce bias by cross-modal validation
across diverse generation priors. As shown in Ta-
ble 6, we conducted experiments using different
generative models. Despite the significant stylis-
tic and semantic differences across models, MER-
MAID, which utilises different generative models,
consistently achieves strong performance across
all datasets. Performance gains over raw data
range from +14.06% to +26.04%. On average,
MERMAID with different generative models all
achieved similar performance improvements, with
scores ranging only from 50.62 to 56.25.

5.4 Parameter Analysis
Self-reflection and decision agents: We evaluate
three key parameters: the number of perspectives
(K), the ensemble size (b), and the number of outer
iterations (T ). The parameter K applies to the tex-
tual self-reflection agent and controls how many
distinct perspectives are assigned, randomly sam-
pled in each run. The ensemble size b determines
how many times the reflection agents produce feed-
back and the decision agent generates predictions;
the b outputs are averaged to obtain the final result.
The outer iteration count T defines the number of
interaction rounds between the two agents. When
evaluating each parameter, the other two are fixed
as described in Section 5.1. Results in Fig. 5 show
that increasing K from one to four improves ac-
curacy by capturing diverse emotional cues such
as facial expressions and scene context. A larger
ensemble size b reduces variance through aggre-
gation, and b=3 offers a good trade-off between
stability and cost. Increasing T deepens cross-
modal checking, with performance typically con-
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Figure 5: The results of the parameter analysis. We examine the influence of core parameters in MERMAID,
including inner reflection steps (K), ensemble size (b), outer iterations (T ), guidance scale, and inference steps. All
results are averaged over three independent runs on the EmoSet dataset using 1,000 images.
verging at T=3 as predictions become consistently
validated across modalities. Overall, despite mi-
nor variation from parameter choices, MERMAID
consistently outperforms baselines on EmoSet, as
shown in Table 1.
Augmentation parameters: We examined how
the generation fidelity of augmented images im-
pacts visual self-reflection, focusing on image
guidance, text guidance, and inference steps. As
shown in Fig. 5, image guidance exhibits a non-
monotonic trend: accuracy peaks at a scale of 2.5
and declines thereafter. This suggests that mod-
erate constraints help preserve emotional features,
whereas excessive image guidance introduces arte-
facts that impair alignment. Text guidance im-
proves performance steadily up to 7.5, where se-
mantic supervision best aligns generated images
with emotional intent, particularly when textual
cues (e.g., emotion labels) are subtle. Beyond this
point, accuracy slightly drops due to reduced di-
versity or over-conditioning on limited text infor-
mation. Inference steps enhance accuracy up to
100 steps by reducing noise and improving clarity,
after which returns diminish while cost increases.
In summary, the analysis of augmentation param-
eters underscores the importance of the augmenta-
tion agent and the need to calibrate generation set-
tings to produce emotional cues that are both per-
ceptually grounded and compatible with the self-
reflection process.

5.5 General Recognition Tasks

Method
Dataset

AverageMini-ImageNet CIFAR-10 CIFAR-100 MNIST
Raw 31.20 79.60 54.90 84.30 62.50
ICL 45.70 75.20 63.90 81.00 66.45
Ours 78.70+47.50% 89.20+9.60% 84.70+29.80% 93.40+9.10% 86.50+24.00%

Table 4: Results in general image recognition tasks.
In addition to emotion-centric benchmarks, we
also evaluate our framework on four widely-
used general image recognition datasets: Mini-
ImageNet, CIFAR-10, CIFAR-100, and MNIST, as
shown in Table 4. The results demonstrate that our

reflection-enhanced framework consistently out-
performs both the raw and in-context learning base-
lines across all tasks. Notably, it achieves substan-
tial improvements of +47.5% on Mini-ImageNet
and +29.8% on CIFAR-100 over the raw baseline
using Qwen2-VL-7B. Both datasets involve fine-
grained classification, indicating that MERMAID
benefits from iterative consistency checks even in
the absence of emotional context. Overall, exper-
iments demonstrate that MERMAID extends be-
yond emotion-centric tasks and can be applied to
general recognition tasks that benefit from struc-
tured self-reflection and cross-modal reasoning.

5.6 Statistical Significance Experiments

Method Mean (%) StdDev t-test p Wilcoxon p

Raw 39.12 0.10
2.51× 10−19 9.8× 10−4

Ours 63.46 0.33

Table 5: Statistical comparison between our method
and the raw baseline on EmoSet. StdDev denotes stan-
dard deviation. Reported p-values correspond to the
paired one-sided t-test and Wilcoxon signed-rank test
with the significance level of α = 5%.

To assess the robustness and statistical reliabil-
ity of our framework, we conduct 10 independent
runs with Qwen2-VL-7B under identical experi-
mental settings using different random seeds. As
summarised in Table 5, our framework achieves an
average accuracy of 63.46% (± 0.33), markedly
outperforming the raw baseline of 39.12% (±0.10).
To statistically evaluate performance gains, we
test the null hypothesis H0: both methods yield
equal mean performance, against the alternative
H1: ours performs better. Since the resulting p-
values are less than 0.05, the null hypothesis is
rejected and the alternative hypothesis is conse-
quently accepted, indicating that our method per-
forms significantly better than the baseline.

5.7 The Bias of Pretrained Models
Different pretrained generative models may intro-
duce representational biases during data augmen-
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Model EmoSet Emotion6 Artphoto Average
Raw 39.20 32.00 29.73 33.64
PnP 61.30 52.90 48.44 54.21+20.57%

ControlNet 61.20 58.10 50.90 54.73+21.09%
SDEdit 58.20 51.90 55.77 55.29+21.65%

EmoEdit 63.70 56.80 48.26 56.25+22.61%

Table 6: The results of MERMAID with different mod-
els for the augmentation agent.

tation, potentially reinforcing stereotypical emo-
tional cues. To mitigate this, MERMAID employs
alternating self-reflection, enabling iterative refine-
ment of generated exemplars and reducing bias
through cross-modal validation across diverse pri-
ors. We conducted experiments with different gen-
erative models, and the results are shown in Ta-
ble 6. Despite large stylistic and semantic differ-
ences, MERMAID achieved strong performance
across all datasets. Performance gains over raw
data ranged from +14.06% to +26.04%. On av-
erage, MERMAID yielded comparable improve-
ments, with scores from 50.62 to 56.25.

5.8 Further Discussion
How does reflection improve emotional under-
standing? MERMAID enhances emotional un-
derstanding by enabling models to iteratively re-
consider their predictions using cross-modal in-
sights. Textual reflection contributes semantic clar-
ity and interpretability, while visual reflection an-
chors these insights with concrete visual exam-
ples, highlighting nuanced emotional differences.
This dual-modality interplay facilitates deeper rea-
soning, yielding more accurate and contextually
grounded emotional assessments.
Why is iterative refinement necessary? Due
to the inherent subtlety and contextual variability
of emotions, single-step predictions are often in-
sufficient. MERMAID’s iterative refinement pro-
cess systematically resolves ambiguities and in-
consistencies by progressively incorporating multi-
modal feedback. This continuous reassessment not
only stabilises predictions across diverse scenarios
but also consistently enhances generalisation, as
reflected by consistent performance improvements
across varied emotional contexts.

6 Conclusion
We present MERMAID, the first multi-agent
framework that explicitly integrates gener-
ative augmentation with multi-perspective
self-reflection for image emotion recognition. Mo-
tivated by the limitations of conventional MLLMs

in handling subtle and implicit affective cues,
MERMAID introduces an iterative reasoning
paradigm in which textual, visual, and generative
agents collaboratively refine emotional predictions.
Extensive evaluations across diverse benchmarks
demonstrate that MERMAID achieves superior
performance and generalisation compared to
strong baselines. Ablation studies further validate
the effectiveness of key components, including
the reflection agents, the decision agent, and the
iterative design. Overall, our work provides a scal-
able solution for nuanced emotion understanding
and establishes a new direction for agent-based
emotion-related reasoning.

7 Limitation
Although MERMAID achieves consistent perfor-
mance improvements across multiple datasets, its
fairness under demographic or cultural variation
remains underexplored. Emotion perception is
inherently subjective and context-dependent, of-
ten shaped by cultural norms, individual back-
ground, and visual representation. However, ex-
isting benchmarks such as EmoSet and Emotion6
predominantly consist of Western-centric or demo-
graphically limited samples, which may lead to
biased model behaviour when deployed in more
diverse settings. In addition, the generative aug-
mentation module relies on pretrained models,
which are known to exhibit representational biases.
These biases can manifest in the visual render-
ing of emotional exemplars, potentially reinforc-
ing stereotypical associations between certain af-
fective states and specific demographic traits.

8 Ethical Considerations
MERMAID aims to recognise emotions from wild
face images and implicit non-face images. Recog-
nising the potential risks associated with MER-
MAID, we are extremely cautious with the data we
use to ensure the limited risk of exposure of confi-
dential data. All data used in this paper are sourced
from publicly available datasets with appropriate
consent or licenses. Additionally, the compared ap-
proaches we use have also been publicly available
and do not pose any privacy risks.
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A Implementation Details
A.1 Dataset Details
To comprehensively assess the performance of our proposed framework under varying affective and visual
complexities, we evaluate on three representative emotion recognition datasets: EmoSet, Emotion6, and
Artphoto. Each dataset is chosen to reflect a distinct axis of variation in emotional expressivity, semantic
abstraction, and domain characteristics.

• EmoSet is a large-scale corpus containing over 100,000 naturalistic images labelled with one of eight
basic emotion categories: amusement, contentment, anger, excitement, fear, sadness, awe, and dis-
gust. The dataset features a wide range of human-centric and environment-driven imagery collected
from the wild. Labels are derived from a combination of expert annotation and automatic heuristics
grounded in affective computing. The scale and diversity of EmoSet make it suitable for in-domain
training and evaluation, particularly in modelling mixed facial and contextual emotional cues.

• Emotion6 is a compact yet diverse benchmark comprising 1,980 real-world images, each annotated
with one of six core emotional states: happiness, sadness, anger, fear, surprise, and disgust. An-
notations were obtained through crowdsourcing, reflecting human consensus in emotion perception.
Compared to EmoSet, Emotion6 features fewer samples but preserves scene diversity and emotional
ambiguity, offering a challenging benchmark for generalisation under low-resource settings.

• Artphoto contains 806 artistic photographs with emotional tags provided by expert curators. Im-
ages in this dataset often rely on abstract composition, colour usage, and stylistic elements to evoke
emotion, rather than direct facial or bodily cues. It introduces a domain shift from natural to artistic
expression, where affective semantics are more implicitly embedded, making Artphoto a valuable
benchmark for evaluating model robustness under stylistic and non-literal emotion representations.

All datasets used in our work are publicly available and adhere to ethical standards. EmoSet and Emotion6
are released for research purposes with clear usage guidelines, and Artphoto was originally curated under
academic licensing for affective image analysis. These selections ensure not only diversity in evaluation
but also compliance with reproducibility and data transparency principles.

A.2 Model Implementation Details
We include additional implementation details to facilitate reproducibility.
Model versions: Our framework supports a broad range of multimodal large language models
(MLLMs), including Qwen/Qwen-VL-7B, Qwen/Qwen-VL-2B, llava-hf/llava-1.5-13b-hf,
llava-hf/llava-1.5-7b-hf, llava-hf/llava-v1.6-vicuna-13b-hf,
llava-hf/llava-v1.6-vicuna-7b-hf, as well as Salesforce/instructblip-vicuna-7b
and Salesforce/instructblip-vicuna-13b. All models are retrieved from the HuggingFace
Model Hub in their instruction-tuned variants and are used in inference-only mode with frozen weights.
For each model, we use the instruction-tuned version with frozen weights during inference. Caption
generation and classification are carried out using the official transformers (v4.39.1).
Visual generation: To synthesize emotion-guided exemplars, we adopt the InstructPix2Pix pipeline
based on Stable Diffusion v1.5. Generation is conditioned on both the image and the target emotion label.
We set the number of denoising steps to 100, with a classifier-free guidance scale of 7.5 and an image
guidance scale of 1.5. All generated images are resized to 256×256 and precomputed before classification
to improve throughput.
System-level optimisations: All experiments are executed on a single NVIDIA H100 GPU using auto-
matic mixed precision to accelerate computation and reduce memory footprint. All augmented images
are precomputed and explicitly cached to mitigate potential memory bottlenecks. During inference, in-
termediate tensors are manually released via del and torch.cuda.empty_cache() to ensure efficient
memory reuse. The end-to-end processing time for each image, including visual augmentation and multi-
stage reflection, is approximately 15 seconds.
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B Workflow Example of MERMAID
The Fig. 6 in the appendix illustrates MERMAID’s iterative, multi-agent reflection workflow for emotion
recognition. Initially, the decision agent predicts an emotion based on visual and textual cues. The tex-
tual self-reflection agent evaluates this prediction through specific perspectives, recommending revisions
if needed. Subsequently, the visual self-reflection agent, supported by generative augmentation, further
refines the prediction by comparing the original image with emotion-guided visual references. This itera-
tive process continues until consensus is reached. Ultimately, the agents agree upon “Amusement” as the
final emotion classification, highlighting MERMAID’s capability to enhance recognition accuracy and
robustness through cross-modal and generative feedback.
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Figure 6: The multi-agent self-reflection workflow in MERMAID. The system presents a detailed view of the
multi-agent reflection workflow in our system. Given a query image, the initial prediction is generated by the
decision agent based on both visual and textual cues. This preliminary output is then passed through a series
of assessor agents: first, the textual self-reflection agent, then the visual self-reflection agent. The textual self-
reflection agent evaluates the emotional label using perspectives grounded in facial expressions, background context,
and colour tones derived from the image caption. Based on its analysis, it may suggest a revised emotion label,
accompanied by structured feedback that includes a revision status, an alternative label, and an explanation. Next,
the visual self-reflection agent compares the query image with reference exemplars associated with each candidate
emotion. If discrepancies are observed between the visual semantics and the predicted label, further suggestions
are issued. At each stage, the decision agent determines whether the current prediction is “good enough” or needs
further revision. If needed, the cycle continues until a consistent label is reached across agents. In the illustrated
case, the initial prediction “Sadness” is sequentially revised to “Contentment” and eventually to “Amusement”,
showcasing how multi-modal reasoning and agent disagreement guide the final decision through a self-corrective
feedback loop.
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C Prompts
This section details the key prompts used in our redesigned system. The base classification instruction is
now simplified. Reflection has shifted to an assessor-driven feedback loop. Variables like {variable} are
filled at runtime.

Base Emotion Classification Prompt

This image must be classified into one of these human emotions: {labels}.
Based on psychological and visual features such as facial expression, body posture, background
context, lighting, and colour tones, please analyse the emotional state represented.
Image Description: “{caption}”
Think carefully and choose only one emotion word from the list above.

Emotion Classifier Prompt Augmentation (with Feedback)

Image Context for Current Task:
Image Caption: “{image_caption}”
IMPORTANT GUIDANCE FOR REFINEMENT:
A previous reflection on the emotion “{emotion_being_assessed}” suggested the new emo-
tion might be “{suggestion_from_assessor}” based on the following feedback: “{feed-
back_from_assessor}”. Please carefully consider this feedback.
Your task is to choose the best emotion label for the image from the following list: {emo-
tion_labels}. Output only the chosen emotion word.

Textual Self-reflection Prompt

You are an Emotion Assessment AI acting in the role of a {perspective}, specialised in analysing
emotion from textual descriptions.
Current predicted emotion: “{current_emotion}”
Caption of the query image: “{caption}”
List of candidate emotion labels: {labels}
Your Task: 1. Evaluate whether the predicted emotion “{current_emotion}” is the most appropri-
ate given the caption. Rely solely on the textual description. 2. If the prediction is appropriate,
confirm it. 3. If not, suggest a better emotion from the label list and provide a concise explanation.
Output format: status: <“good_enough” or “needs_revision”>, suggestion: <label>, feedback:
<justification>
Example (if correct):
“status: good_enough, suggestion: {current_emotion}, feedback: Based on the caption, the cur-
rent label seems appropriate.”
Example (if incorrect):
“status: needs_revision, suggestion: Anger, feedback: The caption mentions ‘shouting’ and ‘ag-
gressive posture’, suggesting Anger is more fitting.”
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Perspectives Prompt

“Default”: “You are an Emotion Assessment AI (Text-Only). Current prediction: “cur-
rent_emotion”. Caption: “caption”. Labels: {labels}. Evaluate the prediction. If correct, confirm.
Otherwise, suggest a better label and explain why.”,
“Basic”: “Evaluate the prediction. If correct, confirm. Otherwise, suggest a better label and ex-
plain why.”,
“Focus_expression”: “You are a facial expression analyst. Based on the facial clues in the caption:
“caption”, judge whether the emotion “current_emotion” is correct among: {labels}. Explain your
reasoning clearly.”,
“Focus_scene”: “You are a background context emotion specialist. Based on environmental and
contextual elements from the caption: “caption”, evaluate whether “current_emotion” is appropri-
ate among: {labels}. Justify your reasoning.”,
“Focus_color”: “As a colour psychologist, analyse if the description: “caption” supports “cur-
rent_emotion” based on tone, colour, and mood. Choose the best label from: {labels}.”,
”Focus_action”: “You are an emotional behaviour analyst. From the actions described in the cap-
tion: “caption”, infer whether “current_emotion” is the most fitting label among: {labels}. Explain
your reasoning.”,
“Focus_social”: “You are a social context evaluator. Based on social interactions or cues described
in the caption: “caption”, assess if “current_emotion” is a reasonable label among: {labels}. Jus-
tify your answer.”

Visual Self-reflection Prompt

You are a visual reflection agent tasked with assessing the emotion of a given query image.
The predicted emotion is: “{current_emotion}”. Use the caption: “{query_caption}” and com-
pare it with the reference images.
You must assess emotional fit based on: - facial/body expression similarity - background and
compositional coherence - lighting, atmosphere, and colour-based affective cues
Reference labels: {emotion_labels}
Reference Images Context: Label: “{ref_emotion_label_1}” | Description: “{ref_caption_1}” La-
bel: “{ref_emotion_label_2}” | Description: “{ref_caption_2}” ...
Determine whether the predicted emotion is accurate. If not, suggest a better one and explain why.
Output format: status: <“good_enough” or “needs_revision”>, suggestion: <label>, feedback:
<justification>
Example (if correct):
“status: good_enough, suggestion: {current_emotion}, feedback: Based on the caption, the cur-
rent label seems appropriate.”
Example (if incorrect):
“status: needs_revision, suggestion: Anger, feedback: The caption mentions “shouting” and “ag-
gressive posture”, suggesting Anger is more fitting.”

Image Caption Generation Prompt

Describe this image in terms of emotional content. Include expressions, body language, scene
context, dominant colours, and any object that influences mood.
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