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Abstract

High lexical variation, ambiguous references,
and long-range dependencies make entity reso-
lution in literary texts particularly challenging.
We present Mahanama, the first large-scale
dataset for end-to-end Entity Discovery and
Linking (EDL) in Sanskrit, a morphologically
rich and under-resourced language. Derived
from the Mahabharata, the world’s longest
epic, the dataset comprises over 109K named
entity mentions mapped to 5.5K unique en-
tities, and is aligned with an English knowl-
edge base to support cross-lingual linking. The
complex narrative structure of Mahanama, cou-
pled with extensive name variation and ambi-
guity, poses significant challenges to resolution
systems. Our evaluation reveals that current
coreference and entity linking models struggle
when evaluated on the global context of the test
set. These results highlight the limitations of
current approaches in resolving entities within
such complex discourse. Mahanama thus pro-
vides a unique benchmark for advancing entity
resolution, especially in literary domains. !

1 Introduction

The task of Entity Discovery and Linking (EDL)
must address two fundamental linguistic chal-
lenges: variability and ambiguity (Tsai et al., 2024;
Rao et al., 2013). Variability refers to using differ-
ent expressions to refer to the same entity, while
ambiguity arises when the same expression may
refer to different entities depending on the context.
Successfully resolving such mentions demands a
holistic understanding of discourse within or across
documents (Zhou and Choi, 2018). Most studies on
EDL focus on solving these challenges for named
entities (NE) (Tsai et al., 2024). NEs are the central
units around which document contents are organ-
ised, and accurate resolution is essential for under-

'Mahanama is publicly available at https://github.
com/sujoysarkarai/mahanama

standing the knowledge expressed in text. Resolv-
ing named entities has been shown to enhance rep-
resentation learning (Botha et al., 2020), leading to
improved performance in downstream applications
such as question answering (Févry et al., 2020) and
knowledge extraction (Chen et al., 2021).

To address the challenges of variability and am-
biguity in EDL, the task is often tackled using end-
to-end Entity Linking (EL) systems, which decom-
pose the problem into two sub-components: men-
tion detection and entity disambiguation (Ayoola
et al., 2022). Mention detection identifies spans of
text that refer to entities, while entity disambigua-
tion resolves to entries in a knowledge base (KB).
A related approach is coreference resolution (CR),
which clusters mentions referring to the same en-
tity within a document, without grounding them
in a KB (Lee et al., 2017). The two approaches
are mutually beneficial (Arora et al., 2024; Bai
et al., 2021; Durrett and Klein, 2014), and a strong
cross-document coreference system could, in the-
ory, solve EDL without a KB (Tsai et al., 2024).

However, entity resolution can be challenging
in domains with high lexical variation and contex-
tual ambiguity, particularly in literary corpora (Han
et al., 2021; Bamman et al., 2020). Literary texts
differ markedly from non-fictional texts like news
or Wikipedia: they span long narratives, employ
evolving entities and metaphorical expressions, and
shift between narrative perspectives (Roesiger et al.,
2018). This complexity requires deeper context
modeling. Yet, most EDL research remains fo-
cused on non-literary domains such as Wikipedia
(Ghaddar and Langlais, 2016; Botha et al., 2020),
news (Limkonchotiwat et al., 2023), and web ar-
ticles (Pradhan et al., 2012), primarily in English,
leaving the challenges presented by literary texts
and low-resource languages underexplored.

In this work, we present Mahanama?, a dataset

"Derived from Maha (Great) and Nama (Names), signify-
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Volume 2 Verse 2621 .
dhrtarastra uvaca
katham gacchati kaunteyo dharmagptitro yudhisthirah |

arjunasvisutau virau nibodhata vaco mama ||

Arjuna ID: 800, Key: Arjuna
B Description: Kartavirya, Haihaya
— king, The Haihaya king Arjuna had
Dhrtarasta 1,000 arms...
Nakula and ID: 801, Key: Arjuna
Sahadeva Description: Pandava. his son with
Sardlis hien Subhadra was Abhimanyu, his son
= with Krsna was Srutakirti, ....

Sanskrit Corpus

Candidate Set

‘ KB With English Description

Figure 1: The figure illustrates the structure of our dataset, where name variations are highlighted in the same color.
For example, savyasact and Arjuna both refer to the same entity, Arjuna. Each mention is mapped to an entity,
which is linked to an English knowledge base (KB) providing descriptive context. This helps distinguish between
different figures sharing the same name, such as two distinct Arjuna entries.

constructed from the Mahabharata (Dwaipayana
and Dutta, 1895), the longest epic in world litera-
ture, written in Sanskrit, a low-resource and mor-
phologically rich language (Krishna et al., 2021).
The dataset is derived from a single canonical ver-
sion of the text and encompasses multiple inter-
woven narratives, structured in a frame-tale for-
mat (stories within a story) (Wacks, 2007). We
marked 73K verses using annotation information
extracted from the "Index to the Names in Mahab-
harata"(Sgrensen, 1904), an existing lexicon of
names in the epic. The resulting dataset includes
109K mentions spanning 5.5K entities.

Our dataset underscores the core challenges of
entity resoltion. NEs in the text display signifi-
cantly more variability and ambiguity than existing
literary datasets. For instance, the protagonist Ar-
Jjuna appears under 126 distinct names, while three
different characters bear the same name. As shown
in Figure 1, a single verse refers to Yudhisthira
using three different names: kaunteyo, dharmapu-
tro, and yudhisthirah. Some entities, such as Siva,
have over one thousand distinct name forms. Such
variation is often deeply tied to contextual and cul-
tural cues. Characters are frequently referred to
by highly context-dependent names requiring nu-
anced interpretation. For instance, Arjuna is called
Savyasact ("ambidextrous") to highlight his unique
archery skills, and Aindri ("son of Indra") to indi-
cate his divine parentage. These names may not
share any lexical similarity, making their resolution
especially challenging (Moosavi and Strube, 2017).

Sanskrit also introduces unique linguistic com-
plexities. Words exhibit significant surface-form
variation due to inflection and phonetic transforma-

ing the extensive names in the Mahabharata.

tions at boundaries (sandhi), and its verse structure
allows relatively free word order (Krishna et al.,
2021; Hellwig and Nehrdich, 2018). For instance,
in Example 1, the span arjunasvisutau refers to
three entities: Arjuna individually and Nakula and
Sahadeva together. Here, phonetic transformation
at the boundary merges arjuna and asvisutau, alter-
ing a into a.
arjuna + asvisutau aza arjunasvisutau

Alongside the annotated corpus, we built an En-
glish KB with entity descriptions to enable cross-
lingual linking between Sanskrit and English. Fig-
ure 1 shows two distinct characters named Arjuna
from this KB, highlighting the challenge of linking
across linguistically distant languages. Multilin-
gual entity linking (MEL) resources remain scarce,
with most work focusing on disambiguation rather
than end-to-end processing (Botha et al., 2020).

Overall, this dataset provides a unique vantage
point for analyzing EDL in settings marked by high
lexical variability and ambiguity, offering a valu-
able resource for developing and evaluating more
robust resolution systems. The following are the
contributions of our work.

* We present Mahanama, a large literary dataset
for Entity Discovery and Linking in Sanskrit,
a low-resource and morphologically rich lan-
guage. The dataset contains 109K annotated
mentions over 5.5K entities and captures the
core challenges of EDL, namely extreme lexi-
cal variation and ambiguity. It is also accom-
panied by an KB with entity descriptions in
English, enabling cross-lingual linking.

* We compare Mahanama with existing liter-
ary datasets across languages and show that
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it exhibits substantially higher degrees of lex-
ical and surface-form variation and ambigu-
ity. These characteristics pose significant chal-
lenges for current entity resolution systems.

* We conducted a manual annotation experi-
ment involving annotators with varying fa-
miliarity with the Mahabharata. Those with
domain-specific background showed higher
agreement with our annotations derived from
the lexicon than those with only Sanskrit pro-
ficiency, suggesting that effective resolution
in this dataset requires deep contextual under-
standing beyond basic linguistic knowledge.

* We study how variability, ambiguity, and long
contextual dependencies in our dataset impact
entity resolution by evaluating coreference
models, including a mention-ranking baseline
(Otmazgin et al., 2023) and a model designed
for long texts (Guo et al., 2023). The best
F1 of 51.57% highlights the difficulty of re-
solving context-dependent names distributed
across extended narratives.

* We also assess an end-to-end multilingual
entity linking model (Limkonchotiwat et al.,
2023) that uses entities list, cross-lingual de-
scriptions, and type information. While disam-
biguation reaches 93.27% F1 with gold men-
tions, overall F1 drops to 64.19% due to men-
tion detection, showing the limits of current
models in complex literary settings.

2 Related Work

The recent rise in interest in literary corpora for
entity resolution has underscored challenges such
as long documents, narrative complexity, and lex-
ical variation, which are less prominent in stan-
dard datasets like AIDA (Hoffart et al., 2011) and
OntoNotes (Pradhan et al., 2012).

Several corpora have been introduced to address
these challenges. The DROC dataset (Krug et al.,
2018) contains coreference annotations for 90 Ger-
man novels with over 393K tokens. LitBank (Bam-
man et al., 2020) annotates the first 2,000 tokens of
100 English novels across six entity types. Fantasy-
Coref (Han et al., 2021) covers 211 fairy tale texts.
OpenBoek (van Cranenburgh and van Noord, 2022)
provides 103K tokens corpus from classic Dutch
novels, along with spelling normalization to ac-
count for historical language variation. KoConovel

(Kim et al., 2024) focuses on 50 full-length Ko-
rean short stories, emphasizing literary resolution
in underrepresented languages. Additionally, re-
cent initiatives like CorefUD (Nedoluzhko et al.,
2022) have introduced standardized multilingual
coreference annotations that includes religious liter-
ary text, the Bible. Some datasets focus specifically
on named entities. He et al. (2013) annotate proper
names in Pride and Prejudice, while van Zundert
et al. (2023) annotate character aliases in 170 Dutch
novels, focusing solely on name-based identity res-
olution and excluding nominals and pronouns. The
Friends TV show script corpus (Chen et al., 2017),
in contrast, includes over 15K mentions across 46
episodes and supports both CR and EL. But, these
datasets do not provide links to any external KBs.

EL and CR both begin with mention detection,
but differ in how they address variation and ambigu-
ity. EL approaches typically handle name variation
through alias expansion and candidate generation
(Rao et al., 2013; Ozge Sevgili et al., 2022), relying
on knowledge base disambiguation supported by
entity types, descriptions, and alias lists (Ayoola
et al., 2022; Botha et al., 2020). However, they
often struggle with long-tail entities and NIL cases
where no matching entry exists (Arora et al., 2024).
CR models refer to it as lexical variation, encom-
passing named, nominal, and pronominal mentions,
and address it through contextual modeling within
the document. Yet their performance declines with
increasing document length and lexical diversity
(Joshi et al., 2019; Toshniwal et al., 2020; van Zun-
dert et al., 2023; Arora et al., 2024). Ambiguity
also knows as polysemous mentions, remains a per-
sistent challenge for both tasks (Tsai et al., 2024).
Cross-lingual EL is even less explored; Mewsli-9
(Botha et al., 2020) offers a multilingual bench-
mark, but is limited to newswire and centers on
English as the pivot language.

To address these challenges, we present
Mahanama, a novel dataset for evaluating Entity
Discovery and Linking in long, complex literary
narratives with extensive name variation and am-
biguity. It also fills a critical gap as the first large-
scale resource for entity resolution in Sanskrit.

3 Dataset Creation

In this section, we present an overview of the re-
sources used for dataset development, detail the
manual efforts involved in the creation process,
and describe the annotation types.
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3.1 Source

Index: Our source of annotation is a book, An In-
dex to the Names in the Mahabharata, by Sgren
Sgrensen (Sgrensen, 1904). This index is a founda-
tional reference for Mahabharata studies, offering
a structured catalog of names appearing in the epic.
It contains approximately 12.5K primary entries,
with many entries listing name variations of enti-
ties, expanding the total to around 18K names for
entities. The index focuses on proper names, pro-
viding verse-level references across the 18 volumes
of the Mahabharata.

We utilized a digitized version of Sg¢rensen’s
Index® (Cologne University, 2024). While the re-
source made the text computationally accessible, it
required substantial extraction and manual correc-
tion to convert into usable annotation. Sgrensen’s
Index provides verse references and English de-
scriptions detailing entities and contextual roles
within the Mahabharata. We automatically ex-
tracted volume and verse numbers from the descrip-
tions and retrieved all name variants linked to each
entity. These clusters were then manually reviewed
to ensure accurate grouping of name variants. The
descriptions were used to construct a cross-lingual
knowledge base (KB). Example 1 shows the de-
scriptions of two entities in the KB.

Corpus: Multiple editions of the Mahabharata
exist due to its oral transmission and regional
manuscript variations. Sgrensen’s Index refers
to the Calcutta Edition (CE), which is not digi-
tized and thus cannot be used directly. A digitized
OCR version of M.N. Dutta’s 1890s English trans-
lation (Dwaipayana and Dutta, 1895), based on
the CE, is available through the Itihdsa corpus*
(Aralikatte et al., 2021). However, Dutta’s text
introduces structural modifications—merging and
splitting verses, rearranging sequences, and insert-
ing or omitting words—causing misalignment with
the original. To address this, we undertook a sub-
stantial manual effort to align the 73K verses in the
digitized text with the 91K verse numbers of the
CE. This involved manually reading both editions
and assigning CE verse numbers to the correspond-
ing Itihasa verses. Further details are provided in
Appendix A. Table 1 shows an overview of the
text’s structure and structural difference between
both editions.

3https ://www.sanskrit-lexicon.uni-koeln.de
*https://github.com/rahular/itihasa

Structural Element CE M.N. Dutta
Volumes 18 9
Chapters 96 157
Subchapters 2110 2110
Verses 91K 73K

Table 1: Structure overview of the Mahabharata (Cal-
cutta Edition and M.N. Dutta)

Category Entities Mention %
Person 4.3K 91.1%
Location 0.8K 3.8%
Miscellaneous  0.4K 5.1%

Table 2: Entity distribution across categories

3.2 Annotation

Entities: The Mahabharata features a vast array of
entities embedded within its narrative. Sgrensen’s
Index identifies approximately 5.5K unique enti-
ties. We manually classify these entities using the
CoNLL NER tagset (Tjong Kim Sang and De Meul-
der, 2003) into Person, Location, and Miscella-
neous categories (see Appendix B for examples).
Table 2 provides distribution of these entity types.

Mentions: A mention is a linguistic expression
referring to an entity in discourse (Jurafsky and
Martin, 2000), including name variations and in-
flections. In classical Sanskrit literature, distin-
guishing proper names from nominals is challeng-
ing due to frequent use of compounds and deriva-
tive phrases as names, often expressing descrip-
tions or relations (Sujoy et al., 2023), making them
highly context-dependent. In our dataset, only
names identified by the index are annotated as men-
tions; pronouns (e.g., 1, mama “my’’) and common
nouns (e.g., 1, virau “two warriors”) are excluded.

The corpus is unsegmented and contains multi-
word tokens (MWTs) (Nivre et al., 2017), where
multiple words are joined together through phono-
logical merging (sandhi) and compounding (Kr-
ishna et al., 2021). These MWTs often include
more than one entity mention, with 39% of men-
tions in our dataset occurring within such merged
forms. We annotate mention boundaries within
each verse at the character level. To assist in
segmenting these MWTs and identifying the start
and end of inflected names, we use two tools:
the Sanskrit Heritage Reader (Goyal and Huet,
2016), a lexicon-based shallow parser, and a neural
network—based segmenter (Hellwig and Nehrdich,
2018). For a detailed explanation of this process,
please refer to Appendix A. For example, in the
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MWT arjunasvisutau, two mentions are embedded:
arjuna; and asvisutauy, which we annotate as:

.o, Boundary L .
ar]unasvzsutau e arjunai, asvisutauy

Clusters and Knowledge Base: Two or more
mentions referring to the same entity within a dis-
course are considered coreferential (Jurafsky and
Martin, 2000). All occurrences of an entity name,
including its name variations, are grouped into a
single cluster, identified by a unique cluster ID. In
addition, each cluster is linked to the KB, which
provides cross-lingual descriptions in English.

Special Considerations: Our dataset explicitly
marks appositive and copular mentions within the
same coreference cluster, following approaches
from Preco and KocoNovel (Chen et al., 2018; Kim
et al., 2024). Dual and plural mentions are linked
only to mentions of the same grammatical num-
ber, as per OntoNotes guidelines (Agarwal et al.,
2022). Nested entities within proper names are not
annotated separately to maintain consistency with
prior work (Kim et al., 2024). We also include
singleton entities, aligning with LitBank and Preco
(Bamman et al., 2020; Chen et al., 2018), ensuring
comprehensive entity coverage. Further details on
these are provided in Appendix C.

3.3 Inter-Annotator Agreement

Mahdanama Annotation vs. Expl)ert Exgert Non-expert
(Avg)
Span K 091 0.86 0.76
F1 092 | 0.87 0.78
Span ~ (All tokens) 0.89 | 0.81 0.69
+ « (Entity tokens) 0.80 0.67 0.53
Link Fl1 0.80 | 0.68 0.56

Table 3: IAA of Mahanama Annotation vs. Expert and
Non-expert Annotators; £ = Cohen’s Kappa

To assess annotation quality and dataset diffi-
culty, we conducted an inter-annotator agreement
study on 1,000 randomly sampled verses. Table 3
presents results for both mention detection (Span)
and entity linking (Span+Link), comparing our an-
notations with two Sanskrit experts (both with mas-
ter’s degrees and expert 1 with prior experience in
Mahabharata studies) and a non-expert group (two
students with school-level Sanskrit proficiency).
We report token-level Cohen’s & for all tokens and
entity tokens, and F1 scores excluding non entity
tokens, as recommended by Deleger et al. (2012).

Mention detection showed high agreement
across all annotator groups, with Cohen’s x indi-
cating nearly perfect alignment with both experts

(k =0.92, 0.86). When entity disambiguation is
included, the task becomes more challenging, as
reflected in a wider F1 difference between experts
(0.12 for Span+Link vs. 0.05 for Span). Despite
this, our annotation achieves a close to near-perfect
x of 0.80 with Expert 1 for entity linking, affirm-
ing the reliability and domain-informed accuracy
of our annotations. These findings suggest that
effective resolution in this dataset requires deep
contextual understanding beyond basic linguistic
knowledge. See Appendix D for details.

4 Dataset Analysis

This section presents our dataset’s basic statistics,
highlighting its unique properties by comparing it
with relevant literary and non-literary entity resolu-
tion corpora (introduced in Section 2).

Basic Statistics: Our dataset contains 988,502
white space separeted tokens, making it signifi-
cantly larger than other public literaray datasets for
entity resolution as shown in Table 4. Addition-
ally, our dataset is rich in NEs. Literary corpora
typically have higher proportions of pronouns com-
pared to non-literary domains(Pagel and Reiter,
2020). In our dataset, despite only NEs are marked,
10.56% of the tokens are identified as mentions,
highlighting a notable entity density.

Major Entities: In literary texts, a few key enti-
ties dominate the narrative, making up most men-
tions (Bamman et al., 2020; Guo et al., 2023). As
shown in Table 5, literary corpora typically have
fewer entities than non-literary ones, with under
10% of entities contributing to over 50% of men-
tions. This concentration shapes the primary nar-
rative. In our dataset, we analyze major entities
at subchapter, chapter, and corpus levels. When
considering the dataset as a whole, only 26 entities
account for 50% of the total mentions.

Dataset Docs Tokens Mentions Entities
DROC (Lit.) 90 393K 52K 5.3K
Litbank (Lit.) 100 210K 29K 7.9K
Fantasycoref (Lit.) 214 367K 62K 6.2K
KocoNovel (Lit.) 50 178K 19K 1.4K
Openboek (Lit.) 9 103K 23.6K 8.9K
OntoNotes (Non-Lit.) 3493 1631K 194K 44K
Mewsli-9 (Non-Lit.) 58K 20M 289K 82K
Mahanama (Lit.) 988K 109K (Only NE) 5.5K

Table 4: Comparison of basic statistics across literary
(Lit.) and non-literary (Non-Lit.) corpora.

Lexical Variations: Our dataset shows signif-
icantly higher lexical variation in names of ma-
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jor entities, with an average of 8.69 unique forms
per entity at the chapter level and 124.42 at the
dataset level (Table 5). For comparison datasets, we
excluded only pronominal mentions and included
both named and nominal forms when computing
variation. Even when considering only NEs, our
dataset exhibits nearly twice the variation seen in
LitBank at the chapter level. At the dataset level,
major entity clusters show extreme diversity, with
one entity (Siva) appearing in up to 1,385 distinct
forms. Additionally, our dataset displays exception-
ally high surface-form variation due to the nature
of the language.

Ambiguity: Ambiguity poses a major challenge
in our dataset. As shown in Table 5, ancient liter-
ary texts such as the Bible exhibit higher ambiguity
than non-literary. Notably in our datset 47% of enti-
ties share a common name, requiring context-based
disambiguation essential. For example, Janame-
Jjaya refers to ten distinct characters. The challenge
is intensified in Sanskrit, where the lack of clear
markers makes it hard to distinguish proper names
from common nouns (Kim et al., 2024). As seen in
Figure 1, mahabaho(the mighty-armed) is used an
adjective for Yudhishthira, while mahabahu is also
name of other distinct characters.

Spread and Burstiness: In literary texts, en-
tities often follow a bursty pattern—Ilong spans
with few mentions punctuated by periods of in-
tense focus (Bamman et al., 2020). Figure 2 shows
the distribution of Arjuna across 2K subchapters,
with high-frequency peaks and intermittent gaps. It
also highlights a minor, overlapping entity with the
same name. Resolution models must handle such
burstiness and overlapping spans to accurately link
mentions.

o
W
S

Normalized Mention Frequency
° °
o Y
S 3

—

=3

=
=
=3

Entities
—— Arjuna - Pandava
Arjuna - Kartavirya

0.00

1000
Subchapter Number

Figure 2: Mention frequency of Arjuna (Pandava) and
Arjuna (Kartavirya) across 2K subchapters, illustrating
bursty distribution and overlapping spans.

5 Experiments

We evaluate both coreference resolution (CR) and
entity linking (EL) models for the task. In CR,

given a document D, the goal is to cluster men-
tions M = {ma,...,mp} into entity clusters
C ={c1,...,¢¢/} viaa function fcr : M — C.
In EL, with a knowledge base KB of entities
E = {e1,...,eg}, the task maps mentions to
entities using fgr : M — FE. EL models rely on
candidate sets and entity descriptions. We analyze
the role of external knowledge and how our dataset
enables studying local vs. global context in long-
form narratives.

5.1 Models

As baselines, we evaluate LingMess (Otmazgin
et al., 2023), a CR model extending the mention-
ranking (MR) architecture of Lee et al. (2017),
which allows us to excludes pronoun-related coref-
erence scorers, making it suitable for our dataset.
We also use Dual Cache (Guo et al., 2023), an
entity-ranking (ER) model designed for long lit-
erary texts, which incrementally processes docu-
ments using to capture local and global entities,
ideal for our dataset’s structure. For multilingual
entity linking, we assess mReFiNeD (Limkon-
chotiwat et al., 2023), a state-of-the-art bi-encoder
model leveraging entity types and cross-lingual de-
scriptions, ensuring robust zero-shot capabilities
within an academic computational budget.

5.2 Experiment Settings

Setup: For LingMess (Otmazgin et al., 2023), we
disable pronoun-related scorers due to the absence
of pronoun annotations. Dual Cache (Guo et al.,
2023) is configured to prevent cache misses with
appropriate local and global cache sizes. Both mod-
els use Longformer-Large (Beltagy et al., 2020).
mReFiNeD is trained in a multi-task setting using
MuRIL (Khanuja et al., 2021) for encoding. See
Appendix E for more details.

Metric: For coreference resolution, we use the
standard CoNLL scorer, which reports F1 scores
for MUC, B?, and CEAF 4, (Moosavi and Strube,
2016). The final score is the average F1 across
these metrics. For end-to-end entity linking, we re-
port InKB micro-F1 with strict mention boundary
matching, requiring exact matches to gold men-
tions. Mention detection is evaluated separately
using F1 score.

Dataset Division: EL and CR models are typi-
cally trained at the document level, each represent-
ing a single discourse. In our dataset, the entire
corpus is treated as one discourse, structured as
shown in Table 4. Each subchapter, averaging 468
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Major Entities (covering 50% of mentions) Avg. % entities
Dataset Name Language Texts % of | Lexical Variation (Stem) Surface Form with ambiguous
total | Avg. # of Max. #of | Avg. #of | Max # of mentions
entities | variation variation variation | variation

DROC German Literary 4.99% 6.63 29 8.26 37 36.23%
Litbank English Literary 5.83% 4.02 20 4.19 23 10.0%
Fantasycoref English Literary 10.02% 6.86 33 7.53 34 16.0%
Openboek Dutch Literary 3.75% 5.26 53 5.50 55 25.0%
KocoNovel Korean Literary 18% - - 2.4 14 12.0%
CorefUD Proiel Ancient Greek | Bible 9.50% 5.75 34 6.31 35 27.0%
CorefUD Proiel Old Slavonic | Bible 10.70% 4.85 27 5.83 32 28.0%

[ Ontonotes | English | News, Web | 24.69% | - \ - | 265 [ 27 ] 2.0% \

[ Mewsli-9 | 11 Languages | Wikinews [ 452% | - | - | 533 | 57 ] 11.74% ]
Mahanama (Subch.) | Sanskrit Literary 27.56% 2.66 751 49 752 6.0%
Mahanama (Ch.) Sanskrit Literary 5.17% 8.69 1021 27.17 1078 17.0%
Mahanama (Total) Sanskrit Literary 0.46% 124.42 1385 640.58 2187 47.0%

Table 5: Comparison of dataset properties. Our dataset is analyzed at three levels—Subch (subchapter), Ch (chapter),
and Total (entire dataset). For other datasets, variation includes both NE and nominal mentions, while ours is
NE-only. "-" indicates low surface-form variation or unavailable stems, so lexical variation was not computed.

tokens, forms a coherent part of the Mahabharata
and serves as an independent training document.
The dataset is split into 1,688 subchapters for train-
ing, 211 for development, and 211 for testing. Eval-
uation considers both per-subchapter performance
(local) and overall test set performance (global) as
a single discourse. The manually annotated 1,000
verses sampled across the text were not used for
evaluation, as their scattered nature lacks the narra-
tive context needed.

Handling Unsegmented Data: Most CR mod-
els, including the two used in our study are not
designed to operate directly on unsegmented text.
To address this, we adapt the Dual-Cache mod-
els to predict entity boundaries at the subtoken
level as it performed better at token level. It en-
abled better handling of Multi-Word Tokens. This
involved modifying the model code to support
subtoken-level boundary prediction. For entity link-
ing, we use character-level spans, while for corefer-
ence, entity boundaries are derived from tokenizer-
generated subtokens. We evaluate both token- and
subtoken-level setups to quantify their impact.

6 Results

6.1 Performance of Coreference Models

Table 6 shows CR model results, evaluated both
locally (within subchapters) and globally (across
the full test set) using token- and subtoken-level
mention boundaries. At the token level, Dual-
Cache outperforms LingMess with an average F1
of 70.31. LingMess excels on the MUC metric (F1
79.00), which emphasizes linkage accuracy, sug-
gesting better handling of name variations. How-

ever, it struggles with entity alignment, as seen
in its low CEAF¢, F1 (41.80). In contrast, Dual-
Cache performs more consistently across metrics.
With subtoken-level boundary training, DualCache
improves its average F1 by 4.16 points (74.46) and
achieves its highest B3 F1 (75.02), showing better
mention detection and MWT handling. Globally,
DualCache’s CEAF¢,4 F1 drops to 31.68, reducing
its average F1 to 51.57%. While MUC remains
stable, the CEAF¢, drop suggests difficulty in re-
solving ambiguous entities across the full discourse,
highlighting the need for better global resolution.

6.2 Performance of Entity Linking Model

Table 7 presents results for Entity Linking (EL),
Disambiguation, and Mention Detection. mRe-
FiNeD, applied globally, achieves an EL F1 of
64.19%, indicating potentially stronger global per-
formance than CR models, though the scores are
not directly comparable. However, its performance
is limited by weak mention detection, with an F1
of 60.22%, significantly lower than DualCache (F1:
83.86%), highlighting the need to improve end-to-
end models.

Ablation studies show that both cross-lingual
descriptions and entity types contribute modestly
to EL. Removing descriptions lowers F1 by 1.21
points, while removing types has negligible impact.
This suggests that descriptions offer limited contex-
tual benefit for resolving ambiguous entities. For
entity disambiguation, which involves resolving
ambiguous mentions given gold spans, mReFiNeD
performs strongly with an F1 of 93.27 but relies on
external resources such as a restricted set of candi-
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Entity
Type Boundary
Marking

Eval.

Model Level

MUC

B? CEAF,, Avg.

P R

F1 P R F1 P R F1 F1

Token
Token

Lingmess MR
Dual-Cache ER

Local 82.30 75.90 79.00 76.30 67.90 71.90 74.00 29.10 41.80 64.20
Local 65.52 81.31 72.57 67.05 78.67 72.40 70.54 61.35 65.63 70.30

Dual-Cache ER
Dual-Cache ER

Subtoken

Local 72.78 83.95 77.96 70.61 80.02 75.02 75.59 67.47 71.30 74.76
Subtoken Global 67.30 84.50 74.92 37.31 67.72 48.11 48.83 23.45 31.68 51.57

Table 6: Performance of the CR models on the test set. Model types: MR = Mention Ranking, ER = Entity Ranking

Task Model | R F1
Entit mReFiNeD 80.51 | 53.38 | 64.19
oty wlo descriptions | 79.41 | 52.18 | 62.98
Linking )
w/o entity types | 80.47 | 53.33 | 64.15
Enti mReFiNeD 93.30 | 93.24 | 93.27
Mty | o descriptions | 91.55 | 91.25 | 91.40
Disambiguation )
w/o entity types | 93.01 | 93.12 | 93.06
Mention mReFiNeD 63.06 | 57.63 | 60.22
Detection Dual-Cache 86.36 | 81.50 | 83.86

Table 7: Performance of models on Entity Linking, En-
tity Disambiguation, and Mention Detection.

Lingmess Dual-Cache Dual-Cache mReFiNeD

Metric (Local)  (Local) (Global)  (Global)
Conf. Ent. % 104 3.6 7.8 2.00
Div. Ent. % 115 10.0 332 5.07
Miss. Ent. % 153 17.3 26.9 32.76
Miss. Ment. % 9.1 8.9 4.7 17.6
Extra Ent. % 20.0 15.2 37.7 16.5
Extra Ment. % 104 7.2 6.0 29.2

Table 8: Automatically identified errors percentage
in predictions. Conflated Entities: distinct entities
merged; Divided Entity: a single entity split into mul-
tiple; Missing/Extra Mention/Entity: mention/entity
missing or incorrectly added. Span errors were not con-
sidered, as all spans are within single-token.

dates and their prior probabilities, underscoring the
need for more self-sufficient approaches. As with
EL, ablations show complementary contributions
from descriptions and entity types.

7 Error Analysis

Qualitative Analysis: Both CR and EL models
struggle with entity mentions in the Mahabharata.
The best-performing CR model fails to link lexi-
cal variations, as seen in Volume 1, Chapter 12,
Subchapter 190, where the entity draupadi ap-
pears nine times but is split into three clus-
ters: [yajiiasent, krsnam, yajiaseni, yajiaseni);
[paiicalyam, paiicalyal; and [krsnam, draupadi,
draupadi], showing a tendency to group mentions
based on surface similarity. It also fails to disam-

biguate ambiguous mentions. In Volume 7, Chap-
ter 6, Subchapter 165, Bhiiri (son of Somadatta)
and Duryodhana (eldest son of Dhrtarastra) are
both referred to as kaurava, yet the model clusters
all occurrences under a single entity.

The EL model correctly links all mentions of
draupadrt but struggles with general references. In
the same document, it mistakenly links partho (plu-
ral, referring to the sons of Prtha) to bhima (one of
them). Similarly, in another document, kauravah
is wrongly linked to duryodhana instead of bhiiri,
likely due to prior probability bias. The model also
struggles with mention boundary detection, espe-
cially for MWTs. These issues highlight the need
for improved handling of name variations, ambigu-
ity, context-aware resolution, and morphological
richness in both approaches.

Quantitative Analysis: To assess model per-
formance differences, we also conduct an error
analysis based on the Berkeley Coreference Ana-
lyzer’s error types (Kummerfeld and Klein, 2013),
which categorizes errors into seven types. Table 8
presents the error distribution across models, with
lower error percentage reflecting stronger perfor-
mance. Refer to the Appendix F for more details.

8 Conclusion

We introduced Mahanama, a large-scale San-
skrit dataset for Entity Discovery and Linking
that captures challenges in literary texts, includ-
ing extreme name variation, contextual ambiguity,
and long-range dependencies. Derived from the
Mahabharata, the world’s longest epic, it contains
109K mentions across 5.5K entities, annotated us-
ing a name index and linked to an English knowl-
edge base. Evaluation of coreference and entity
linking models reveals difficulty in resolving name
variation and ambiguous mentions over long con-
texts. Mahanama provides a valuable benchmark
for advancing robust, context-aware entity resolu-
tion in complex literary settings.
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Limitations

While Mahanama makes a substantial contribu-
tion to Sanskrit entity resolution, certain limita-
tions arise from the nature of its source material
and annotation methodology. The annotations were
derived automatically from a name index authored
by a domain expert, which provides verse-level
references without pinpointing exact name occur-
rences, necessitating a string-matching approach.
To ensure high precision, only uniquely identifi-
able mentions were annotated, potentially omitting
some instances. The dataset also inherits some
OCR errors from the source corpora, for which no
manual correction was attempted. Furthermore, the
annotation focuses exclusively on named entities,
excluding pronouns and common noun mentions,
and is therefore not intended for comprehensive
coreference resolution, though it lays the ground-
work for future extensions in that direction. The
definition of a “name” follows the expert author’s
perspective, as no standardized named entity guide-
lines exist for Sanskrit. While coreferential links
were assigned following certain guidelines such
as linking dual and plural mentions only to corre-
sponding dual and plural entity forms. Additionally,
because the dataset is based on a classical epic pre-
sented in verse format, its applicability to modern
or prose texts may be limited and would require fur-
ther investigation using techniques such as poetry-
to-prose conversion. Since the training and test sets
are drawn from the same narrative, some overlap
in main entities is unavoidable, which may result
in overestimation of model performance. Nonethe-
less, the dataset provides a valuable foundation,
and future work can build upon it by exploring
techniques such as data augmentation.

Ethics Statement

The annotations in this work are derived from pub-
lished, copyright-free sources and a publicly avail-
able corpus. All resources utilized have been appro-
priately cited. The dataset, including annotations,
is constructed from existing literary sources, and
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dataset, annotations and codes is released under a
CC-0 license. Annotation mapping was primarily
carried out using automated methods, with experts
validation conducted to ensure quality assessment
and corpus alignment. Manual corpus alignment
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tors who studied Sanskrit in school, while a ran-

domly selected set of 1000 verses was annotated
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A Annotation Mapping Process

The process of creating our dataset, illustrated in
Figure 3, involved mapping the annotations pro-
vided by the "Index to the Names in the Mahab-
harata" to the "Itihasa Corpus". This process was
divided into three main stages:

First, we extracted name variants and reference
data from the index. As shown in the top-left of
Figure 3, each entry in the index includes multiple
variant forms of a name, with associated verse ref-
erences. We manually verified and connected these
name variants to ensure accurate entity resolution
(e.g., airavana and airavata).

Second, we aligned the verse numbers from the
index—originally keyed to the Calcutta edition of
the Mahabharata—with those used in the Itihasa
Corpus. This required manually reading and map-
ping verse numbers to corresponding entries in the
corpus (bottom-left of the figure).

Third, we marked the occurrences of each name
within the corresponding verses. This was non-
trivial because the index only lists verse numbers,
not the exact token positions, and the textual data
is unsegmented—meaning that names may appear
compounded with other words in 39% of cases.

To identify names within such tokens, we used
the Sanskrit Heritage Reader (SHR), a lexicon-
based shallow parser (Goyal and Huet, 2016),
which could detect names in 85% of cases by ex-
amining all valid segmentations. For 12% of cases
where SHR failed, we used a neural segmenter
(Hellwig and Nehrdich, 2018). In the remain-
ing 3%, where OCR errors or misspellings were
present, we applied the Needleman-Wunsch ap-
proximate string matching algorithm (Likic, 2008),
followed by manual correction. The final annota-
tion, as seen at the bottom of Figure 3, links each
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Example with Description

Indra - the chief of the devas, lord of
rain

Agvatthaman — son of Drona and Krpi.
Madhusudana — alias of Krsna
Kuruksetra — the country of the Kurus
Nilaparvata — a mountain
Brahmaloka — the world of Brahman
Sthunakarna — name of a weapon
Mahasankha — name of a tree
Kaumudi - the day of full moon in the
month of Kaumuda

Type

Person

Location

Misc

Table 9: Examples of entity types.

token-level name occurrence back to the correct
Knowledge Bases entity ID.

B Entity Types and Examples

Our annotation schema includes three coarse-
grained entity types: Person, Location, and Mis-
cellaneous. Person refers to named individuals or
groups, human, personified, or divine, mentioned
in the text, including relational mentions. Location
includes named physical or conceptual places. Mis-
cellaneous covers named objects, weapons, plants,
any other names remaining in the index.

C Special Considerations

Apposition and Copular Mentions: Apposi-
tion occurs when two noun phrases refer to the
same entity, with one providing additional infor-
mation about the other. For example, in "kaunteyo
dharmaputro yudhisthirah" (Yudhishthira, the son
of Kunti and Dharma), kaunteyo, dharmaputro, and
yudhisthirah are coreferential (Nedoluzhko et al.,
2022). Copular mentions establish identity via a
copula (e.g., "Yudhishthira is the son of Dharma"),
but Sanskrit often omits it (zero-copula) due to its
rich case system (Stassen, 1994). Following Preco
(Chen et al., 2018) and KocoNovel (Kim et al.,
2024), we group appositive and copular mentions
into the same cluster.

Dual and Plural Mentions: Most coreference
datasets assume anaphors have a single antecedent
(Yu et al., 2020), with few exceptions like AR-
RAU (Uryupina et al., 2020). Sanskrit also features
a dual grammatical number, referring specifically
to two entities. For example, madriputrau and
pandavau refer to Nakula and Sahadeva. Follow-
ing OntoNotes (Agarwal et al., 2022), we mark
dual and plural mentions as coreferential only with
dual or plural antecedents.

Nested Mentions: Proper names are typically

considered indivisible units, and any internal refer-
ences within them are usually not annotated or iden-
tified (Kim et al., 2024). Following this approach,
we do not explicitly mark nested mentions as coref-
erential. For example, in dharmaputro ("son of
Dharma"), which refers to Yudhisthira, the nested
entity dharma ("the god of justice") is not sepa-
rately annotated.

Singletons: Singletons refer to entities with only
one mention (Nedoluzhko et al., 2022). Of the 5.5K
entities in our dataset, 3.1K are singletons. As our
dataset provides descriptions for all entities, and
recent datasets such as LitBank (Bamman et al.,
2020) and Preco (Chen et al., 2018) also include
singletons for coreference tasks, we choose to keep
the annotation for singletons.

Unsegemeted Data: In Sanskrit, verses must
adhere to one of the prescribed metrical patterns of
Sanskrit prosody, which results in a relatively free
word order, and words are often joined together
to fit these metrical patterns (Krishna et al., 2021).
This leads to phonetic transformations (Sandhi)
(Hellwig and Nehrdich, 2018), merging words into
continuous multi-word tokens. We keep the text
unsegmented and mark entity boundaries at the
character level rather than applying automatic seg-
mentation (Hellwig and Nehrdich, 2018). 39% of
mentions in our dataset consist of compounds or
multi-word tokens.

. . ah+a=o0’
1. brahmasirah + arjunena =~ —

brahmasiro’rjunena

For example, in  brahmasiro’rjunena,
brahmasirah  ("Brahmashira weapon") and
arjunena ("by Arjuna") merge into a single span.

D Inter Annotator Agreement Study

To carry out the inter-annotator agreement (IAA)
study, three groups independently annotated a set
of 1,000 randomly selected verses using an online
interface that supported both span marking and en-
tity linking to Knowledge Base. Annotators were
provided with verse numbers and access to the full
corpus, enabling them to refer to broader narrative
context when needed. The groups included two
Sanskrit experts (both with master’s degrees, one
with prior experience in Mahabharata studies) and
a non-expert group with basic Sanskrit familiar-
ity. All annotators had general cultural exposure to
the epic. Agreement was measured by comparing
each group’s annotations to ours using token-level
Cohen’s « and F1 scores. For token-level k, we
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airivana 02h-2

Airi\?wal. the elephant of Indra, § 28 (Amriam.): 1, 18, Annotation
1151.—§ 549 (Pandavapravesap.): 1V, 2, 44 (hastisu Extract
varah).—§ 564 (Mataliyop.): V, 99, 3561 (ndgardja).

§ 509 (Jayadrathavadhap.): VII, 112, 4325 ( “samd yudhi).—

§ 611 (Salyap.): 1X, 20, 1071, 1077 (nagendram Indra-
valyam).—§ 673 (Bali-Vasava-s.): X1I, 227, 8222 []
(caturdaniam).—Cl. Airdvata.

[ 1

Airivmg‘ a snake. § 268 (Varuna-sabha-v.): 11, 9, 360
(in the palace of Varuna). Cf. Airdvata.

18 17 a1
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Entity 1D: 307
Entity Name: airavana Classification -
KB Description: the elephant of Indra E:‘} PER, LOC,
References: Vol | : 1151, Vol IV: 44 ... MISC

Manual Entity

Head entry: = 09)
Manually connect the name £
variations Using
segmetor,
declension
Entity 1D: 309 generation,

Entity Name: airavata
KB Description: the elephant of Indra
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Vol | Verse 1151

occurren ?{j
)

svetairdantaiscaturbhistu mahakéyastatah param |
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Final Annotation

Figure 3: The annotation pipeline for mapping index entries to the Itihasa Corpus. Entity variants are manually
clustered, verse references are mapped to corpus verse IDs, and final occurrences are marked using a combination

of string matching strategies.

computed agreement both over all tokens and over
entity tokens only (i.e., tokens part of a mention by
at least one annotator). F1 scores were calculated
excluding non-entity labels, following guidelines
by Deleger et al. (2012).

While Cohen’s x remains a common IAA metric,
it can be inflated in entity linking tasks due to to-
ken imbalance and sparse annotations. To address
this, F1 scores which offers a more task-relevant
view of agreement. Our annotations showed strong
alignment with Expert 1 in both span detection and
linking, with lower agreement observed for Expert
2 and the non-expert group—especially in the link-
ing task. Notably, the F1 score difference between
Expert 1 and Expert 2 for mention detection was
modest (91 vs. 87), while the gap widened for
entity linking (0.80 vs. 0.68), underscoring that dis-
ambiguation requires deeper domain understanding
even among linguistically trained annotators.

E Implementation Details

We train our models using the Hugging Face li-
brary, initializing them with the Longformer-Large
(Beltagy et al., 2020)° and MuRIL (Khanuja et al.,

5https://huggingface.co/allenai/
longformer-large-4096

2021)% pre-trained models. Our experiments in-
volve three models: LingMess (Otmazgin et al.,
2023)’, Dual Cache (Guo et al., 2023)%, and mRe-
FiNeD (Limkonchotiwat et al., 2023)°.

LingMess. We disable pronoun-related scorers
(PRON-PRON-C, PRON-PRON-NC, ENT-PRON) as our
dataset lacks pronoun annotations. The model is
trained for 100 epochs on an NVIDIA L40 GPU,
with hyperparameters tuned for validation F1-score.
Training takes approximately 18 hours.

Dual Cache. We configure the cache to prevent
misses by setting the local cache (LRU) and global
cache (LFU) sizes to 1000. The model is also
trained for 100 epochs on an NVIDIA L40 GPU,
and training requires around 34 hours.

mReFiNeD. We train mReFiNeD in a multi-task
setting for mention detection, entity typing, disam-
biguation, and linking. We use coarse-grained tags
(PER, LOC, MISC) and retain 30 candidates per men-
tion, which include the gold entity, the top-ranked

6https://huggingface.co/google/
muril-base-cased
7https://github.com/shon—otmazgin/
lingmess-coref
8https://github.com/QipengGuo/
dual-cache-coref
*https://github.com/amazon-science/ReFinED
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candidate, and random negatives. Candidate rank-
ing uses the estimated probability p(e;|m;), with
global priors estimated from the training corpus.
Both mention and description encoders use MuRIL,
a multilingual model for Indian languages. Train-
ing is done for 40 epochs on an NVIDIA A40 GPU
and completes in approximately 8 hours.

We explore batch sizes of 8, 16, and 32 during
hyperparameter search, while keeping other param-
eters aligned with the original model implementa-
tions.

F Quantitative Error Analysis

Table 8 categorizes model-specific errors using the
Berkeley Coreference Analyzer framework (Kum-
merfeld and Klein, 2013), adapted to our single-
token mention setup. The following error types
were considered: Conflated Entity, where distinct
gold entities are incorrectly merged; Divided Entity,
where a single gold entity is erroneously split into
multiple predicted clusters; Missing Entity / Men-
tion, where the system fails to identify a gold entity
or mention; and Extra Entity / Mention, where the
model predicts an entity or mention that does not
exist in the gold annotations.

Conflated Entity errors (e.g., 10.4% for
Lingmess) occur when the model merges mentions
of different entities. This aligns with the quali-
tative error noted where Bhiiri and Duryodhana
are both grouped under the common term kaurava,
leading to incorrect entity merging due to insuffi-
cient disambiguation. These errors are highest in
Lingmess and lowest in mReFiNeD, as the latter
was provided with a possible alias list based on
prior probability.

Divided Entity errors (e.g., 33.2% for Dual-
Cache Global) reflect over-splitting of a single en-
tity into multiple clusters. This supports our quali-
tative observation regarding Draupadt, where lexi-
cal variants like Yajiiasent, Krsnam, and Paricalya
were not clustered together. These errors are high-
est in Dual-Cache Global, as the model struggled
to connect all mentions of entities across the full
test set, and lowest in mReFiNeD due to its use of
a prior-based alias list.

Missing and Extra Mentions/Entities highlight
the difficulty models face in detecting all valid ref-
erences. For instance, Extra Entity errors peak
at 37.7% for Dual-Cache Global due to divided
entities and the model’s failure to align all entities,
while Missing Entity errors reach 32.7% for mRe-
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Figure 4: Distribution of unique entities per chapter in
the dataset.

FiNeD due to poor mention detection in end-to-end
training.

G Additional Dataset Statistics

The dataset exhibits an average entity density of
0.11 (i.e., roughly one entity mention every ten
tokens). Entity overlap across sections is limited:
the average Jaccard similarity across chapters is
0.127, indicating that only about 13% of entities,
which are major entities, are shared between any
two chapters. At the subchapter level, the average
Jaccard 0.064.

At the chapter level, the average chain length is
5.97, while at the subchapter level it is 2.48. How-
ever, focusing on the major entities, their average
chain length rises to 31.35 at the chapter level and
4.04 at the subchapter level. Thus, while many en-
tities are ephemeral, a handful of central characters
maintain long and recurrent chains that dominate
the discourse. Figure 4 show the distribution of
unique entities across chapters.
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