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Abstract

Aspect-based sentiment analysis (ABSA) is a
crucial task in information extraction and senti-
ment analysis, aiming to identify aspects with
associated sentiment elements in text. How-
ever, existing ABSA datasets are predomi-
nantly English-centric, limiting the scope for
multilingual evaluation and research. To bridge
this gap, we present M-ABSA, a comprehen-
sive dataset spanning 7 domains and 21 lan-
guages, making it the most extensive multilin-
gual parallel dataset for ABSA to date. Our
primary focus is on triplet extraction, which
involves identifying aspect terms, aspect cate-
gories, and sentiment polarities. The dataset
is constructed through an automatic translation
process with human review to ensure quality.
We perform extensive experiments using vari-
ous baselines to assess performance and com-
patibility on M-ABSA. Our empirical findings
highlight that the dataset enables diverse eval-
uation tasks, such as multilingual and multi-
domain transfer learning, and large language
model evaluation, underscoring its inclusivity
and its potential to drive advancements in mul-
tilingual ABSA research. !

1 Introduction

Aspect-based sentiment analysis (ABSA) is a key
task in fine-grained sentiment analysis, focusing
on identifying opinions and sentiments associated
with specific aspects. In recent years, this task has
attracted considerable attention (Zhang and Liu,
2017; Peng et al., 2020). Since the complexity of
sentiment variations across different aspects, sev-
eral studies (Wan et al., 2020; Zhang et al., 2021b)
have proposed using joint extraction of triplets
from a sentence to tackle the challenges of fine-
grained sentiment analysis, which includes three

'We release our resources at https://huggingface.

co/datasets/Multilingual-NLP/M-ABSA and https://
github.com/swaggy66/M-ABSA.

<EN>  The SErVice was great, but the food was bad.
Triplets (service,service##general,positive) , (food, food##quality,negative)

<FR> Le service était super, mais la nourriture était mauvaise.

Triplets (service,service##general,positive) , (nourriture, food##quality,negative)

<ES>  El S€FViCi6 fue genial, pero la comida era mala.
Triplets (servicio,service##general,positive) , (comida, food##quality,negative)

<RU> 06cnyxuBaHUE 6bN0 OTNMYHLIM, HO eda 6bina NNOXOid.
Triplets (O6cnyxusanne, service##general,positive), (epa, food##quality,negative)

<zH> R RE (BERWERER. ®
Triplets (fR%,service##general,positive) , (B¥, food##quality,negative) f’ﬁ

Figure 1: Example parallel sentences from the multilin-
gual ABSA dataset. The sentiment triplet includes three
elements: aspect, category, and sentiment.

elements: aspect term, aspect category, and senti-
ment polarity. Given a simple example sentence
in Figure 1, “The service was great, but the food
was bad.”, the corresponding elements are (“ser-

vice”, “service#fgeneral”, “positive”’) and (“food”,
“food##quality”, “negative”), respectively.

In general, most existing studies focus primarily
on monolingual datasets. For example, the En-
glish datasets from the SemEval workshops (Pon-
tiki et al., 2014, 2015, 2016), such as the Restau-
rant and Laptop datasets, have been extensively ex-
plored. However, this narrow focus overlooks the
need for multilingual sentiment analysis in the real
world. Recently, there have been efforts to extend
ABSA datasets to multiple languages. For instance,
the SemEval workshop actually provides multilin-
gual versions, while the dataset for each language
differs in content. Zhang et al. (2021a) construct
a multilingual dataset by automatically translating
the SemEval-2016 dataset (Pontiki et al., 2016),
covering five languages for evaluation. However,
there is no assessment of the translation quality,
and most importantly — the number of languages in
this dataset is limited, preventing researchers from
conducting a strictly controlled evaluation of the
effectiveness of cross-lingual transfer. Moreover,
this translated dataset only includes aspect terms
and sentiment polarities, lacking the joint detection
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of aspect categories, which is crucial for ABSA,
thereby limiting the scope of the evaluation. There-
fore, a high-quality multilingual and parallel ABSA
dataset is missing in the community.

To bridge this gap, this paper presents the M-
ABSA dataset, which includes 21 languages and 7
distinct domains, making it the first comprehensive
multilingual parallel ABSA dataset. Specifically,
we use existing high-quality English datasets from
multiple domains and construct a dataset (by manu-
ally annotating an English corpus) from another do-
main. These datasets are then automatically trans-
lated into 20 languages, followed by an efficient
automatic data quality verification and manual in-
spection if necessary. To further investigate the
quality of M-ABSA and unveil its possible usage
in multilingual ABSA research, we conduct evalu-
ations on M-ABSA under various settings, includ-
ing zero-shot cross-lingual transfer, cross-domain
transfer, and zero-shot prompting with large lan-
guage models (LLMs). Our contributions are as
follows:

* We present a high-quality multilingual parallel
dataset for ABSA, covering 21 typologically di-
verse languages and 7 domains, ensuring its ap-
plicability in multilingual ABSA tasks for triplet
extraction.

* We provide a feasible method of extending mono-
lingual datasets to multiple languages with high
quality by automatic translation, quality eval-
uation, and manual inspection.

* We investigate the robustness and applicability
of M-ABSA by a comprehensive evaluation, in-
cluding cross-lingual transfer, cross-domain
transfer, and zero-shot prompting with LLMs.
Our results highlight the potential of M-ABSA
in future multilingual ABSA research.

2 Background and Related Work
2.1 UABSA and TASD Tasks

In the current work, we mainly cover two types of
mainstream ABSA tasks, from UABSA to TASD.

Unified ABSA (UABSA) is a basic form of
ABSA tasks. It extracts aspect terms and predicts
their sentiment polarities (Li et al., 2019; Chen and
Qian, 2020; Zhang et al., 2021b). It can also be
formulated as an (aspect term, sentiment polarity)
pair extraction problem (Zhang et al., 2021b). For
the example “The service was great, but the food

was bad.”, it aims to extract two pairs: (service,
positive) and (food, negative).

Target-Aspect-Sentiment Detection (TASD)
is an extended task for UABSA with an addi-
tional aspect category, which belongs to a pre-
defined category set. It aims to detect all (aspect
term, aspect category, sentiment polarity) triplets
for a given sentence (Wan et al., 2020; Zhang
et al., 2021b). For the same example sentence
in the previous paragraph, it should extract the
triplets: (service, service##general, positive) and
(food, food##quality, negative), where the “ser-
vice##general” and “food##quality” correspond to
the categories of the respective aspect terms.

2.2 Current Multilingual ABSA Datasets

Research in multilingual ABSA has been con-
strained by limited datasets, with most focusing
on English. SemEval workshops introduced early
datasets for restaurant and laptop reviews (Pon-
tiki et al., 2014, 2015), later expanding to Chi-
nese, Turkish, and Spanish (Pontiki et al., 2016).
Other efforts, like GermEval-2017 for German
(Wojatzki et al., 2017), ABSITA-2020 for Italian
(De Mattei et al., 2020), SemEval-2023 for African
languages (Muhammad et al., 2023), and Polish-
ASTE (Lango et al., 2024), added linguistic di-
versity but often focused on sentence-level anal-
ysis. Recent datasets like ROAST extended cov-
erage to two other low-resource languages, Hindi
and Telugu, and incorporated review-level ABSA
analysis across multiple domains (Chebolu et al.,
2024b). Despite these advances, existing datasets
lack broad domain coverage, linguistic variety, and
parallelism essential for robust multilingual evalua-
tion. Also, current datasets limit in standardization
and diversity to make it possible for broader model
robustness checks (Chebolu et al., 2023). There is
a new multi-domain dataset (Cai et al., 2025), but
the language is English. Therefore, broadening the
variety of ABSA datasets is crucial for advancing
both research and applications.

2.3 Methods for Multilingual ABSA

Early multilingual ABSA methods rely on super-
vised learning with annotated data, using transla-
tion systems and alignment algorithms for cross-
lingual label projection (Lin et al., 2014; Klinger
and Cimiano, 2015; Lambert, 2015; Barnes et al.,
2016). However, these methods struggle with scal-
ability and translation quality (Zhou et al., 2015).
Subsequent works leverage cross-lingual word em-
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Gather data from existing sources.

QO  Ensure the data format aligns with the
TASD structure.

QO Collect data from various domains to

1 ensure diversity.

____________________________________________

<Raw>
The service was great, but the food was bad.

<After Preprocess>
The (1l:service) was great, but the (2:food) was bad.

. (service, servicet##general, positive),
[Triplets] . .
(food, food##quality, negative)

.........................

[{“Aspect”: service,
“Category”: service##general,
“Sentiment”: positive},

: {“Aspect”: food,

\
1
i
i
1
1
The service was great, but the food was bad. |
1
i
1
i
i
1

“Category”: food##quality,
¢ “Sentiment”: negative}] /

’ \
/ 4. Translation Google Translate a( \
1 )
1 05000005066a6E060060600660660000668656000000830080000060a60G303600000300 :
1 1
] <FR> I
| Le (1:service) était super, mais la |
] (2:nourriture) était mauvaise. |
| i
1 1
1 1
1 1

(service, service##general, positive),

(nourriture, food##quality, negative)

Figure 2: The construction process of the M-ABSA dataset.

beddings trained on parallel corpora to align rep-
resentations across languages, enabling language-
agnostic ABSA (Barnes et al., 2016; Wang and Pan,
2018). Multilingual pre-trained language models
further improved performance through fine-tuning
and data augmentation (Xu et al., 2019; Phan et al.,
2021). More recently, large language models have
been explored for improving training data (Mai
et al., 2024) and evaluating zero-shot multilingual
ABSA (Wu et al., 2025). Although these models
offer scalability, they still fall short of fine-tuned
models in low-resource scenarios. In this work, we
evaluate basic baselines on our curated multilingual
dataset, establishing a new benchmark to support
future ABSA research.

3 Dataset Construction Process

This section outlines the process for constructing
the M-ABSA dataset. Given the abundance of ex-
isting ABSA datasets in English and the scarcity in
other languages, our primary goal is to collect En-
glish datasets from various domains and translate
them into target languages to create a high-quality
multilingual parallel ABSA dataset. Figure 2 illus-
trates the overall process.

The process begins with the collection of ex-
isting English datasets, which can follow two
approaches: a) using pre-annotated datasets for
ABSA triplet extraction tasks, or b) sourcing senti-
ment datasets that lack triplet-specific annotations
and manually annotating them to fit the triplet for-
mat. For pre-annotated datasets, we evaluate label

completeness and extract subsets suitable for our
purposes. To enhance domain diversity, we may
need to create new datasets by identifying suitable
data sources for sentiment analysis and recruiting
annotators to label them according to a predefined
triplet schema, as in the second case. All collected
datasets are balanced in size. Details of this data
collection phase are provided in §4.

Once the datasets are ready, we automatically
translate them into target languages, focusing on
both sentence-level translations and entity-level
translations. This approach aligns with previous
relation extraction studies, such as those by Bassig-
nana and Plank (2022) and Bassignana et al. (2023),
and text generation tasks, such as Chen et al. (2022).
Following machine translation, human reviewers
check for errors and omissions. The quality of the
translated datasets is then assessed. Further details
on the translation and evaluation are outlined in §5.

4 Datasets

4.1 Collecting Existing Datasets

We first collect six existing annotated English
ABSA datasets from multiple domains. Each
dataset is introduced in the following.

Hotel. This dataset is based on TripAdvisor re-
view data from Yin et al. (2017), featuring over
100K hotel reviews. Chebolu et al. (2024a) ex-
tended the dataset for the opinion aspect target
sentiment (OATS) 2 quadruple extraction task by

“The OATS refers to the quadruple extraction task that in-
cludes the aspect term, aspect category, sentiment polarity and
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annotating a subset of sentences. We select 2,147
annotated sentences from this subset.

Food. This dataset includes approximately S00K
Amazon fine food reviews curated from a Kaggle
competition. Chebolu et al. (2024a) leveraged this
dataset for the OAT'S task. We select 2,136 anno-
tated sentences from this collection.

Coursera. This dataset contains around 100K
reviews from Coursera, focusing on course quality,
content, comprehensiveness, etc, sourced from a
Kaggle competition. Chebolu et al. (2024a) also
employed this dataset for the OATS task, from
which we select 2,156 annotated sentences.

Phone. This dataset, created by Zhou et al.
(2023), focuses on the OATS task. It includes
reviews from various e-commerce platforms, col-
lected in mid-2021, covering 12 cellphone brands.
We select a subset of 2,109 sentences.

Laptop. This dataset features reviews from the
Amazon platform between 2017 and 2018, cover-
ing ten types of laptops across six brands (Cai et al.,
2021). We select 2,122 sentences out of 4,076 re-
view sentences.

Restaurant. This dataset contains customer
reviews for restaurants. It is one of the domain
datasets from the SemEval 2016 (Pontiki et al.,
2016) and is constructed for TASD tasks with
the aspect-based sentiment triplets. Although the
dataset provides reviews for 5 languages including
English, reviews are not parallel. We select 2,124
reviews from English to create our parallel dataset.

4.2 Constructing a New Dataset

In addition to the six existing annotated datasets
discussed in §4.1, we develop a new dataset from a
different domain to enhance the dataset’s diversity.

Sight. The Sight dataset, introduced by Wang
et al. (2023), consists of 15,784 comments on on-
line math lectures from the Massachusetts Insti-
tute of Technology OpenCourseWare (MIT OCW)
YouTube channel. These comments pertain to spe-
cific math lectures. While the original dataset pro-
vides sentence-level sentiment annotations, we ex-
tend it by annotating sentiment triplets. We select
1,986 sentences for this purpose.

Six annotators are invited for data annotation us-
ing Label Studio.? Following the annotation guide-
lines from the SemEval 2016 Task 5 (Pontiki et al.,

the opinion words. Moreover, it includes both the sentence-
level quadruples and the review-level tuples (Chebolu et al.,
2024a).

Shttps://labelstud.io

2016), we provide a comprehensive guide docu-
ment to introduce them to the topics, dataset, tool,
and specific annotation requirements. We divide
all the data into six subsets, with three annotators
involved in each subset. Two annotators indepen-
dently annotate a subset and another annotator re-
solves disagreements between the two annotators.
Additional annotation details can be found in §A.

Following Kim and Klinger (2018); Mayhew
et al. (2024), we report the inter-annotator agree-
ment with F1 score for the annotated aspect terms
and sentiment triplets. For F1, we use the results of
the first annotator as the predictions and the results
of the second annotator as the reference. The F1
score for aspect terms and sentiment triplets are
82.57% and 80.70%, respectively, reflecting a high
level of agreement between two annotators (Kim
and Klinger, 2018; Zhou et al., 2023).

4.3 Dataset Statistics and Characteristics

By grouping the sentences from each domain, we
present our newly collected multi-domain English
dataset for ASBA. Table 1 shows the key statistics
across the seven domains. We ensure that each
domain contained approximately 2,000 sentences
to exclude the confounding factor of data size for
cross-domain transfer (§6.4). The aspect counts
vary across domains, with the Phone domain hav-
ing the highest number. Notably, all datasets except
the Phone domain include many implicit aspects —
sentiment entities that are not explicitly mentioned
in the sentence. Such implicit aspects are very fre-
quent because many sentences contain indefinite
pronouns like “it”, which are marked as “NULL”
and labeled with their corresponding categories
and sentiments (Chebolu et al., 2023). The outlier —
the Phone dataset — simply did not annotate such
implicit aspects. §H presents the detailed aspect
categories in each domain.

| Sentences | Aspects | Cat.

Dataset | Train Dev Test  All | Train Dev Test All| All

Cours. | 1278 312 566 2156 | 1198 (423) 372 (113) 744 (263) 2314 (799)| 30
Food | 1278 336 522 2136|1075 (698) 338 (200) 742 (414) 2155 (1321)| 13
Hotel | 1255 308 584 2147|1631 (381) 354 (74) 975 (261) 2960 (716)| 37

Laptop | 1264 326 532 2122|1758 (392) 440 (88) 757 (147) 2955 (627)| 114
Phone | 1279 307 523 2109| 2883(0) 710(0) 1217(0)  4810(0)| 88
Res. | 1264 316 544 2124|1989 (446) 507 (104) 799 (179) 3295 (729)| 12
Sight | 1181 281 524 1986 | 1378 (203) 346 (46) 836(130) 2560 (379)| 5

Table 1: Statistics of the English ABSA dataset before
translation. In the aspects column, X (Y) represents the
total number of aspects X, with Y denoting the number
of implicit aspects.
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5 Annotation Projection and Evaluation

5.1 Projection with Translation

We propose an effective yet straightforward method
to project span-based annotations, specifically for
aspect entities in ABSA tasks, to extensive lan-
guages. We use the Google Translate API* to trans-
late the English data to multiple languages while
preserving the label classes including aspect cate-
gories and their associated sentiments in English.

Selecting Languages. We include 20 typologi-
cally diverse languages: Arabic (ar), Chinese (zh),
Croatian (hr), Danish (da), Dutch (nl), French (fr),
German (de), Hindi (hi), Indonesian (id), Japanese
(ja), Korean (ko), Portuguese (pt), Russian (ru), Slo-
vak (sk), Spanish (es), Swahili (sw), Swedish (sv),
Thai (th), Turkish (tr), Vietnamese (vi). These lan-
guages are selected to ensure good coverage of lan-
guages from different language families, including
Indo-European, Sino-Tibetan, Afro-Asiatic, and
Austroasiatic, among others.

Preserved Translation. Similar to Zhang et al.
(2021a), we add special aspect markers to surround
the tokens (aspects) in a sentence before translation.
Through extensive validation, we select “( ) and
ensure these markers are preserved after translation
while tokens inside the markers can be correctly
translated into the target language. In addition,
within each surrounding marker, we add a number
to denote its sequential order of appearance in the
sentence, as shown in Figure 2. This setup allows
us to easily project the labels to the target-language
aspects after translation, without losing track of the
correct order of aspects in the target language (the
order of sentence components can vary in the target
language compared with English).

Manual Review and Revision. After annotation
projection to the 20 languages, the resulting multi-
lingual dataset undergoes manual review to identify
two primary error types: (1) non-translations: the
original English aspect terms remain untranslated,
and (2) omissions: aspect terms are missing in the
translated text. Table 2 presents the error statistics
across languages, showing that these errors consti-
tute only a small fraction of the dataset, ensuring
overall translation quality. For each identified error,
the annotators then manually check and update the
respective data based on Google Translate. Details
of the proofreading process are provided in §C.

*https://cloud.google.com/translate

Dataset non-translations (%) omission (%) ALL
Coursera 6234 (13.47%) 393 (0.85%) 46280
Food 7646 (17.75%) 369 (0.86%) 43100
Hotel 5600 (9.46%) 456 (0.77%) 59200
Laptop 9714 (16.44%) 375 (0.63%) 59100
Phone 5899 (6.13%) 437 (0.45%) 96200
Restaurant 8152 (12.37%) 283 (0.43%) 65900
Sight 9800 (19.14%) 398 (0.78%) 51200

Table 2: Statistics of non-translations and omissions
in each dataset after translating English to all target
languages. We report the sum over all target languages
and also the percentage over the count of all aspects
(ALL).

5.2 Automatic Evaluation of Translation
Quality

We evaluate the translation quality for all 20 lan-
guages. Specifically, we randomly sample 100, 20,
and 30 data items from the train, validation, and
test set from each data domain for each language.
We then concatenate the sampled items from all
domains. This results in 1,050 items for each lan-
guage (150 x 7 = 1,050). Finally, we evaluate
the translation quality for each language individu-
ally using the sampled items as a proxy from two
perspectives: consistency and faithfulness, as dis-
cussed below.’

Consistency. Since we insert special aspect
markers into the English data, this might influ-
ence the translation. Therefore, we want to en-
sure the translation is consistent with or with-
out the special aspect markers. To do this, we
translate the same 1,050 items from the English
data to all target languages, without using the spe-
cial aspect markers. Based on the new transla-
tions (translationy/o marker) and the sampled data
(translationy, marker) for each language, we con-
sider two metrics. 1) Aspect accuracy (Acc) mea-
sures the percentage of all aspects in the 1,050
items also presenting in translationy/o marker- 2)
chrF++ (Popovié¢, 2017) measures the character-
based translation quality using translationy/o marker
as references and translationy, marker s hypotheses.

Faithfulness. We also want to ensure our trans-
lations convey the same meanings as the source
data in English. To do this, we back-translate the
1,050 items from each language to English. Then,
we compare the back-translations with the origi-
nal English data. Similar back-translation-based

The details of the translation quality evaluation and per-
domain evaluation (in comparison with a random-paired base-
line) are presented in §F
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approaches have also been used to evaluate the
translation quality or filter unreliable translations
(Sobrevilla Cabezudo et al., 2019; Sekizawa et al.,
2023). Our evaluation includes three metrics. 1)
BERTScore (Zhang et al., 2020) measures how
semantically similar the back-translations and the
original English data are in the representation space.
2) SBERT (Reimers and Gurevych, 2019) also
measures the semantic similarity as BERTScore. 3)
BLEU (Papineni et al., 2002) measures the n-gram
translation quality using the original English data
as references and back-translations as hypotheses.
The results are shown in Table 3. We see that
both Acc and chrF++ are high across languages,
indicating good consistency. However, Acc is not
perfect, suggesting adding special aspect markers
will influence the translation of aspects to some
degree. Similarly, high BERTScore, SBERT, and
BLEU show that our datasets of languages other
than English are faithful in keeping the same mean-
ings as the original English. In summary, good
consistency and faithfulness demonstrate the effec-
tiveness of our method and guarantee the quality
of our multilingual parallel dataset M-ABSA. We
show additional details of translation quality evalu-
ation in single domains and cross-domains in §F.

Lang. Acc chrF++ BERTScore SBERT BLEU
ar 6844 86.58 95.66 90.81 5397
da  77.82 93.69 96.88 9530 68.51
de 81.77 091.16 95.93 9227  54.30
es 7692 9251 96.04 9239 58.26
fr 7450 92.63 96.22 92.66  59.39
hi  79.50 89.36 95.89 92.40  56.00
hr 6637 89.98 96.15 9329 5995
id 67.87 90.09 95.72 90.96 52.43
ja  80.25 78.59 94.52 88.89  39.16
ko 7637 80.97 94.21 86.85 37.57
nl 7540 9121 96.05 92.53  57.90
pt 7844 93.20 96.26 9291 60.37
ru  66.19 89.73 95.39 90.39  50.09
sk 6231 89.54 96.14 93.54 58.76
sv. 7896 9293 96.83 94.66 67.04
sw  60.34 88.28 95.79 9091 58.18
th 7448 81.57 94.39 87.01  39.00
tr  68.04 89.21 95.23 89.97 48.53
vi 70.72  91.08 95.43 89.79  50.22
zh 8124 7720 94.91 89.16  43.96

Avg. 7347 88.94 95.70 9141 5384

Table 3: Translation quality evaluation using different
automatic metrics.

5.3 Human Evaluation of Translation Quality

In addition to the automatic evaluation, we ran-
domly sampled 70 sentences in total (10 sentences

per domain) for each of eight representative target
languages (ar, de, es, hi, ja, ru, th, zh), covering
four language families and seven scripts. For each
language, we recruited three native speakers (with
high proficiency in English) via Prolific® and com-
pensated them at an hourly rate of £9.

Each annotator received the English source sen-
tences (with the special aspect markers removed)
and the translations. They rated the system output
on four task-agnostic dimensions widely used in
MT evaluation: Grammar, Fluency, Adequacy,
and Code-Switching, using a 5-scale rating from
1 (poor) to 5 (excellent), based on previous MT
evaluation works (Chen et al., 2022). Additionally,
given that aspect terms were also translated, we
introduced a fifth evaluation dimension: Aspect
Term Translation, also rated on a 5-point scale.
Further details and examples of the human evalua-
tion process are provided in §G.

We report the results of the human evaluation
as average ratings for each language and average
across all languages in Table 4. Overall, we ob-
serve strong human evaluation performance across
all five dimensions, with particularly high ratings
in Aspect Term Translation and Code-Switching.
These results confirm that our translations are
not only grammatically and semantically sound
but also preserve critical task-specific information
of the aspect terms, thereby supporting that M-
ABSA is a high-quality benchmark for multilingual
ABSA.

Lang. Gram. Flu. Adeq. C.-Switch. Asp. Term
ar  4.04 398 433 4.72 4.63
de 430 422 4.68 4.98 4.82
es 4.03 3.66 4.36 4.63 4.77
hi 331 284 3.16 3.12 2.97
ja 3.09 293 4.01 3.77 3.76
ru 377 359 435 4.73 4.64
th 335 2.81 3.30 4.56 4.07
zh  4.09 3.85 423 4.58 4.47
Avg. 375 3.61 4.05 4.39 4.27

Table 4: Human evaluation scores (1-5, 1 is worst and
5 is best) averaged over eight languages.

6 Experiments and Results

6.1 Experimental Setups

Task Setups. As the main goal of the work is to
provide a multilingual dataset with aspect triplets
(aspect term, category, sentiment), we conduct the

Shttps://www.prolific.com/
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(a) TASD Results

(b) UABSA Results

Lang. ‘ Coursera Food Hotel Laptop Phone Res. Sight ‘ Avg Lang. ‘ Coursera Food Hotel Laptop Phone Res. Sight ‘ Avg.
ar 1195 1721 18.08 18.73 16.97 29.88 13.39| 18.03 ar 2622  24.64 2750 3854 27.14 3484 18.97| 2841
da 23.18  27.81 18.41 30.84 2127 | 5220 29.93| 29.52 da 41.73  50.88 43.92 29.67 30.25 | 45.68
de 28.74 3433 3203 2777 2731 28.52 | 33.99 de 52.67 45.54 5450 42.83 32.52 | 50.55
es 23.71  23.83 36.77 2246 20.55 50.44 23.56| 28.33 es 4896  43.65 41.03 44.89 2847 29.02 | 42.68
fr 29.82 26.83 19.49 2491 2437 5232 23.50| 28.89 fr 48.92 4143 3408 48.65 33.98 5459 2696 | 41.94
hi 1342 2236 2219 2341 2148 3519 10.38]| 21.06 hi 3121 3729 3245 4250 3591 40.68 1891 | 34.42
hr 1126 1139 3199 1748 16.00 31.59 15.74 | 19.49 hr 29.15 1946 3525 39.18 24.08 | 53.31 24.50| 32.13
id 24.85 2292 31.01 3027 21.65 41.80 26.84| 28.33 id 4639 4791 3951 60.73 3285 50.07 31.10 | 44.37
ja 16.58 2626 2530 2222 26.72 41.06 20.87| 25.86 ja 31.56  47.14 3593 4493 3940 4825 2696 | 3945
ko 11.11 2296 1336 18.01 1625 27.46 17.89| 18.86 ko 25.62  31.00 31.89 41.60 2229 3237 24.50| 29.89
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Table 5: Main results with mT5 on TASD and UABSA tasks in English-centric zero-shot transfer fashion.
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Figure 3: Zero-shot fine-tuning for TASD task on Resteraunt domain. (a): Cross-lingual performance; (b): T-SNE
visualizations of the selected source languages in the test set of Restaurant domain.

main experiments on the TASD task (triplet extrac-
tion). Also, our triplets contain subsets of sentiment
pairs (aspect term, sentiment). Therefore, we also
experiment on the UABSA (pairwise extraction)
task and compare the results with TASD.

Model. We use a generation model to address the
implicit aspects in the dataset, due to the compat-
ibility of our dataset for generative tasks. Specifi-
cally, we finetune mT5-base (Xue et al., 2021) on
the M-ABSA dataset. The mT5-base is pretrained
on a span-corruption variant of the masked lan-
guage modeling objective, covering 101 languages,
including all 21 languages in our dataset.

Evaluation Metric. We adopt Micro-F1 scores
as the main evaluation metrics for all tasks. A
prediction is correct if and only if all its predicted
sentiment elements in the pair or triplet are correct.
All the experimental results are reported using the
average of 5 random seeds.

6.2 Cross-Lingual Transfer Results

Main Results. Table 5 shows our main results of
zero-shot cross-lingual transfer (i.e., training on
English, inference on all target languages) by fine-
tuning the mT5 model on the TASD and UABSA
tasks. We observe the following phenomenon:
1) Compared to triplet extraction (cf. Table 4(a)),
pairwise extraction (cf. Table 4(b)) achieves bet-
ter cross-lingual transfer performance across all
domains. This indicates that introducing complex
categories’ as sentiment elements presents a greater
challenge for ABSA, as also shown by Zhang et al.
(2021b). 2) On average, the performance of English
exceeds that of the other languages. German (de)
and Dutch (nl) achieve the highest scores of all lan-
guages other than English, with averages of 33.99%
and 31.85% on the TASD task respectively. It is
worth noting that German, Dutch, and English all
belong to the West Germanic group of languages,

"For instance, as shown in Appendix H, the Laptop dataset

is divided into 114 fine-grained labels, representing the largest
number of categories.
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which share structural and vocabulary similarities.
In contrast, Swahili (sw), a Bantu language with
relatively limited linguistic resources and distinct
grammatical structures compared to more widely
studied languages, emerges as the most challenging
language, with an average performance of 15.96%.
This suggests the model has lower transferability
when handling languages with fewer resources, par-
ticularly those from non-Indo-European language
families.

Impact of Source Language. We conduct ad-
ditional experiments using five typologically di-
verse non-English source languages (zh, ko, ar, ru,
fr), each with a different script, to examine their
impact on TASD performance on the Restaurant
dataset. In some cases, selecting a non-English
source improves performance compared to English.
As shown in Figure 3(a), cross-lingual transfer ben-
efits when the target language is semantically close
to the source (e.g., Chinese-to-Japanese outper-
forms English-to-Japanese), likely due to biases
in cross-lingual models, which are predominantly
trained on English. Using non-English sources
helps mitigate this bias. However, Arabic presents
a challenge, possibly due to its significant linguis-
tic and typological differences from the other lan-
guages.

We use the t-SNE algorithm to visualize aspect
term representations in 2-dimensional Euclidean
space for six languages from the Restaurant dataset
in Figure 3(b), revealing two clusters: (1) Chinese,
Japanese, and Korean and (2) French, English, and
German. These clusters align well with typological
similarities in their respective language families.
This visualization also aligns with the empirical re-
sults from 3(a) that transferring from linguistically
similar languages can enhance performance. For
instance, Chinese-to-Japanese and Korean yield
improvements of 5.26% and 1.92% compared to
Chinese-to-English, respectively. These findings
highlight the importance of source language simi-
larity in cross-lingual transfer.

In general, the results show that our M-ABSA
dataset is a suitable multilingual dataset for evalu-
ating the cross-lingual transfer abilities of models.

6.3 LLMs Zero-Shot Results

Additionally, we conduct extensive evaluations
with the following open-weight LLMs on the
dataset for the UABSA and TASD task, in a zero-
shot prompting setting: Llama-3.1 8B (Al@Meta,

2024), Mistral 7B (Jiang et al., 2023), Gemma-2
9B (Team, 2024a), Qwen-2.5 7B (Team, 2024b).
To test the cross-lingual generative ability of mul-
tilingual pre-trained models without direct cross-
lingual training data, we evaluate the zero-shot
cross-lingual ABSA performance of LLMs based
on prompt engineering. We show our prompts used
in §E.

Performance Comparison of Different Models on TASD

=+ + mT5 (fine-tuning)

—e— Gemma-2

60 —=— Llama-3.1

= Mistral
Qwen-2.5

F1 (%)

o D)
I -
a” N -

4
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~
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/‘/ NPt ol — N,

ar da de en es fr hi hr id ja ko nl pt ru sk sv sw th tr vi zh
Languages

Performance Comparison of Different Models on UABSA

=+« mT5 (fine-tuning)
. —e— Gemma-2
60 K —=— Llama-3.1
; = Mistral
Qwen-2.5

F1 (%)

ar da de en es fr hi hr id ja ko nl pt ru sk sv sw th tr vi zh
Languages

Figure 4: LLM zero-shot results vs mT5 fine-tuning
results on TASD and UABSA. The results are averaged
across 7 domains.

Figure 4 shows the zero-shot inference results
of the LLMs. We also include the previous mT5
results (fine-tuning on English, inference on target
languages) as a comparison. We observe some fluc-
tuations, but the best-performing LLM, Gemma-2,
can achieve performance comparable to the zero-
shot fine-tuning results of mT5. When it comes
to the task type, we notice that the performance
on TASD is much lower than on UABSA, as also
observed in the fine-tuning results (cf. Table 5).
This further shows the challenge of the TASD task
with triplet extraction and provides a potential for
further finer-grained methods to achieve this task.

6.4 Cross-Domain Results

As M-ABSA contains multiple domains, it is inter-
esting to investigate how a model performs when
it is fine-tuned in one domain and tested in other
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domains. As the aspect categories of different do-
mains are different, we only evaluate the UABSA
task with the aspect term and sentiment tuples. We
conduct cross-domain UABSA experiments on all
seven domains in all languages with the results
shown in Figure 11 in the Appendix. Figure 5
shows an example of the results on the English
dataset.

Cross-Domain Results (EN)

Coursera 29.93 28.56 37.40 18.16 32.76
Food - 72.75 | 56.16 17.60 32.57 14.50
Hotel- 34.01 43.40 EE:NUN 41.87 14.47 14.56

Laptop - 38.36 49.98| 69.69

Phone- 23.40 16.24 27.44 CERCINERTE 39.53 13.24
Res- 39.60 (PAGICTRCE 13.90 WAVICE 16.32
Sight 37.60 39.15 41.52 16.53 34.43

36.08 m 18.54

source domains

CourseraFobd Hatel Laﬁtop Phéne Rés Siéht

target domains

Figure 5: An example of F1 scores of single-source
cross-domain UABSA on M-ABSA (EN). Full results
on all languages are shown in Figure 11 of Appendix.

We observe that transfer between similar do-
mains exhibits positive transfer characteristics. For
example, F1 scores from Restaurant to Hotel are
second only to in-domain results, whereas transfer
from Phone to Hotel yields the lowest performance.
This can be explained by the fact that Restaurant
and Hotel domains are both service-related and
share common features. This suggests that addi-
tional data from similar domains can help mitigate
data scarcity in the domain of interest.

7 Conclusion

We present M-ABSA, the most diverse multilingual
parallel ABSA dataset to date, which includes 20
typologically different languages in addition to En-
glish and covers 7 different domains. Furthermore,
we provide an efficient span-based annotation pro-
jection method together with minimal human re-
view and revision, which can be easily adapted to
work that extends existing monolingual datasets to
multiple languages with high quality. Lastly, we
conduct extensive experiments using M-ABSA in-
cluding cross-lingual transfer, cross-domain trans-
fer, and zero-shot prompting with LLMs. The re-
sults highlight the potential of our dataset for future
multilingual ABSA research.

8 Limitations

We acknowledge that this work still has the follow-
ing limitations:

Aspect-Based Sentiment Representation. The
triplet extraction task TASD extracts aspect, cat-
egory, and sentiment triplets from reviews, but
incorporating the opinion element from ABSA
could provide a more comprehensive understand-
ing. However, defining the opinion element across
domains is challenging, as it often consists of mul-
tiple nouns or complex phrases that complicate
machine translation. Future work could explore
integrating opinion elements to enhance both lin-
guistic richness and translation accuracy.

Specialized Cross-Lingual ABSA Models. Our
evaluation confirms that M-ABSA poses signifi-
cant challenges, but we primarily rely on exist-
ing pipelines rather than designing a task-specific
cross-lingual ABSA model. Future work should
develop methods, such as recent knowledge and re-
trievel augmented approaches (Zhang et al., 2022,
2024), tailored to these token-level entity recogni-
tion tasks’ linguistic diversity and structural com-
plexities.

Translation Challenges for Long Phrases. Cer-
tain languages struggle with accurately translating
long opinion phrases, leading to potential semantic
shifts. Addressing these translation inconsistencies,
particularly for languages with distinct morphosyn-
tactic structures, is an open challenge for improving
multilingual ABSA.

9 Ethical Considerations

Since we have introduced a new multilingual triplet
extraction ABSA dataset, we address some poten-
tial ethical considerations in this section.

Dataset Source. We select the English datasets
Coursera (Chebolu et al., 2024a), Food (Chebolu
et al., 2024a), Hotel (Chebolu et al., 2024a), Laptop
(Caietal., 2021), Phone (Zhou et al., 2023), Restau-
rant (Pontiki et al., 2016), and Sight (Wang et al.,
2023), and extend the multilingual sentiment anal-
ysis dataset using machine translation and manual
verification. We ensure that this new dataset is in-
tended solely for research purposes and should not
be used for commercial purposes. Furthermore, the
dataset construction strictly adheres to the intellec-
tual property and privacy protection requirements
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of the original authors and is freely available for
download from their official website.

Data Annotation. Before the annotation process,
we fully informed the annotators about the nature
and goals of the task and obtained their informed
consent. All annotators are project partners and
voluntarily joined as contributors. Additionally, all
annotators provided explicit consent for the use of
the collected data. During human evaluation of
translation quality, we recruited external human
participants from Prolific. All human evaluators
were paid properly at an hourly rate of £9.

Risk Concerns. Constructing multilingual
datasets using advanced machine translation
engines does not raise any ethical concerns, as
the process involves the automatic translation of
publicly available textual data without any human
involvement in altering the original meaning.
Machine translation tools, such as those provided
by commercial services (e.g., Google Translate),
operate on publicly accessible models trained
on large corpora, ensuring that the translation
process is fair and does not introduce any bias
or manipulation. Moreover, the dataset does not
contain personally identifiable information or
sensitive data, and the translation process does
not involve any potentially ethically risky manual
annotations.

Use of AI Assistants. The authors acknowledge
the use of ChatGPT solely for correcting grammat-
ical errors, enhancing the coherence of the final
manuscript, and providing assistance with coding.
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A Annotation Process

As we describe in §4.1, for the Sight dataset, we
need to manually annotate the aspect terms. The
entire dataset construction process consists of the
following steps:

Data Cleaning. Sentences with fewer than 6
valid tokens or consisting solely of symbols are
filtered out. Duplicate sentences are then removed.

Sentence Language Purity Check. We use the
LangID® (Kargaran et al., 2023) toolkit to detect
and remove non-English sentences. Specifically,
the tool detects the top two candidate languages,
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and we calculate the probability difference between
the two. If the difference exceeds 0.6, the lan-
guage with the highest probability is assigned as
the sentence’s language. We then randomly sample
approximately 2,000 sentences from the original
dataset to construct the entire dataset.

Topic Modeling. For constructing the aspect cat-
egories, we apply LDA-based topic models to gen-
erate the clusters for the categories based on the
input sentences, with manual checks on the gener-
ated topics, following this topic curation process
(Resnik et al., 2024). Specifically, we initialize a
granularity of 10 topics and then manually code
the 10 topics, which are then reviewed by another
annotator with domain experts.

Aspect Categories Coding. Once we get the top-
ics, we input the sentence sets from each of the five
categories (with the top 100 sentences per topic)
into GPT-3.5, using 50-shot samples for each input,
to let it code the topics. By using prompt engineer-
ing, we generate the aspect category mentioned in
each sentence and classified them. Finally, we per-
form manual analysis and unify the categories into
five distinct classes. For specific prompts, refer to
Figure 6.

Multi-round Annotation. As described in Sec-
tion 4.2, 6 annotators are invited for annotations
and follow strict quality control procedures to en-
sure the quality of the annotations. Each sentence
is annotated by three annotators: Annotator A, An-
notator B, and Reviewer C. Annotators A and B
check and modify each other’s annotations, while
Reviewer C resolves any disagreements between
the annotations of A and B. Initially, Annotator A
labels the entire sub-dataset, after which Annotator
B reviews and makes corrections, followed by Re-
viewer C, who checks and balances the annotations
of both A and B. During the annotation process, any
newly emerged discrepancies are resolved through
consultation with our NLP expert (Reviewer C).
These experts are added to the annotation team for
future reviews.

Annotation Consistency. As detailed in Section
4.2, for the annotated dataset obtained from Step 6,
we use the F1 score to evaluate the consistency of
the annotations throughout the entire process.

B Annotation Guidelines

Following the annotation guidelines of SemEval
2016 (Pontiki et al., 2016), we have developed the
annotation guidelines for the three fundamental sen-
timent elements of TASD and their corresponding
outcomes for the Sight dataset. The annotators are
project partners and experts in NLP. They are re-
quired to mark the texts according to the following
guideline.

Aspect Categories. The aspect categories are de-
fined and coded according to the step demonstrated
in §A.

* Teaching_Setup: Comments describing or men-
tioning the teaching setup of the lecture. The
teaching setup includes aspects related to the
blackboard, chalk, microphone or audio, volume,
and camera or camera-related aspects (e.g., an-

gle).

* Course_General_Feedback: Comments describ-
ing or mentioning overall feedback on the course,
lecture, or video (experience, opinions).

¢ Instructor: Comments expressing evaluations of
the instructor (speaker).

* Mathematical_Related_Concept: Comments de-
scribing or mentioning personal feelings or eval-
uations related to examples, concepts, explana-
tions, or proofs within mathematical subjects.

* Other: Aspects with sentiment that do not fall
under the categories listed above.

Aspect Terms. The aspect can be a specific en-
tity, a common noun, or a multi-word term, indicat-
ing the opinion target in a sentence. Moreover, to
provide more fine-grained information, we include
three additional rules:

* Top-priority in labeling fine-grained aspects. For
mathematical concept elements, such as in the ex-
ample “Why should a; and ay both be perpendic-
ular to the vector b?”, each element—Ilike a1, a9,
and vector b—should be annotated individually,
rather than annotating them as a whole. For math-
ematical equations, such as in the example “Can
it be solved when you put y = acos(0)?”, the
entire equation should be annotated as a whole,
as in the case of y = a cos(0).
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[Case]: <Sentence>

[Background]: These comments are collected from the Massachusetts Institute of Technology OpenCourseWare (MIT
OCW) YouTube channel and aim to gather feedback from online students about the lecture content of a mathematics
course. The course includes transcriptions of the math lectures, and we have categorized the comments into five themes
using the LDA topic model, ranking the sentences based on their relevance to each theme from highest to lowest.

[Task]: Below are representative examples for each theme, please classify the comments based on these examples. The
comments mention the teaching methods employed by the instructor, which include, but are not limited to, the use of
examples, applications, problem-solving, proofs, visualizations, explanations, and analogies.

Figure 6: The sentence classification process with GPT-3.5.

* Priority order of temporal logic. For sentences
where emotional changes occur based on tempo-
ral order, we assign the emotion according to the
most recent time point.

Sentiment Polarity. The sentiment polarity be-
longs to one of the sentiment label sets: {POS,
NEU, NEG}, which stand for positive, neutral, and
negative, respectively.

* NEU: Indicates a slight positive or slightly neg-
ative emotional tone towards a specific aspect,
rather than describing objective facts. For exam-
ple, a comment expressing personal confusion
about mathematical concepts or reasoning pro-
cesses.

* NEG: Indicates a strong negative emotional tone
towards a specific aspect. For example, a com-
ment expressing dissatisfaction with the course
experience.

* POS: Indicates a strong positive emotional tone
towards a specific aspect. For example, a com-
ment expressing admiration for the speaker.

C Manual Proofreading

We first perform translation by inserting special
markers into the sentence, and then correct two
types of errors: aspect translation errors and aspect
omissions. Specifically, we use the original sen-
tence without special markers for translation, and
then identify the corresponding aspects to replace
them at the appropriate positions.

Figure 8 presents two error correction examples.
In the case of translation errors (where the aspect
term remains unchanged before and after transla-
tion), as shown in Step 1, the term “place” is not
correctly translated to its French counterpart “en-
droit” due to special markers. In Step 2, we retrans-
late the original sentence without special markers,

and by consulting the Wikipedia knowledge base,
we replace the misaligned “place” with the correct
“endroit”.

For omission translations, as shown in Step 1,
the aspect term “waiters” is misaligned during the
translation into Russian, due to special markers
causing the term to fall outside the marker range,
leading to the loss of alignment information. In
Step 2, we repeat the same process and replace the
missing aspect term with the correct “Odurnnan-

E3]

TBI .

D Experiment Details

During the experiments, we used the
transformers (Wolf et al., 2020) and pytorch
(Paszke et al., 2019) library for training the models.
Figure 6 presents the hyperparameter settings of
the mT5-base model used in the experiments. For
all datasets, except for the Hotel dataset where
training is set to 5 epochs, the number of epochs is
set to 30. The learning rate and batch size are set
to 3e-4 and 16, respectively, with a maximum of
2500 training steps, and the best model is selected
based on the performance during the final 500
steps. Additionally, the model’s dropout rate,
Adam epsilon, and warmup factor are set to 0.1,
le-6, and 0.1, respectively.

Parameter Value
Epoch [5, 30]
Batch size 16
Learning rate 3e-4
Hidden size 768
Dropout rate 0.1
Max steps [2000, 2500]
Adam epsilon le-6
Warm factor 0.1

Table 6: Hyper-parameter settings for the mT5-base
model.
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E Prompts for LLMs

We show both our prompts for the UABSA and
TASD tasks in Figure 10. The prompts are devel-
oped based on previous work (Wu et al., 2025) on
evaluating LLMs for UABSA tasks.

F Details of Automatic Translation
Quality Evaluation

To measure the chrF++ and BLEU scores,
we use the sacrebleu package.” To mea-
sure the BERTScore, we use the default
model for English in bert_score package, i.e.,
roberta-large.!” To measure the SBERT scores,
we use the sentence-transformer package and
the al1-MinilLM-L6-v2 model.'!!?

We also present the evaluation of translation
quality in each domain separately as opposed to
the aggregated evaluation conducted in §5.2. In
addition to our actual dataset, we also show a naive
random baseline — constructed by (1) randomly
pairing up the new translation (translationy, marker)
and the original translation (translationy,; marker) in
the target language for measuring consistency (Acc
and chrF++) and (2) randomly pairing up back-
translation and original English data for measuring
faithfulness (BERTScore, SBERT, and BLEU). Ta-
ble 7-13 presents the results of each domain.

We observe that the scores of our actual dataset
are much higher than the random baseline for most
metrics, indicating good translation quality across
domains. One exception is the BERTScore, where
the random baselines also obtain relatively high
scores. This is because the BERT model tends to
assign high similarity even to the random word/sen-
tence pairs (Ethayarajh, 2019; Zhao et al., 2021;
Liu et al., 2025). Its counterpart, SBERT, is further
fine-tuned in a contrastive way so that it can bet-
ter differentiate matched pairs from random pairs.
Therefore, we observe very low SBERT scores for
the random baseline but high scores for our dataset,
suggesting the translation in different languages
is faithful in keeping the meaning of the original
English data. To sum up, the translation quality is
good across languages and domains.

9https://github.com/mjpost/sacrebleu

Ohttps://huggingface.co/FacebookAI/
roberta-large

Hhttps://github.com/UKPLab/
sentence-transformers

12https://huggingface.co/sentence—transformers/
all-MinilM-L6-v2

G Human Evaluation of Translation
Quality

To assess translation quality beyond automatic met-
rics, we conducted a human evaluation of the sam-
pled translations along five dimensions:

* Grammar: Is the sentence grammatically well-
formed?

* Fluency: Does the sentence sound natural and
idiomatic in the target language?

* Adequacy: Does the translation preserve the
meaning of the original English sentence?

* Code-Switching: Does the translation avoid un-
necessary mixing of English or other foreign
words?

* Aspect Term Translation: Is the aspect term
(originally marked in brackets) correctly and ac-
curately translated?

Each dimension was rated on a 5-point Likert
scale, from 1 (poor) to 5 (excellent).

Human annotators were recruited via Prolific!3.
To ensure quality, all annotators were required to
be native speakers of the target language and have
high proficiency in English. Annotation instruc-
tions were provided in English. We included expla-
nations for each evaluation dimension.

Figure 7 shows a screenshot of the annotation
interface, including the evaluation instructions and
the rating interface for a sample sentence.

H Detailed Aspect Categories

We present in this section the detailed aspect cate-
gories for each subset of the dataset, in addition to
the ones we self-curate and present in the previous
section (§A).

Coursera = [’assignments comprehensiveness’, ’assign-
ments quality’, *assignments quantity’, ’assignments re-
latability’, *assignments workload’, ’course comprehen-
siveness’, “course general’, *course quality’, ’course relata-
bility’, ’course value’, ’course workload’, *faculty compre-
hensiveness’, *faculty general’, ’faculty relatability’, *fac-
ulty response’, "faculty value’, ’grades general’, *material
comprehensiveness’, ‘material quality’, 'material quan-
tity’, *material relatability’, *material workload’, *polarity
negative’, “polarity neutral’, *polarity positive’, ’presenta-
tion comprehensiveness’, ’presentation quality’, *presen-
tation quantity’, *presentation relatability’, *presentation
workload’]

Bhttps://www.prolific.com/
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EN-DE translation quality evaluation

In this study, you will evaluate the quality of machine-translated sentences. You will be
shown 70 sentences translated from English into your native language, along with the
original English versions. For each sentence, you will rate it on five aspects:

Grammar - Is the sentence grammatically well-formed?

Fluency - Does it sound natural and idiomatic?

Adequacy - Does it preserve the meaning of the English source?

Code-Switching — Does it avoid unnecessary use of English or other foreign words?

Aspect Term Translation - Is the term in the bracket translated correctly in the sentence?

Each question is rated from 1 (poor) to 5 (excellent). The task will take approximately 25—
35 minutes. You must be a native speaker of the target language to participate.

* Indicates required question

Before conducting the task, please enter your Prolific ID: *

Your answer

Sentence 1 *
Source: This guy is awesome! Really enjoy the lectures.####['NULL', 'lectures’]

Target: Dieser Typ ist groBartig! Die Vorlesungen gefallen mir wirklich gut.####
[NULL', 'Vorlesungen]

Is the sentence

grammatically O O O O O

well-formed?

Does it sound

natural and O O O O O

idiomatic?

Does it preserve

the meaning of

the English O O O O O
source?

Does it avoid

mixing English

or other foreign O O (@) O O
words

unnecessarily?

Is the term in
the bracket

translated O O O O O

correctly in the
sentence?

Figure 7: Screenshot of the annotation interface showing
instructions and an example evaluation.
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Food = [’amazon availability’, ’amazon prices’, ’food
general’, *food prices’, *food quality’, *food recommenda-
tion’, ’food style_options’, ’shipment delivery’, shipment
prices’, ’shipment quality’]

Hotel = [’facilities cleanliness’, ’facilities comfort’,
*facilities design_features’, ’facilities general’, ’facili-
ties miscellaneous’, ’facilities prices’, ’facilities qual-
ity’, food_drinks miscellaneous’, *food_drinks prices’,
’food_drinks quality’, *food_drinks style_options’, "ho-
tel cleanliness’, "hotel comfort’, "hotel design_features’,
’hotel general’, ’hotel miscellaneous’, ’hotel prices’,
’hotel quality’, ’location general’, ’polarity positive’,
’room_amenities cleanliness’, 'room_amenities comfort’,
’room_amenities design_features’, 'room_amenities gen-
eral’, 'room_amenities prices’, 'room_amenities qual-
ity’, ‘rooms cleanliness’, 'rooms comfort’, ‘rooms de-
sign_features’, ‘rooms general’, ‘'rooms miscellaneous’,
’rooms prices’, 'rooms quality’, ’service general’]

Laptop = [’battery#design_features’, ’battery#general’,

’battery#operation_performance’, ’battery#quality’,
’company#design_features’, ’company#general’,
’company#operation_performance’, ’company#price’,

’company#quality’, *cpu#design_features’, *cpu#tgeneral’,
’cpu#operation_performance’, ’cpu#price’, *dis-
play#design_features’, *display#general’, *dis-
play#operation_performance’, ’display#price’, ’dis-
play#quality’, display#usability’, *fans&cooling#general’,
*fans&cooling#operation_performance’,
*fans&cooling#quality’,
ics#design_features’, ’graphics#general’, >graph-
ics#operation_performance’, *graphics#usability’,
“hardware#design_features’, "hardware#general’, “hard-
ware#operation_performance’, “hardware#quality’,
“hardware#usability’, “hard_disc#design_features’,
*hard_disc#general’, “hard_disc#miscellaneous’,
*hard_disc#operation_performance’,

*hard_disc#price’, “hard_disc#quality’,
*hard_disc#usability’, "keyboard#design_features’,
’keyboard#general’, ’keyboard#miscellaneous’, ’key-
board#operation_performance’, ’keyboard#portability’,

>graph-

’keyboard#price’, ’keyboard#quality’, "key-
board#usability’, ’laptop#connectivity’, ’lap-
top#design_features’, ’laptop#general’, "lap-
top#miscellaneous’,  ’laptop#operation_performance’,

’laptop#portability’, ’laptop#price’, ’laptop#quality’,
’laptop#usability’, ’memory#design_features’, ’mem-
ory#general’, 'memory#operation_performance’, 'mem-
ory#quality’, "'memory#usability’, *motherboard#quality’,
’mouse#design_features’, ’mouse#general’,
’mouse#usability’, ’'multimedia_devices#connectivity’,
’multimedia_devices#design_features’,
’multimedia_devices#general’, ’multime-
dia_devices#operation_performance’, ’multime-
dia_devices#quality’, ’optical_drives#general’, ’opti-
cal_drives#usability’, *os#design_features’, *os#general’,
’os#tmiscellaneous’, ’os#operation_performance’,
’os#price’, “ost#quality’, ’osttusability’,
*out_of_scope#design_features’, *out_of_scope#general’,
’out_of_scope#operation_performance’,

’out_of_scope#usability’, ’ports#connectivity’,
’ports#design_features’, ’ports#general’,
’ports#operation_performance’, "ports#portability’,
’ports#quality’, ’ports#usability’,

’power_supply#design_features’, ’power_supply#general’,
’power_supply#operation_performance’,
’power_supply#quality’,  ’shipping#general’,  ’ship-



ping#operation_performance’, ’shipping#quality’,
’software#design_features’, ’software#general’, ’soft-
ware#foperation_performance’, ’software#portability’,
’softwarettprice’, ’software#quality’, *software#usability’,
’support#general’, ’support#operation_performance’,
’support#price’, ‘support#quality’, *warranty#general’]

Phone = [’ After-sales Ser-
vice#Exchange/Warranty/Return’, ’ Appearance
Design#Aesthetics  General’, ’Appearance  De-
sign#Color’, ’Appearance Design#Exterior Design
Material’,  ’Appearance  Design#Fuselage  Size’,
’Appearance Design#Grip Feeling’, ’Appearance
Design#Thickness’,  ’Appearance Design#Weight’,
’Appearance  Design#Workmanship and Texture’,
’ Audio/Sound#Tone quality’, * Audio/Sound#Volume and
Speaker’, ’Battery/Longevity#Battery Capacity’, 'Battery/-
Longevity#Battery Life’, *Battery/Longevity#Charging
Method’, ’Battery/Longevity#Charging Speed’, ’Bat-
tery/Longevity#General’,  ’Battery/Longevity#Power
Consumption Speed’, *Battery/Longevity#Standby Time’,
’Branding/Marketing#Promotional Giveaways’, ’Buyer
Attitude#Loyalty’, ’Buyer Attitude#Recommendable’,
’Buyer Attitude#Repurchase and Churn Tendency’,
’Buyer Attitude#Shopping Experiences’, ’Buyer At-
titude#Shopping Willingness’, ’Camera#Fill light’,
’Camera#Front Camera’, ’Camera#General’, ’Cam-
era#fRear Camera’, "Ease of Use#Audience Groups’, ’Ease
of Use#Easy to Use’, ’Intelligent Assistant#Intelligent
Assistant General’, ’Key Design#General’, ’Logis-
tics#Lost and Damaged’, ’Logistics#Shipping Fee’,
’Logistics#Speed’, ’Logistics#general’, ’Overall#Overall’,
’Performance#General’, ’Performance#Heat Genera-
tion’, ’Performance#Running Speed’, ’Price#Price’,
’Price#Value for Money’, ’Product Accessories#Cell
Phone Film’, ’Product Accessories#Charger’, *Product
Accessories#Charging  Cable’, "Product  Acces-
sories#Headphones’, ’Product  Accessories#Phone
Cases’, "Product Configuration#CPU’, *Product Config-
uration#Memory’, ’Product Configuration#Operating
Memory’, ’Product Packaging#Completeness of Ac-
cessories’, ’Product Packaging#General’, ’Product
Packaging#Instruction Manual’, ’Product Packag-
ing#Packaging Grade’, 'Product Packaging#Packaging
Materials’, ’Product Quality#Cleanliness’, ’Prod-
uct  Quality#Dustproof’, ’Product  Quality#Fall
Protection’, *Product Quality#General’, *Product Qual-
ity#Genuine Product’, *Product Quality#Water Resistant’,
’Screen#Clarity’, ’Screen#General’, ’Screen#Size’, ’Secu-
rity#Screen Unlock’, ’Seller Service#Attitude’, ’Seller
Service#Inventory’, ’Seller Service#Seller Expertise’,
’Seller Service#Shipping’, ’Seller Service#Timeliness
of Seller Service’, ’Shooting Functions#General’,
’Shooting Functions#Pixel’, ’Signal#Call Quality’,
’Signal#Signal General’, *Signal#Signal of Mobile Net-
work’, *Signal#Wifi Signal’, ’Smart Connect#Bluetooth
Connection’, ’Smart Connect#Positioning and GPS’,
’System#Application’, ’System#Lock Screen Design’,
’System#NFC’,  ’System#Operation ~ Smoothness’,
’System#Software  Compatibility’, ’System#System
General’, ’System#System Upgrade’, ’System#UI
Interface Aesthetics’]

Restaurant = [’ambience general’, *drinks prices’, ’drinks
quality’, ’drinks style_options’, ’food general’, ’food
prices’, ’food quality’, ’food style_options’, ’location
general’, ‘restaurant general’, ‘restaurant miscellaneous’,
’restaurant prices’, ’service general’]

Sight = [’Course_General_Feedback’, ’Instructor’, ’Math-
ematical_Related_Concept’, ’Other’, *Teaching_Setup’]

I Additional Experimental Results

Figure 9 shows the T-SNE visualization of the test
set for M-ABSA under all other domains apart from
the restaurant we showed in the main paper.

In Table 14-19, we present cross-lingual results
obtained with non-English source languages.

In Table 28-31, we present the detailed results
of LLM evaluation.

In Figure 11, we present the additional cross-
domain results of all languages.
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Raw Translate
<EN> <FR>
o
e Step 1: Still I would recommend this (1: place). Je recommanderais quand méme celui-ci (1: place).
- Step 2: Still I would recommend this place. Je recommanderais quand méme ceci endroit.
w
Correct: ('place', 'restaurant##igeneral', 'positive') ('endroit', 'restaurant##general', 'positive')
<EN> <RU>
Step 1: The (1: waiters) are very experienced OduumnanTel (1) OYeHb OMbITHH M BCErga roTOBbl MOMOYbL BaM
c and helpful with pairing your drink choice to your nopobpaTh HaNUTOK K BawuMm BKycam B efe Wnn HaobopoT.
.,9 food tastes or vice versa.
3 Step 2: The waiters are very experienced and OpMUMaHTL OYEHb OMBITHE M BCErga roTOBb MOMOYbL Bam
Rl helpful with pairing your drink choice to your food nopo6paTh HaNUTOK K BawWM BKycam B efe uiau HaobopoT.
g tastes or vice versa.
Correct: (' ', 'service##general', 'positive') ('OduumnanTel', 'service##general', 'positive')
Figure 8: The correcting process of the current multilingual ABSA dataset.
.'
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e
° ®op S . a
@ £ [} %
° o -h g . zh Py o *.- - zh
s o & ko o T ko .g. l;. % e ko
P ja ‘# ja & ° ja
Qo de % de & R de
s o °o® o ) .
e fr e fr .’ ° e fr
® en oy ® en Fe ﬁ' [ ® en
o ° ) o
(4 1]
[ ]
L ]
zh
ko
ja
de
e fr
@ en

Figure 9: T-SNE Visualizations of the Test Set for M-ABSA under all other domains. Top: Coursera, Food, Hotel;
Bottom: Laptop, Phone, Sight.
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\ Random Baseline Our Dataset
Lang. | Acc chrF++ BERTScore SBERT BLEU | Acc chrF++ BERTScore SBERT BLEU
ar 0.00 8.90 83.70 15.90 0.20 | 86.00 96.20 95.50 90.80  53.30
da 3.50 12.20 83.70 16.30 0.20 | 79.00 97.70 96.80 95.60  69.00
de 7.00 12.60 83.70 15.90 0.30 | 70.20 96.10 95.80 93.10  52.80
es 10.50 11.70 83.70 16.20 0.20 | 82.50 98.30 96.10 92.80  57.90
fr 5.30 11.60 83.70 16.00 0.20 | 75.40 97.40 96.30 94.10  59.20
hi 0.00 9.10 83.70 15.70 0.20 | 75.40 95.30 95.60 92.30  50.70
hr 3.50 10.60 83.60 15.80 0.20 | 57.90 93.60 96.10 93.30  59.30
id 5.30 13.40 83.70 15.80 0.20 | 75.40 95.20 95.40 88.40  48.10
ja 0.00 4.10 83.80 15.70 0.20 | 87.70 89.80 94.50 88.50 3550
ko 0.00 4.00 83.80 15.70 0.20 | 79.00 91.20 93.90 85.90 3340
nl 0.00 12.00 83.70 15.90 0.20 | 87.70 96.60 95.70 92.00  50.70
pt 0.00 11.50 83.70 15.80 0.20 | 86.00 95.70 96.10 92.10  56.20
ru 3.50 10.20 83.70 15.80 0.20 | 70.20 95.90 95.20 89.70  45.60
sk 0.00 9.90 83.60 16.10 0.20 | 68.40 93.80 96.10 93.90  58.80
sV 1.80 11.40 83.70 16.10 0.20 | 80.70 97.50 96.80 95.00  67.80
SW 0.00 12.50 83.70 15.20 0.20 | 61.40 93.50 95.60 9250  57.30
th 17.50 7.50 83.60 15.70 0.20 | 79.00 91.30 94.20 86.80  34.50
tr 0.00 10.50 83.70 16.00 0.20 | 73.70 94.50 95.00 89.30  46.10
vi 1.80 10.10 83.70 16.40 0.20 | 71.90 95.40 95.10 89.60  46.10
zh 7.00 1.700 83.70 15.80 0.30 | 84.20 87.30 94.60 87.50  40.60

Table 7: Evaluation of Translation Quality of random baseline and our dataset on Food domain.

\ Random Baseline Our Dataset
Lang. Acc chrF++ BERTScore SBERT BLEU Acc  chrF++ BERTScore SBERT BLEU
ar 13.60 11.10 84.50 25.90 1.80 | 81.60 90.90 95.70 91.00  55.00
da 10.10 13.90 84.30 25.50 1.70 | 79.10 93.70 97.00 95.70  70.70
de 18.10 14.90 84.50 25.70 1.70 | 92.10 91.40 95.80 91.50  53.00
es 17.60 14.80 84.50 25.60 1.70 | 74.80 93.10 96.30 93.50  60.50
fr 18.80 14.20 84.40 25.40 1.80 | 75.00 94.30 96.20 9290  59.20
hi 17.60 10.80 84.50 25.50 1.50 | 91.20 89.80 95.80 92.10  53.50
hr 8.80 13.10 84.40 25.50 1.70 | 80.80 91.80 96.10 93.20 59.50
id 10.30 15.40 84.40 25.50 1.60 | 69.80 91.60 95.90 91.50  54.60
ja 14.70 4.80 84.40 25.50 0.80 | 86.80 82.00 94.70 89.20  39.00
ko 16.80 5.90 84.50 25.10 1.60 | 88.80 84.10 94.40 87.60 3540
nl 10.30 14.80 84.50 25.90 1.70 | 78.60 93.40 95.90 9270  53.70
pt 12.00 13.80 84.40 25.50 1.60 | 75.20 93.90 96.30 9290  61.10
ru 9.60 13.30 84.40 25.20 1.40 | 73.60 91.00 95.30 90.60  48.00
sk 9.60 11.80 84.40 25.60 1.50 | 62.40 92.40 96.30 93.70  62.40
% 12.60 12.90 84.30 25.40 1.50 | 82.70 93.30 97.00 95.10  70.60
SW 11.10 14.70 84.40 25.60 1.60 | 69.80 90.00 95.80 91.60  57.90
th 27.60 9.40 84.50 24.70 0.80 | 91.30 84.80 94.60 87.40  38.30
tr 7.90 12.20 84.40 25.80 1.70 | 72.20 90.20 95.30 91.10  47.90
vi 12.70 12.00 84.40 25.50 1.20 | 76.20 92.50 95.60 90.40  50.40
zh 16.80 2.20 84.40 25.10 0.20 | 89.60 71.70 94.90 89.90 4350

Table 8: Evaluation of Translation Quality of random baseline and our dataset on Hotel domain.
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Lang.

da
de
es
fr
hi
hr
id
ja
ko
nl

pt

sk
SV
SW
th
tr
vi
zh

Random Baseline Our Dataset
Acc chrF++ BERTScore SBERT BLEU Acc chrF++ BERTScore SBERT BLEU
3.30 10.10 84.20 20.70 0.20 | 69.10 86.50 95.20 91.70 49.50
2.60 13.20 84.10 21.50 0.20 | 84.60 91.90 95.90 94.80 61.70
2.50 13.20 84.20 21.30 0.20 | 80.90 90.10 95.20 91.90 48.20
4.00 13.40 84.20 21.40 0.20 | 76.00 91.00 95.40 92.10 52.60
3.40 12.70 84.10 21.40 0.20 | 77.50 91.80 95.70 93.10 56.80
3.80 9.50 84.20 21.50 0.20 | 87.90 89.00 95.80 94.90 56.40
2.60 12.10 84.20 21.30 0.20 | 76.10 87.10 95.50 93.10 54.10
1.90 13.40 84.10 21.00 0.20 | 73.40 86.60 95.30 92.00 50.60
2.50 4.50 84.20 21.50 0.20 | 82.20 73.20 94.00 89.90 35.80
4.50 5.00 84.20 21.60 0.20 | 87.90 77.10 93.60 86.40 31.90
3.20 13.30 84.20 21.60 0.20 | 76.40 86.70 95.40 92.20 52.40
1.30 12.40 84.10 20.80 0.20 | 76.60 91.30 95.50 93.60 55.10
0.70 10.70 84.10 21.50 0.20 | 65.80 88.80 94.70 90.30 44.10
1.90 10.90 84.20 21.70 0.20 | 65.60 85.60 95.40 93.50 52.30
2.50 12.50 84.10 20.90 0.20 | 81.50 90.10 95.90 94.80 59.90
3.80 13.30 84.10 21.20 0.20 | 67.50 83.50 95.30 92.10 54.30
1.40 8.30 84.10 21.50 0.20 | 64.60 75.10 94.00 87.90 36.10
3.20 11.50 84.10 21.30 0.20 | 66.90 87.30 94.70 89.80 44.50
4.30 10.40 84.10 21.40 0.20 | 69.50 87.90 94.90 89.50 45.00
2.50 2.40 84.20 21.90 0.20 | 82.20 67.30 94.20 89.60 39.40

Table 9: Evaluation of Translation Quality of random baseline and our dataset on Laptop domain.

| Random Baseline Our Dataset
Lang. \ Acc  chrF++ BERTScore SBERT BLEU \ Acc  chrF++ BERTScore SBERT BLEU
ar 2.70 8.80 83.70 18.90 0.20 | 63.40 82.70 95.30 89.30 5230
da 2.10 11.70 83.60 19.20 0.20 | 68.50 89.80 96.80 95.50  69.00
de 3.70 12.20 83.60 19.00 0.20 | 87.80 89.50 96.00 91.60  56.80
es 3.30 11.70 83.70 19.20 0.20 | 86.90 91.90 96.00 91.30  56.80
fr 2.70 11.60 83.60 19.00 0.20 | 78.40 88.80 95.90 91.50  60.60
hi 2.60 8.40 83.60 18.80 0.20 | 83.10 85.90 95.50 90.30  54.80
hr 2.10 11.10 83.60 19.30 0.20 | 60.30 87.60 95.90 9240  60.40
id 3.20 13.30 83.70 19.20 0.20 | 64.30 85.40 95.10 88.80  47.20
ja 3.70 3.90 83.70 19.10 0.20 | 79.90 67.80 94.30 86.40  36.30
ko 4.20 4.70 83.70 19.60 0.20 | 86.20 76.00 94.00 85.50  34.70
nl 2.60 12.10 83.60 19.20 0.20 | 70.90 87.50 95.90 91.70  56.90
pt 2.60 11.50 83.70 19.20 0.20 | 82.50 90.80 95.90 9240  56.20
ru 1.60 10.50 83.60 19.30 0.20 | 60.30 83.30 95.00 88.80  46.50
sk 2.10 9.70 83.60 19.20 0.20 | 58.20 88.80 96.10 93.00 61.40
Y 1.60 10.70 83.60 19.10 0.20 | 63.60 90.00 96.60 94.10  67.70
sW 3.70 12.40 83.60 18.80 0.20 | 49.20 80.00 95.50 88.90  57.40
th 4.90 8.00 83.60 19.00 0.30 | 74.50 70.90 94.10 84.70  35.40
tr 2.70 10.20 83.60 19.20 0.20 | 62.80 83.50 95.10 89.00 4590
vi 3.30 9.50 83.60 19.60 0.20 | 60.60 85.50 94.80 87.00 4290
zh 2.70 1.40 83.60 19.30 0.20 | 79.60 59.70 94.80 87.20  39.60

Table 10: Evaluation of Translation Quality of random baseline and our dataset on Restaurant domain.
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| Random Baseline Our Dataset
Lang. | Acc chrF++ BERTScore SBERT BLEU | Acc chrF++ BERTScore SBERT BLEU
ar 8.30 8.60 84.70 22.60 1.50 | 62.50 67.00 95.80 91.90  59.90
da 10.40 14.10 84.70 23.10 0.90 | 78.10 95.60 96.30 94.60  65.10
de 9.40 13.90 84.80 22.70 0.90 | 81.20 91.20 95.40 91.20  47.10
es 16.70 13.70 84.80 23.00 1.50 | 92.70 95.00 95.70 93.00  56.80
fr 13.50 13.60 84.70 22.20 1.20 | 84.40 94.70 95.90 91.30  55.60
hi 12.50 10.90 84.70 22.70 1.40 | 80.20 91.00 95.60 91.70  50.00
hr 12.50 12.50 84.80 23.10 1.90 | 75.00 92.20 95.80 93.50  58.90
id 5.20 15.60 84.50 22.40 2.00 | 67.70 92.80 95.30 90.80  47.60
ja 12.50 5.70 84.80 23.40 1.10 | 88.50 82.90 94.40 88.50  37.50
ko 7.30 6.30 84.90 22.10 1.10 | 57.30 80.90 94.00 84.00  32.00
nl 9.40 13.60 84.70 22.60 1.70 | 79.20 90.40 95.50 91.40  50.00
pt 10.40 13.30 84.80 22.60 1.80 | 85.40 94.50 96.00 93.10  57.10
ru 10.40 12.00 84.80 23.30 1.30 | 76.00 92.80 95.20 89.90 4590
sk 12.50 11.20 84.80 23.20 1.70 | 76.00 91.50 95.70 9320  55.90
sV 13.50 13.20 84.80 22.90 1.30 | 85.40 93.70 96.40 93.70  64.90
SW 6.20 14.20 84.80 22.60 1.60 | 58.30 89.70 95.20 89.40  50.90
th 14.60 10.30 84.60 22.40 1.40 | 81.20 83.10 94.40 8590  34.70
tr 9.40 12.40 84.80 22.80 1.50 | 54.20 89.50 94.80 89.30  43.00
vi 9.40 11.80 84.80 23.10 1.40 | 75.00 92.90 95.00 89.20  40.70
zh 11.50 3.90 84.70 22.70 1.60 | 83.30 82.90 94.80 88.80  38.40

Table 11: Evaluation of Translation Quality of random baseline and our dataset on Coursera domain.

| Random Baseline Our Dataset
Lang. \ Acc  chrF++ BERTScore SBERT BLEU \ Acc  chrF++ BERTScore SBERT BLEU
ar 5.80 10.10 82.70 14.60 1.50 | 72.30 93.10 96.10 89.60  56.30
da 2.20 12.00 82.70 15.10 2.20 | 79.60 96.00 97.70 95.10 7220
de 7.30 12.80 82.80 15.30 1.50 | 80.30 94.30 96.70 9320  59.90
es 6.60 12.60 82.80 14.90 1.70 | 77.90 95.10 96.40 91.50  62.80
fr 5.80 12.30 82.70 15.00 1.70 | 76.60 95.20 96.90 92.60  64.00
hi 3.60 10.20 82.80 14.90 1.60 | 78.10 92.70 96.30 91.90  59.70
hr 2.90 11.50 82.70 14.90 1.60 | 67.90 93.40 97.00 94.10  65.80
id 5.10 13.40 82.70 15.20 1.40 | 79.60 94.70 96.70 92.80  59.50
ja 5.20 4.90 82.80 14.20 1.20 | 84.40 85.90 95.00 89.90 45.10
ko 3.60 4.90 82.80 14.60 1.30 | 73.70 87.80 95.00 89.40  45.60
nl 5.10 11.90 82.70 14.70 1.50 | 82.50 95.30 97.00 93.70  65.80
pt 5.80 12.20 82.70 14.80 1.70 | 89.80 96.80 97.10 93.00 67.90
ru 5.10 11.10 82.70 14.90 1.50 | 65.70 92.50 96.30 92.70  57.00
sk 2.20 10.40 82.70 15.00 1.80 | 62.00 92.90 96.90 94.00  63.00
sV 3.60 12.00 82.60 15.10 2.30 | 81.80 95.00 97.70 9490  71.00
sW 2.90 12.40 82.80 14.60 1.90 | 64.70 93.20 96.70 89.80  64.60
th 5.80 9.00 82.80 14.40 0.80 | 76.60 88.10 95.00 88.00 4520
tr 6.60 11.20 82.70 14.80 1.60 | 76.60 92.80 95.90 90.20  54.00
vi 5.10 10.70 82.70 15.10 1.90 | 78.80 94.70 96.60 91.90  59.50
zh 5.80 3.40 82.70 14.90 1.40 | 86.10 88.20 95.80 91.40  50.60

Table 12: Evaluation of Translation Quality of random baseline and our dataset on Sight domain.
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| Random Baseline Our Dataset

Lang. | Acc chrF++ BERTScore SBERT BLEU | Acc chrF++ BERTScore SBERT BLEU

ar 3.40 10.30 83.20 16.40 0.30 | 63.50 83.60 96.10 9140 49.10
da 1.70 13.70 83.20 16.60 0.30 | 78.40 91.30 97.80 95.80  67.50
de 3.40 14.40 83.20 16.80 0.30 | 77.80 87.00 96.60 9330  52.90
es 2.00 14.40 83.30 16.40 0.30 | 67.40 87.40 96.30 9240  52.60
fr 4.20 14.40 83.20 16.80 0.30 | 67.40 88.50 96.70 93.10  55.10
hi 3.10 10.40 83.20 16.80 0.30 | 70.80 84.20 96.60 93.50  56.50
hr 2.00 13.20 83.20 16.90 0.30 | 58.70 85.70 96.70 93.50  54.70
id 3.40 15.20 83.20 17.00 0.30 | 61.00 85.10 96.20 9240  49.50
ja 2.20 4.90 83.40 16.60 0.30 | 72.20 70.60 94.80 89.90  36.40
ko 2.50 5.50 83.40 16.50 0.30 | 67.40 72.60 94.60 89.20  36.10
nl 2.00 14.20 83.20 16.80 0.30 | 70.50 87.90 97.00 94.10  59.50
pt 3.90 13.80 83.30 16.60 0.30 | 70.70 89.60 96.80 9330  57.30
ru 2.20 12.30 83.30 16.30 0.30 | 63.80 85.70 95.90 90.80  49.20
sk 1.40 12.10 83.30 16.50 0.30 | 58.40 84.50 96.40 9340 5440
Y 2.80 13.10 83.20 16.80 0.30 | 81.50 90.90 97.50 9490  64.50
SW 2.80 14.70 83.20 17.00 0.30 | 58.40 85.50 96.40 92.10  54.70
th 7.30 9.60 83.40 16.70 0.30 | 69.10 76.00 94.50 88.40  36.60
tr 2.50 12.10 83.20 16.30 0.30 | 69.40 86.10 95.70 90.90  47.60
vi 4.20 11.70 83.20 16.70 0.30 | 69.90 88.00 96.00 90.90  50.30
zh 4.30 2.20 83.30 16.90 0.30 | 75.80 71.10 95.20 89.70  42.80

Table 13: Evaluation of Translation Quality of random baseline and our dataset on Phone domain.

ar da de en es fr hi hr id ja ko nl pt u sk sV SW th tr vi zh  avg

38.81 24.26 32.37 17.85 20.90 18.93 20.46 27.63 26.95 24.89 16.70 21.51 21.07 27.22 24.58 28.40 19.49 28.85 22.60 20.82 29.88 24.48
12.72 26.24 31.74 23.86 29.72 50.32 15.95 20.66 28.46 19.16 14.49 30.46 33.87 27.44 23.45 27.82 16.80 22.07 27.56 15.87 26.61 25.01
22.16 26.90 31.24 31.76 21.97 21.34 20.58 12.64 30.33 32.22 47.51 23.73 26.55 28.23 30.2 26.68 14.20 26.87 24.34 24.89 32.80 26.53
23.90 26.34 38.62 23.50 24.23 19.86 25.50 19.21 25.33 28.51 20.90 29.89 21.99 60.40 27.96 27.32 19.96 28.59 24.67 24.12 36.81 27.51
21.00 31.61 29.94 18.42 30.97 19.56 18.09 18.74 24.66 34.98 20.27 29.10 27.37 31.71 25.83 32.74 22.17 26.73 26.96 21.94 62.70 27.40

Table 14: Cross-lingual TASD results on the Coursera dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh  avg

81.60 43.91 45.39 48.13 54.96 39.49 41.04 55.30 50.30 45.12 35.31 43.35 51.36 52.16 62.23 49.16 54.61 46.21 52.42 45.70 60.32 50.38
38.84 58.48 69.38 62.37 60.80 76.55 41.84 61.26 63.07 41.19 36.25 56.70 67.06 64.83 61.82 65.41 39.02 40.57 62.26 48.06 60.38 56.01
30.99 32.94 36.52 35.06 30.59 27.72 30.44 23.49 33.65 36.85 63.66 28.96 30.27 31.63 32.99 33.09 25.89 37.59 33.21 32.33 40.74 33.74
27.17 34.79 55.84 33.43 44.82 41.58 36.36 36.60 33.50 40.77 33.86 38.37 31.59 79.26 43.54 43.77 25.30 39.91 41.11 40.11 52.69 40.68
26.46 30.99 39.18 28.61 27.29 26.73 25.88 25.06 38.37 49.18 33.93 29.18 25.15 32.85 28.64 31.18 25.68 38.65 30.17 35.42 75.60 33.53

Table 15: Cross-lingual UABSA results on the Coursera dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh  avg

ko
ru
zh

50.99 27.53 29.27 31.17 29.72 31.33 27.06 23.42 28.16 26.38 25.32 28.32 29.41 28.96 30.36 29.27 24.37 30.38 26.42 27.22 30.78 29.33
25.37 32.42 36.41 38.24 38.38 47.38 27.06 22.59 31.67 30.85 24.66 36.79 37.23 34.45 32.15 33.98 25.16 32.44 25.16 29.11 33.10 32.12
31.30 36.64 39.46 27.52 36.22 30.83 33.14 23.64 42.14 41.96 47.44 41.18 36.21 45.85 37.07 35.60 25.13 23.10 32.45 37.51 48.79 35.87
23.10 23.89 25.00 26.11 25.71 25.00 23.26 23.73 24.37 24.05 23.73 24.68 26.27 34.44 26.42 26.11 22.78 2595 23.73 24.37 25.95 25.17
23.73 25.22 33.10 30.22 30.90 27.21 24.05 17.88 37.42 36.24 23.96 27.05 22.02 28.74 22.63 29.55 18.01 27.53 21.19 28.73 63.15 28.50

Table 16: Cross-lingual TASD results on the Food dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sv.  sw th tr vi zh  avg

ar

ko
ru
zh

67.84 35.66 33.99 34.34 31.96 36.60 38.93 36.49 33.07 32.44 33.23 34.70 34.12 35.67 32.91 36.72 34.41 33.81 37.73 35.00 33.51 36.34
40.59 57.07 56.33 53.08 58.65 75.75 46.48 36.55 55.96 45.00 36.65 50.19 52.63 56.59 54.97 55.43 39.56 46.98 46.56 51.61 46.40 50.62
33.70 37.26 36.22 36.97 33.23 34.02 31.34 30.85 34.80 39.22 56.20 33.83 33.44 34.93 33.97 35.49 28.48 31.80 33.46 34.81 43.51 35.60
3491 40.28 42.90 42.45 38.56 38.12 37.50 30.01 39.84 37.03 33.83 39.47 43.00 51.22 38.88 40.82 34.25 42.37 38.11 38.45 41.67 39.22
33.54 44.07 41.65 43.00 41.86 42.32 38.48 30.65 52.63 46.59 47.79 43.07 42.93 38.98 36.06 45.00 32.91 39.08 35.11 42.34 73.73 42.47

Table 17: Cross-lingual UABSA results on the Food dataset with non-English source languages.
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Unified ABSA

Aspect-Based Sentiment Analysis (ABSA) involves identifying specific entity (such as a person, product, service, or
experience) mentioned in a text and determining the sentiment expressed toward each entity.

Each entity is associated with a sentiment that can be [positive, negative, or neutral].
Your task is to:

1. Identify the entity with a sentiment mentioned in the given text.
2. For each identified entity, determine the sentiment in the label set (positive, negative, or neutral).

3. The output should be a list of dictionaries, where each dictionary contains the entity with a sentiment and its
corresponding sentiment. If there are no sentiment-bearing entities in the text, the output should be an empty list.

Example Output format:

[“entity”: “<entity>", “sentiment”: “<label>"]

Please return the final output based on the following text in JSON format.

Target-Aspect-Sentiment Detection

Aspect-Based Sentiment Analysis (ABSA) requires identifying specific entities mentioned in a text and determining the
sentiment expressed toward each entity.

Each entity is associated with:
- A category from the list: {str(get_category(args.type))}.
- A sentiment: [positive, negative, neutral].
Your task is to:
1. Identify entities in the text, along with their categories and sentiments.
2. For each identified entity, assign a category from the provided category list.
3. Determine the sentiment for each entity as one of [positive, negative, neutral].

4. Return the results as a list of dictionaries, each containing the entity, category, and sentiment. If no entities are
found, return an empty list.

Example Output format:

99, ¢ 9 99, ¢ 9 ¢,

[“entity”: “<entity>", “category”: “<category>",

99, <

sentiment”: “<sentiment>"]

Please return the final output based on the following text in JSON format.

Figure 10: Prompts for UABSA and TASD tasks.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh  avg

68.33 25.03 31.10 18.68 21.15 20.59 30.7 26.15 30.26 32.05 21.22 20.90 29.52 32.98 32.60 24.71 21.90 32.88 19.89 20.51 33.15 28.30
10.06 16.49 20.88 21.88 17.36 46.78 10.11 10.67 11.29 13.21 10.08 19.62 15.27 11.79 18.55 15.51 12.85 14.62 18.89 11.32 12.91 16.20
2570 17.51 35.02 15.18 29.07 24.52 27.86 13.22 21.08 36.35 73.15 24.85 36.15 30.54 24.95 23.23 12.55 20.69 18.36 21.16 37.95 27.10
39.59 32.41 38.88 24.23 41.22 34.31 33.28 41.53 33.04 40.08 25.21 33.19 44.22 77.28 39.01 26.23 26.86 31.16 22.76 25.96 41.44 35.80
30.97 20.70 40.59 21.02 27.83 32.86 30.08 26.43 23.36 32.00 22.70 31.30 32.43 29.44 28.26 31.34 15.15 24.68 17.79 22.61 80.85 29.64

Sz25=E

Table 18: Cross-lingual TASD results on the Hotel dataset with non-English source languages.
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ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

avg

28

ko
ru
zh

59.67 19.42 20.87 19.44 17.60 17.46 23.63 21.23 20.18 29.05 19.63 17.46 18.48 18.82 20.24 20.98 22.17 25.35 21.83 21.37 19.90
28.62 43.55 52.33 49.45 48.77 70.78 42.03 34.51 32.27 34.77 37.42 50.11 42.40 42.54 42.68 35.12 32.11 34.54 28.82 31.54 41.33
31.18 56.88 40.33 42.33 46.10 44.81 47.33 49.58 45.90 50.16 70.76 48.85 49.12 50.50 65.74 50.34 35.70 34.86 47.09 40.07 66.13
32.33 57.16 48.55 32.78 58.30 54.53 55.32 55.60 52.33 50.97 53.08 48.70 54.60 71.70 57.80 54.24 35.13 39.86 56.70 46.96 59.10
28.12 22,90 30.42 27.99 23.20 33.63 32.44 28.26 26.67 37.71 29.14 28.36 33.49 32.49 30.50 33.41 25.11 31.92 23.27 23.66 62.78

22.62
40.75
48.27
51.23
30.74

Table 19: Cross-lingual UABSA results on the Hotel dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

avg

al
fr
ko
ru
zh

g

38.23 27.40 25.62 30.57 24.43 23.08 25.49 15.28 31.66 27.42 21.92 27.64 21.08 22.4 30.08 27.32 18.95 29.09 24.02 23.23 27.95
23.70 27.15 27.76 3291 30.59 37.33 19.68 16.50 27.54 25.11 22.49 29.53 30.39 24.53 28.61 26.81 13.88 28.36 22.91 21.25 27.21
23.59 26.82 30.26 28.85 24.33 27.44 20.76 13.36 29.24 28.90 42.75 31.02 20.15 20.46 28.55 27.47 17.63 24.54 21.80 22.92 29.59
19.52 24.61 28.59 27.07 21.24 23.70 23.51 13.61 23.14 2531 17.42 23.32 21.58 39.07 22.85 26.18 13.73 26.74 18.32 21.29 25.62
22.52 2222 26.53 27.30 27.34 20.58 22.66 12.21 24.68 28.08 21.86 25.93 20.78 19.26 24.53 28.61 11.68 25.31 18.23 17.46 41.35

25.85
25.92
25.73
23.16
23.29

Table 20: Cross-lingual TASD results on the Laptop dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

avg

fi
ko
ru
zh

=4

69.01 47.26 41.45 49.80 48.71 45.26 40.17 30.87 52.78 51.69 40.00 50.80 40.08 38.65 43.56 52.58 33.67 52.60 38.29 35.74 61.20
39.61 47.58 52.59 59.22 40.38 65.09 35.48 30.45 44.77 44.19 39.65 55.33 53.68 37.97 41.54 50.72 30.61 42.19 40.62 37.68 52.63
33.48 41.18 49.72 46.20 41.34 40.52 40.83 29.72 41.25 46.65 68.45 46.01 36.60 31.94 40.06 45.15 31.78 43.69 37.40 40.68 55.26
39.85 55.03 50.79 47.87 48.22 47.86 51.39 33.5 48.96 48.69 39.71 50.81 50.86 74.21 46.62 54.11 34.93 49.7 43.13 43.74 59.86
32.73 39.04 47.45 45.98 39.97 41.15 41.62 25.88 42.71 46.59 43.54 44.31 37.11 31.88 40.09 43.70 28.34 44.59 36.69 37.74 72.67

4591
44.86
42.28
48.56
41.13

Table 21: Cross-lingual UABSA results on the Laptop dataset with non-English source languages.

ar da  de en es fr hi hr id ja ko nl pt ru sk sv. sw th tr vi zh

ar

ko
ru
zh

54.39 11.57 13.44 1434 14.76 16.68 10.12 13.51 12.59 15.17 10.32 11.76 13.01 13.04 16.22 10.05 12.43 14.09 11.78 11.22 22.34
11.02 16.57 16.93 14.48 19.82 43.44 10.33 12.32 11.91 10.31 11.01 16.80 17.16 14.22 15.66 15.29 10.77 12.03 12.57 10.124 13.22
14.02 12.48 15.39 12.29 12.29 15.01 11.32 13.23 14.97 20.47 55.51 13.71 11.70 10.07 12.9 12.31 10.54 13.47 12.14 1645 17.05
13.14 11.15 16.18 13.25 13.46 19.54 10.77 11.02 14.46 19.76 10.08 11.05 14.21 63.16 11.33 10.47 11.86 19.70 11.71 15.12 24.10
19.25 21.57 24.75 20.29 20.26 24.89 13.57 16.00 20.48 20.79 12.69 22.74 15.30 24.17 21.73 20.29 13.47 2642 17.79 18.47 62.78

Table 22: Cross-lingual TASD results on the Phone dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

fi
ko
ru
zh

=

78.30 15.14 20.94 30.69 20.75 19.71 15.61 25.24 20.56 32.87 15.87 16.48 22.17 19.54 20.85 16.05 22.90 26.85 15.13 17.97 34.19
32.13 35.60 41.88 35.93 55.22 73.23 34.78 32.39 35.19 36.40 29.40 38.32 55.18 36.48 41.21 38.30 30.28 42.38 30.92 25.58 51.06
17.55 28.79 33.15 42.21 27.46 26.01 17.71 31.19 24.93 36.02 74.73 19.45 25.29 17.12 21.42 25.47 21.13 21.48 20.50 26.94 43.36
38.55 34.36 47.82 41.64 35.98 41.50 31.35 23.55 39.11 40.38 24.55 37.27 37.69 76.74 23.95 36.95 29.06 40.78 31.99 39.09 57.95
28.26 27.21 35.29 29.08 21.25 29.02 17.56 24.00 23.32 31.38 15.51 24.22 21.08 23.67 25.64 28.85 21.18 3529 18.12 26.82 77.71

Table 23: Cross-lingual UABSA results on the Phone dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

28

ko
ru
zh

63.60 30.03 26.53 22.39 27.06 24.19 21.87 23.01 40.21 38.29 21.88 30.04 33.67 26.53 27.76 30.37 23.70 41.34 28.93 22.64 43.51
35.77 51.47 47.01 51.77 49.03 59.82 37.41 29.82 47.49 41.95 34.59 43.79 49.70 40.50 44.86 51.52 32.90 45.54 39.70 34.47 52.21
31.15 34.31 41.41 3228 43.63 35.29 37.63 21.41 36.40 40.86 66.02 36.86 40.62 39.74 36.50 36.25 24.02 38.76 29.10 30.24 49.76
35.97 40.83 40.63 34.13 35.76 32.57 36.49 24.40 37.58 43.14 32.22 35.65 42.34 63.15 33.00 45.70 27.83 48.07 35.23 31.79 51.50
33.15 35.42 41.93 40.58 39.09 34.08 31.99 26.24 36.00 46.32 29.38 41.12 43.58 37.58 34.93 39.48 26.00 43.44 30.77 34.02 70.53

Table 24: Cross-lingual TASD results on the Restaurant dataset with non-English source languages.

ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh

al
fr
ko
ru
zh

g

73.92 46.25 40.88 38.77 35.49 36.11 38.59 39.23 46.95 52.63 32.11 40.41 39.22 41.65 41.09 47.77 39.53 57.29 36.29 32.86 52.85
34.58 57.25 55.91 54.78 55.48 78.20 34.21 39.98 58.18 44.63 29.95 41.89 60.85 34.98 51.85 55.11 45.52 48.93 47.51 39.22 59.15
40.93 46.39 50.73 39.98 47.57 40.52 40.31 37.07 44.76 49.48 73.94 43.66 48.27 45.67 42.29 48.96 32.20 48.03 39.54 35.72 51.74
40.38 49.74 53.07 40.33 42.33 36.79 43.52 31.48 45.82 52.11 40.02 38.55 47.55 73.83 42.04 54.91 36.22 53.27 46.84 33.85 59.71
35.89 39.98 43.69 42.66 34.45 35.12 31.20 28.45 38.16 50.46 34.15 42.14 42.11 36.44 37.29 42.37 33.52 46.59 34.86 32.73 78.96

Table 25: Cross-lingual UABSA results on the Restaurant dataset with non-English source languages.
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ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh  avg
ar 32.54 21.26 23.61 1520 21.64 22.66 13.80 18.68 21.22 24.91 20.18 20.11 21.28 22.27 20.48 19.47 14.26 22.02 16.59 20.99 23.67 29.45
fr 18.99 25.47 26.13 15.98 27.09 38.14 18.18 22.35 27.65 24.95 19.91 25.23 23.59 19.45 23.03 24.44 20.01 25.74 20.89 28.52 23.84 23.79
ko 10.27 17.36 24.26 11.56 19.44 17.97 12.72 14.34 18.15 25.24 3822 18.65 16.76 1891 17.85 14.22 14.14 16.17 16.01 18.84 20.98 18.19
ru 22.20 25.55 31.54 16.78 30.20 27.02 17.14 23.33 27.99 23.57 17.59 26.76 27.78 40.65 24.93 29.96 17.23 23.17 20.40 25.96 25.09 24.99
zh 11.27 23.24 21.53 14.34 17.20 17.79 13.39 10.79 21.08 28.00 18.67 19.40 17.25 19.94 18.51 18.93 10.39 21.62 14.34 15.46 38.79 18.66
Table 26: Cross-lingual TASD results on the Sight dataset with non-English source languages.
ar da de en es fr hi hr id ja ko nl pt ru sk sV SW th tr vi zh  avg
ar 39.16 29.89 31.25 25.78 28.36 31.79 21.82 23.49 27.91 35.59 30.05 30.50 28.23 31.51 28.43 27.24 26.54 32.16 24.82 29.59 31.33 29.31
fr 24.53 26.78 30.36 25.00 28.04 41.9 22.40 21.68 27.82 29.84 22.60 28.47 26.47 26.91 25.56 23.54 19.46 30.77 22.04 28.45 28.65 26.73
ko 14.40 17.87 21.87 16.74 23.22 19.64 14.23 15.33 18.17 19.50 40.43 20.67 19.61 18.06 18.38 17.22 14.98 17.84 16.80 19.89 22.44 19.39
ru 23.70 26.80 32.85 28.65 29.52 28.99 19.70 20.29 24.66 27.13 19.54 25.90 26.07 39.63 19.67 27.69 23.18 29.94 22.85 22.27 33.75 26.32
zh 20.86 25.66 29.86 25.72 24.75 24.98 22.14 18.75 2590 37.25 27.25 29.70 25.55 26.15 25.55 23.09 18.82 31.94 19.72 21.78 42.42 26.09
Table 27: Cross-lingual UABSA results on the Sight dataset with non-English source languages.
(a) TASD Results (b) UABSA Results
Lang. \ Coursera Food Hotel Laptop Phone Res. Sight \ Avg. Lang. \ Coursera Food Hotel Laptop Phone Res. Sight \ Avg.
ar 11.03 1330 29.65 1831 2533 37.32 18.11|21.87 ar 31.71 2249 4523 4823 32.88 4898 31.25|37.25
da 19.67 13.89 31.70 2190 2493 40.26 17.88|24.32 da 39.20 25.83 4955 54.08 3585 5242 33.78 | 41.53
de 1742 1525 29.71 2385 29.17 38.14 18.66 | 24.60 de 33.04 2641 4659 54.60 39.80 5229 36.21 |41.28
en 19.86 1556 29.57 2343 25.68 44.88 18.39|2534 en 31.19  21.37 37.38 47.71 3232 4588 31.62 3535
es 12.03 1499 2632 1950 2556 32.08 17.47|21.14 es 24.87 24.68 4485 4695 3477 5023 33.46 |37.12
fr 13.88 1291 2324 1936 21.51 31.17 17.57 | 19.95 fr 28.11 2398 4338 46.15 31.15 46.06 31.40 |35.75
hi 2224 1531 3094 20.08 26.04 3945 1644 |24.36 hi 38.63  26.58 5030 54.49 36.11 53.19 34.18 | 41.93
hr 1894 11.75 2931 1827 2198 3586 17.46|21.94 hr 36.31 2222 4566 4436 33.63 49.18 33.46 | 37.83
id 2094 1579 29.04 21.10 2530 42.18 16.96 | 24.47 id 3477 2679 4722 5354 3545 50.23 33.12 | 40.16
ja 17.48 1525 31.74 2293 2848 42.01 18.55 2521 ja 31.78 2731 4879 5594 37.66 54.67 34.92|41.58
ko 1698 11.52 27.89 19.05 25.67 36.59 17.87|22.22 ko 3029 2372 4331 52.15 3693 49.84 3230 | 38.36
nl 17.11 16.27 29.89 2222 2477 38.56 18.53 2391 nl 3522 2749 4826 52.53 3555 5235 3572 |41.02
pt 2190 15.14 3292 2378 2622 38.71 18.81|25.35 pt 41.62 2648 50.27 5429 37.27 5498 35.37|42.90
ru 19.85 1477 31.19 21.60 23.16 39.27 17.17 | 23.86 ru 3242 22777 4481 5137 31.79 49.18 31.95|37.76
sk 22.69 14.07 32.66 2285 2331 3990 18.55]24.86 sk 3772 2434 50.76 53.22 3446 5292 36.61 |41.43
sV 2147 1556 27.62 19.85 2393 39.34 17.24|23.57 sV 39.06 2632 46.61 5199 38.00 5191 3538 |41.32
swW 18.38  13.07 2298 1532 2259 3295 15.0420.05 SW 30.12 2294 3841 4429 31.88 41.80 31.45|3441
th 22.07 1430 28.72 2099 26.05 3527 17.33]23.53 th 37.76  23.67 4697 4844 3491 5023 34.20|39.45
tr 20.17 1345 2948 18.76 24.24 36.81 16.55|22.78 tr 3494 2199 45.17 4822 34.66 47.58 32.43|37.86
vi 21.11 11.93 29.05 2040 2252 3693 17.35]22.76 vi 3543 23779 4392 45.02 33.17 4793 33.16 | 37.49
zh 1742 1422 2995 2449 2520 37.78 1698 |23.72 zh 3328 2459 4550 53.58 33.56 51.30 32.55|39.19
Table 28: Zero-shot results on the M-ABSA dataset with Gemma-2 model.
(a) TASD Results (b) UABSA Results
Lang. ‘ Coursera Food Hotel Laptop Phone Res. Sight ‘ Avg. Lang. ‘ Coursera Food Hotel Laptop Phone Res. Sight ‘ Avg.
ar 9.56 642 1288 9.53 9.79 6.63 7.70 | 893 ar 21.32  16.63 31.86 40.67 26.07 38.16 23.33|28.29
da 12.62 9.62 2393 15.65 1246 2554 10.08| 15.7 da 2970 19.40 37.01 39.56 29.67 37.35 27.55|31.46
de 14.68 12.60 2828 16.07 13.92 2554 14.97 | 18.01 de 28.64 1893 37.81 46.43 30.11 39.32 31.94 | 33.31
en 11.82 1433 29.12 1959 13.62 3822 14.05]20.11 en 31.19 2137 3738 47771 3232 4588 31.62|35.35
es 12.20 996 2429 1450 11.50 28.02 13.41|16.27 es 21.74 1538 32.61 34.02 2529 3473 28.88|27.52
fr 10.95 8.58 21.01 1444 11.83 2242 10.19|14.20 fr 2249  15.12 2532 3240 25.18 28.07 22.70 | 24.47
hi 11.02 740 2090 16.62 11.80 1337 11.43|13.22 hi 28.05 1645 36.71 4597 29.01 39.71 29.47|32.20
hr 8.55 792 2598 12.82 11.78 2693 11.32|15.04 hr 2549 1395 3588 34.42 2437 37.71 26.70 | 28.36
id 10.73  11.47 2537 1400 11.45 3427 11.88]17.02 id 27.09 1826 36.21 41.85 2696 39.74 28.89|31.29
ja 6.84 6.36 10.13 1391 949 456 3.35 | 7.81 ja 18.73 1559 25.53 3944 2492 28.80 21.56 |24.94
ko 6.13 461 1290 11.76 11.39 4.10 6.30 | 8.17 ko 2037  16.05 29.18 42.05 28.19 32.01 24.03 | 27.41
nl 10.62  12.05 26.81 15.51 1249 30.57 13.94 | 17.43 nl 26.86 17.68 33.75 41.24 2885 3898 29.53|30.98
pt 1478  12.19 27.03 1459 1222 29.27 12.77 | 17.55 pt 3394 20.70 40.72 4333 29.49 43.04 30.35 | 34.51
ru 13.33 792 2421 16.02 11.14 1337 1142|1392 ru 29.60 1822 3632 4538 27.53 4277 29.47|32.76
sk 10.59 7.17 1991 136 12.68 24.02 11.35|14.19 sk 2492 1490 3540 37.42 27.18 36.00 27.55|29.05
sV 11.47 9.58 23.85 12.84 12.84 26.48 1195|1557 sV 25.67 17.81 35.12 3640 30.58 37.99 29.17 | 30.39
swW 7.61 838 12.66 691 10.54 2222 998 | 11.19 SW 19.13 1376 21.78 2933 2429 3231 23.78|23.48
th 8.01 577 1330 12.14 1234 856 9.54 | 995 th 26.13 1728 32.01 39.74 31.26 39.84 30.30 | 30.94
tr 9.94 827 23.63 13.83 11.59 24.04 11.19| 14.64 tr 2524 1535 3299 37.11 2671 3547 2526 |28.30
vi 10.35 7.13 2477 1594 1345 1930 11.88 | 14.69 vi 2795 1779 3699 4031 27.17 3834 3043 |31.28
zh 9.88 9.15  7.05 8.98 9.34 10.63 827 | 9.04 zh 1838  10.53 17.30 30.00 2342 17.40 21.40|19.78

Table 29: Zero-shot results on the M-ABSA dataset with Llama-3.1 model.

2555



(a) TASD Results

(b) UABSA Results

Lang. \ Coursera Food Hotel Laptop Phone Res. Sight \ Avg. Lang. \ Coursera Food Hotel Laptop Phone Res. Sight \ Avg.
ar 9.37 1.79 494 255 258 11.55 6.32 | 559 ar 21.37 942 1670 1831 994 26.68 18.74| 17.31
da 11.28 358 11.26 3.56 261 1739 646 | 8.02 da 29.25 1497 36.13 3256 2451 3427 21.99|27.67
de 11.63 4.12 1094 8.00 6.12 1676 9.68 | 9.61 de 29.68 19.73 38.02 44.75 29.46 4228 2647|3291
en 16.13 6.77 19.11 345 271 27.03 8.64 | 11.98 en 2944 2343 3785 46.75 2893 47.51 28.24|34.60
es 6.64 5.60 1424 3.96 2.02 1992 750 | 8.55 es 19.00 18.26 37.81 35.14 2473 41.77 24.95] 28.81
fr 4.44 472 9.77 3.75 1.05 1595 6.31 | 6.57 fr 2340 1857 2926 32.19 2098 3591 18.82|25.59
hi 5.46 333 641 1.73 295 10.53 6.65 | 5.29 hi 2496 14.89 30.80 30.39 1875 27.76 16.63 | 23.45
hr 6.53 329 1073 394 261 1745 648 | 7.29 hr 23.61 15.01 3394 3146 2232 3568 22.17|26.31
id 9.19 5.68 11.23 447 231 18.02 8.28 | 845 id 29.04 20.62 35.05 3857 24.14 4052 23.85|30.26
ja 8.15 397 11.22 11.80 455 1891 9.69 | 9.76 ja 2847  21.05 4255 4431 3036 47.00 29.59 | 34.76
ko 5.33 3.63 7.05 4.89 1.76 1481 9.67 | 6.73 ko 25.87 1623 30.88 35.11 2490 38.85 24.44|28.04
nl 8.14 544 11.77 6.10 2.89 1644 7.81 | 837 nl 31.03 18.88 36.43 4240 2297 39.14 24.29|30.73
pt 8.20 468 1640 5.12 272 2201 7.73 | 9.50 pt 33.33 19.02 4120 37.63 27.03 4492 27.00 | 32.88
ru 3.96 4.89 632 3.29 1.07 18.59 8.26 | 6.63 ru 2456  16.67 31.62 36.80 2285 36.96 23.87|27.62
sk 7.33 292 9.85 4.03 3.09 1592 6.77 | 7.13 sk 22.55 13.18 3242 3245 19.16 33.93 20.77 | 24.92
8% 9.74 325 9.19 3.65 274 17.66 6.75 | 7.57 sV 26.06 1552 3589 31.75 22.09 3452 20.09 | 26.56
SW 2.79 1.16  2.99 1.00 1.15 3.83 453 | 249 SW 10.73 8.66 16.62 16.67 11.69 17.37 13.08 | 13.55
th 6.63 441 844 260 1.30 1396 9.03 | 6.62 th 29.15 19.85 3391 30.79 21.75 34.85 23.80|27.73
tr 6.71 330 752 4.07 3.74 1391 7.63 | 6.70 tr 27.75 16.11 31.53 31.16 21.23 32.62 19.18 | 25.65
vi 5.58 343  8.67 3.24 1.70 1422 7.83 | 6.38 vi 27.66 14.08 30.62 31.27 17.62 3133 2579|2548
zh 5.10 2.78 9.27 332 233 17.01 8.78 | 6.94 zh 26.62 1693 3847 4231 2494 4197 2497 |30.89

Table 30: Zero-shot results on the M-ABSA dataset with Mistral model.
(a) TASD Results (b) UABSA Results

Lang. | Coursera Food Hotel Laptop Phone Res. Sight | Avg. Lang. | Coursera  Food Hotel Laptop Phone Res. Sight | Avg.
ar 12.41 408 11.53 17.79 6.34 2520 12.24|11.37 ar 21.59 17.48 27.81 39.94 24.07 3846 19.26|26.94
da 1770 7.85 27.49 15.08 14.87 39.14 13.01 | 19.31 da 29.51 17.83 44.61 41.69 30.18 45.37 26.27 | 33.64
de 15.48 949 27.10 1829 17.16 41.29 18.32|21.02 de 33.60 2142 4374 4838 33.08 4592 30.74 | 36.70
en 17.48 9.90 2847 21.61 1821 47.66 1599 |22.76 en 33.50 2197 4144 5142 34.09 54.01 32.13|38.37
es 1336 741 2435 1519 11.75 3995 15.03 | 18.15 es 19.61 18.94 41.79 4272 30.67 4598 28.04 | 32.54
fr 14.21 8.45 2443 18.04 11.31 35.15 14.97|18.08 fr 2453 1898 39.64 3994 27.83 39.87 23.15|30.56
hi 2.93 8.07 9.72 1042 449 36.21 11.55]|1191 hi 31.68 2045 38.61 4590 27.48 43.16 23.29|32.94
hr 1476  6.55 26.07 1522 1345 3474 12.57|17.62 hr 27.88 16.88 39.41 43.67 2745 42.15 25.13|31.80
id 17.80  9.27 2463 1791 1250 36.80 15.29|19.17 id 31.60 2233 41.39 46.74 28.13 46.47 26.70 | 34.77
ja 11.19 7.15 2554 19.11 17.46 4521 1795|2052 ja 2797 2341 4386 51.76 3790 49.22 28.65|37.54
ko 7.87 6.23 22.03 1494 14.15 39.15 16.22|17.23 ko 2553  17.55 4138 46.56 31.65 45.87 26.29 | 33.55
nl 19.13 8.53 2595 1829 14.88 41.73 14.82]20.48 nl 3198 1920 4241 4637 2849 46.78 28.63 | 34.84
pt 2024  7.87 2697 16.01 1521 41.64 1391 |20.26 pt 32,67 2097 46.60 48.13 33.19 51.04 30.20 | 37.54
ru 4.95 745 18.19 1288 543 37.02 11.37|13.90 ru 3241 17.43 40.87 4597 30.62 48.62 24.98 | 34.41
sk 17.59 7.57 23.61 15.68 10.75 3585 14.49|17.93 sk 31.37 1922 43.05 43.48 2636 42.13 27.11|33.25
8% 16.48 9.52 28.87 15.08 1530 41.04 15.52|20.26 sV 31.33 1896 4597 43.66 28.17 47.92 27.71 |34.82
SW 4.21 329 6.02 575 377 19.44 1098 | 7.64 sSW 13.67 11.13 19.04 2349 1550 22.84 16.52|17.46
th 6.48 9.89 23.04 1491 11.78 37.04 13.67 | 16.69 th 37.11 22.02 4328 47.80 35.38 48.82 26.39 | 37.26
tr 14.48 7.70 2338 14.71 1039 3738 16.45|17.78 tr 25.31 17.67 39.37 41.08 25.81 41.00 21.80 | 30.29
vi 7.70 7.73 1991 1228 9.17 36.72 16.22 | 15.68 vi 3251 2044 4095 4329 28.09 44.13 28.34|33.96
zh 11.02 930 2686 1844 18.66 4345 15.79 |20.50 zh 27.30 18.87 4034 4529 3352 47.02 28.72 | 3444

Table 31: Zero-shot results on the M-ABSA dataset with Qwen-2.5 model.
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Figure 11: Cross-domain results on all 21 languages.
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