Decoding Dense Embeddings:
Sparse Autoencoders for Interpreting and Discretizing Dense Retrieval

Seongwan Park
SungKyunKwan University
Republic of Korea
waniboyy@gmail . com

Abstract

Despite their strong performance, Dense Pas-
sage Retrieval (DPR) models suffer from a lack
of interpretability. In this work, we propose a
novel interpretability framework that leverages
Sparse Autoencoders (SAEs) to decompose pre-
viously uninterpretable dense embeddings from
DPR models into distinct, interpretable latent
concepts. We generate natural language de-
scriptions for each latent concept, enabling hu-
man interpretations of both the dense embed-
dings and the query-document similarity scores
of DPR models. We further introduce Concept-
Level Sparse Retrieval (CL-SR), a retrieval
framework that directly utilizes the extracted
latent concepts as indexing units. CL-SR effec-
tively combines the semantic expressiveness of
dense embeddings with the transparency and
efficiency of sparse representations. We show
that CL-SR achieves high index-space and com-
putational efficiency while maintaining robust
performance across vocabulary and semantic
mismatches'.

1 Introduction

Traditional information retrieval methods have re-
lied on exact lexical matching between query and
document terms to determine document relevance
(Craswell et al., 2018). Despite their efficiency and
transparency, these sparse retrieval techniques suf-
fer from vocabulary mismatch, where a query and
the relevant documents use different terms (e.g., cat
vs. kitty), and semantic mismatch, where the same
term can refer to different concepts (e.g., bank of
river vs. bank in finance) (Gao et al., 2021).

The advent of Pre-trained Language Models
(PLMs) have led to the emergence of dense retrieval
approaches as promising alternatives for overcom-
ing the limitations of sparse methods (Zhao et al.,
2024). Dense retrieval methods embed queries and
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documents onto a continuous vector space by utiliz-
ing dense embeddings to represent contextualized
semantics and enabling similarity computations
beyond simple keyword matches. Consequently,
dense retrieval effectively addresses the vocabulary
and semantic mismatch issues inherent in sparse
retrieval, achieving state-of-the-art (SOTA) perfor-
mance across various information retrieval (IR)
benchmarks (Huang and Chen, 2024; Xu et al.,
2024). However, dense retrieval suffers from a fun-
damental limitation: the difficulty of interpreting
the dense embeddings and the ranking results. This
lack of interpretability poses a significant challenge
in applications where transparency and user trust
in search results are critical, leading to various at-
tempts to interpret dense retrieval models (Anand
et al., 2022). Recently, sparse autoencoders (SAEs)
have garnered significant attention as a method
to disentangle the complex semantic structures in-
herent in the dense embeddings of decoder-only
transformer models, into distinct and interpretable
conceptual units (i.e., latent concepts) (Bricken
et al., 2023; Templeton et al., 2024; Huben et al.,
2024).

In this work, we propose a novel explainable Al
(XAI) framework that extends SAEs to the field of
information retrieval by applying them to the em-
beddings of Dense Passage Retrieval (DPR) mod-
els. Our method is summarised in Figure 1.

First, we train SAEs and present qualitative mea-
sures to evaluate SAEs’ ability of decomposing
the semantic information embedded in the origi-
nal dense embeddings into linear combinations of
latent concepts. Furthermore, we qualitatively an-
alyze if each extracted individual latent concepts
hold distinct semantic meanings (Section 3).

We then generate natural language descriptions
for each latent concept, enabling interpretation of
both the semantic content of dense embeddings
and the similarity computation between queries and
documents. We qualitatively evaluate our frame-
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Figure 1: Overview of our method. We first train a SAE to decompose dense embeddings into latent concepts
(§3). Given a query or a passage, the SAE encoder sparsely activates latent concepts, which are mapped to natural
language descriptions allowing human interpretability tasks (§4). In CL-SR, queries and passages are represented
as sets of activated latent concepts (§5). We also demonstrate its effectiveness on subsets where traditional sparse

retrieval methods struggle.

work by performing multiple human interpretabil-
ity tasks (Section 4).

Building on this, we futher introduce Concept-
Level Sparse Retrieval (CL-SR), a retrieval frame-
work that treats each latent concept as a fundamen-
tal unit of retrieval. Unlike traditional term-based
sparse methods, which are prone to vocabulary and
semantic mismatches, CL-SR mitigate these limita-
tions by leveraging semantically generalized latent
concepts. CL-SR also achieves higher retrieval ef-
ficiency with fewer matching units compared to
term-based retrieval (Section 5).

2 Related Work

2.1 Interpretability in Dense Passage
Retrieval

Dense passage retrieval employs PLM-based en-
coders to embed queries and passages’ into dense
vectors—typically obtained from the [CLS] token
representation or mean pooling over token embed-
dings—and measures relevance via dot product or
cosine similarity between these embeddings, ex-
hibiting superior performance across a variety of
IR tasks. However, DPR inherently suffers from
a lack of interpretability due to the implicit se-
mantics encoded within the uninterpretable dense
embedding space. To address this shortcoming,
various attempts have been made to interpret the
inner workings of DPR. Vdlske et al. (2021), ana-
lyzes the ranking determinants between document
pairs based on axioms defined in traditional IR
theory—e.g., term frequency, document length, se-
mantic similarity, and term proximity—by formal-

*In this paper, the terms “passage” and “document” are
used interchangeably.

izing each axiom for rank comparison and train-
ing a simple explanatory model that approximates
DPR’s ranking. A different approach, Llordes
etal. (2023) generate an "equivalent query" through
discrete state-space search that reproduces DPR’s
ranking results under a sparse retrieval model,
thereby explaining the semantic information used
by DPR at the term level. However, while these
approaches provide a proxy-based interpretation
that approximates neural behavior through input
manipulation and external alignment, the internal
representational structure of the DPR model re-
mains unexplored.

2.2 Sparse Autoencoders

The "superposition hypothesis" suggests that neu-
ral networks are able to encode more features than
their available dimensions, exploiting sparsity of
feature activation (Elhage et al., 2022). This results
in superposed representations that are difficult to
interpret directly due to polysemanticity. Recent
work applies a set of methods called sparse coding
or sparse dictionary learning to identify underly-
ing true features actually used by neural networks
(Sharkey et al., 2025). One of the simplest and
widely explored methods is SAE. SAE is a single-
layer feedforward autoencoder with a hidden layer
larger than the input dimension, incorporating a
sparsity constraint to ensure that only a small subset
of hidden neurons (i.e., latent concepts) activate for
any given input. Recent studies have empirically
demonstrated that SAEs can effectively extract in-
terpretable features from the activations of decoder-
only large language models(LLMs) (Huben et al.,
2024; Marks et al., 2025). While there have been
attempts to apply SAEs to dense embeddings gen-
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MSMARCO Dev TREC DL 2019 TREC DL 2020
Model NMSE
MRR@10  Recall@lk NDCG@10 Recall@lk Spearman NDCG@10 Recall@1lk Spearman

Baseline (SimLM) - 0.411 0.986 0.714 0.767 - 0.697 0.772 -
Reconstructed (k=32) 0.1903  0.328 (x0.80) 0.964 (x0.98) 0.589 (x0.83)  0.666 (x0.87) 0.928 +7.76-3  0.582 (x0.84) 0.681 (x0.88) 0.927 +8.1E-3
Reconstructed (k=48) 0.1643  0.338 (x0.83) 0.968 (x0.98) 0.624 (x0.87) 0.686 (x0.89) 0.936 +6.76-3 0.613 (x0.88) 0.704 (x0.92) 0.933 +7.2E-3
Reconstructed (k=64) 0.1458  0.347 (x0.84)  0.973 (x0.98) 0.640 (x0.90)  0.692 (x0.90) 0.949 +6.26-3 0.608 (x0.87) 0.718 (x0.93) 0.948 +6.8E-3
Reconstructed (k=128) 0.1069  0.371 (x0.90) 0.980 (x0.99) 0.664 (x0.93)  0.726 (x0.95) 0.959 +52£-3  0.629 (x0.90) 0.734 (x0.95) 0.956 +5.4E-3

Table 1: Quantitative evaluation of the reconstruction capability of SAEs trained on SimLLM embeddings. Results
include normalized mean squared error (NMSE) and preservation of retrieval performance on MSMARCO Dev
and TREC DL 2019/2020. Spearman’s correlation is averaged across TREC DL 2019 and 2020, with variance also

reported (p < 0.05).

SAE k=32 SAE k=48 SAE k=64 SAE k=128
0.859 0.829 0.808 0.764

Accuracy

Table 2: Results of latent intrusion test using MS-
MARCO passages. We report accuracy over different
numbers of activated latents k.

erated by encoder-based models (Ye et al., 2024;
Kang et al., 2025), these efforts have largely fo-
cused on the interpretation of the dense embed-
dings themselves, leaving the interpretability of
retrieval results and their implications in IR tasks
underexplored.

3 SAE Training and Evaluation for DPR
Model Interpretation

Interpreting a DPR model through SAE latent con-
cepts requires both an effective training of the SAE
and a verification that its reconstructed embeddings
faithfully preserve the information from the orig-
inal embeddings. Additionally, it is essential to
evaluate whether each latent concept extracted by
the SAE represents clear semantic concept. In this
section, we outline the training and evaluation pro-
cedures for achieving these objectives.

3.1 Training Sparse Autoencoder

A SAE is optimized to reconstruct the input vec-
tor h € R? by learning a sparse latent representa-
tion z € R™(m >> d) with sparsity constraint
Lo(z) = k(k << d). Formally, a SAE consists of

Encoder:  2(h) = 0(Wench + bene) (1)

Decoder: il(z) = 2Wiec + bdec 2)
where W, € R™9, by € R™, Wy € RE™,
and bge. € R? are the parameters of encoder and
decoder respectively and o (+) is the activation func-
tion. Although there are various SAE variants de-
pending on the activation and sparsity mechanisms,
we employ widely used BatchTopK SAE (Buss-
mann et al., 2024), where the model is trained to

minimize the following loss:

R 2
L(h) = Hh _ h(z(h))H2 AL, (3)
z(h) = BatchTopK(Wench + bene).  (4)

The BatchTopK activation function masks latents
whose activation values are not in the top n * k
to 0 across a batch of n samples, allowing flex-
ible allocation of the number of latents for each
sample in a single batch and L, is an auxiliary
loss, used to prevent dead latents. At inference
time, latents with activation larger than mean of
top k-th activation over the whole datapoints are
considered "activated" and all other activations are
zeroed out resulting in a sparse m dimensional vec-
tor z(h). Training the SAE requires dense embed-
dings generated by a pretrained DPR model. In
this work, we adopt SimLM (Wang et al., 2023a)
as our target model to interpret and use it to embed
approximately 8.8 million passages and 0.5 mil-
lion train queries from the MSMARCO passage
retrieval dataset (Bajaj et al., 2018) into dense vec-
tors. The SAE is then trained to reconstruct these
dense embeddings®. We set the hyperparameter
m = 32 * d and experiments with k of 32, 48, 64,
128. We detail the training setup and dataset in
Appendix A.

3.2 Evaluating Sparse Autoencoder

Now we propose to quantitatively evaluate the SAE
based on following criteria.

1. Vector-level Reconstruction Fidelity: We
measure the normalized mean squared er-
ror (NMSE) between the original DPR em-
beddings and the reconstructed embeddings.
Specifically, NMSE is calculated by dividing
the raw MSE by the baseline reconstruction
error of always predicting the mean activation.

3We show generalizability of our framework across target
DPR models and to unseen datasets in Appendix C.
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2. Preservation of IR Performance: Previous
works on SAEs have measured language mod-
eling performance change as a measure of
SAE reconstruction fidelity (Rajamanoharan
et al., 2024; Gao et al., 2025). We evalu-
ate how much of the downstream dense re-
trieval performance is maintained by conduct-
ing dense retrieval with the reconstructed em-
beddings instead.

3. Ranking Result Reconstruction Fidelity:
Beyond retrieval performance, we examine
how faithfully the reconstructed embeddings
retain the detailed ranking order of retrieved
documents. We report Spearman’s correlation
between the two ranked lists obtained from the
target model and reconstructed embeddings.

For evaluation, we used the MSMARCO Dev
and TREC Deep Learning (DL) Track 2019/2020
datasets (Craswell et al., 2020, 2021). Table 1
shows a trade-off between the reconstruction qual-
ity and the degree of sparsity of SAEs. This trend
can be observed with all three criteria we adapted to
measure reconstruction fidelity of SAEs in IR set-
tings and is consistent with prior studies on sparse
autoencoders on decoder models confirming sound-
ness of our measures.

Additionally, since our goal is to interpret the
DPR model via individual latent concepts, we con-
duct experiments to verify whether each latent in-
deed represents an interpretable semantic concept.
Inspired by the “word intrusion test” (Chang et al.,
2009), we perform a latent intrusion test, where
we collect 9 passages from MSMARCO corpus
that most strongly activate a given latent plus 1 ran-
domly chosen “intruder” passage that does not acti-
vate the latent. We then use a powerful LLM (GPT-
4.1 mini) to identify the outlier. Table 2 shows
that, though individual latent’s quality degrades
as sparsity decreases, SAEs are still effective at
disentangling semantic structures within dense em-
beddings of DPR models into latent concepts that
retain distinct, meaningful information.

4 Interpreting DPR Models Through
Latent Descriptions

Building on the latent concepts from the trained
SAE, in the following sections, we first generate
natural language description for each latent con-
cept (§4.1) and then we demonstrate the utility of
these descriptions in two downstream human in-

Title: 1960s Important News and Events, Key Technology
Fashion and Popular Culture

Context: In 1960 the average income per year was $5,315.00
and by 1969 was $8,540.00. ... A few more prices from the 60’s
and how much things cost. ... If you have $100 converted from
1960 to 2005 it would be equivalent to $679.09 today. In 1960 a
new house cost $12,700.00 and by 1969 was $15,500.00.

%

Latent L. Activation
. Description
index value
8983 Historical financial and social benchmarks 1960 5.80
21047 Contexts of income-related financial and economic 1.62
20216 1960s-70s cultural and fashion evolution 1.58
1119 Economic inflation definition and causes 1.44
24152 Salary trend reports with comparative yearly analysis 1.35

Figure 2: Top-5 most activated latent concepts extracted
from the dense embedding of a passage discussing eco-
nomic benchmarks and cultural context in the 1960s.
Reported activation value is weighted by IDF.

terpretability tasks*: understanding the semantic
structure of DPR’s dense embeddings (§4.2) and
simulating the model’s ranking process between
query and documents (§4.3).

4.1 Generate automatic descriptions for each
latents

We generate natural language descriptions enabling
humans to intuitively understand the semantic
meaning of each latent concept. Specifically, for
each latent concept in the SAE k=32 trained in
Section 3 (which showed the best performance on
latent intrusion test), we collect MSMARCO pas-
sages that most activate the corresponding latent
concept and instruct a LLM to summarize the com-
mon themes, concepts, or characteristics shared
across these passages. Figure 2 shows how a de-
composition of a document into generated latent
descriptions looks like.

4.2 Interpreting Dense Embeddings via
Latent Descriptions

In this section, we evaluate whether latent descrip-
tions can be used to interpret the semantic infor-
mation embedded within DPR model’s dense em-
beddings. To this end, we decompose a passage’s
dense embedding into latent components and as-
sess whether the corresponding latent descriptions
enable accurate identification of the original pas-
sage. Specifically, each human annotator is pre-

*We lay out detailed experimental settings in Appendix B.
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Task Accuracy
Embedding Interpretability
Passage identification 0.943
Ranking Interpretability
R@P vs R@P 0.903
R@P vs NR@P 0.938
R@N vs NR@P 0.921

Table 3: Human annotator accuracy on interpretability
tasks: Embedding Interpretability (§ 4.2) and Ranking
Interpretability (§ 4.3). (Note: R@P = Retrieved Posi-
tive; NR@P = Not Retrieved Positive; R@N = Retrieved
Negative.)

sented with one target passage, nine randomly sam-
pled distractor passages, and a set of latent con-
cepts extracted from the target with their activation
strengths. Annotators are then asked to identify the
target passage based on the provided descriptions
and activation strength.

Since the latent concepts used in this study are
obtained via unsupervised training of SAE recon-
structing DPR model embeddings, their activation
frequency across passages varies significantly (Fig-
ure 5). In particular, high frequency latents tend
to be abstract and less interpretable. To address
this skewed distribution and to better capture the
semantic importance of each latent, we adjust each
latent’s activation strength with its Inverse Docu-
ment Frequency (IDF), as defined in Eq. 6. We
provide illustrative examples comparing latent de-
scriptions with and without IDF weighting in Ap-
pendix D.1.

We randomly sampled 600 passages from the
MSMARCO corpus and evaluated the embedding
interpretability task and report the accuracy in Ta-
ble 3. The high accuracy (0.943) confirms that
latent descriptions effectively reveal the semantic
content encoded in the DPR model’s dense repre-
sentations.

4.3 Interpreting Ranking result via Latent
Descriptions

We evaluate the interpretability of the DPR model’s
similarity scoring process through latent descrip-
tions. Specifically, we assess whether humans can
simulate the ranking behavior of the DPR model.
We provide human annotators two candidate pas-
sages for a given query, along with the latent de-
scriptions and IDF-adjusted activation values ex-
tracted from each passage and query. Then they are
tasked to choose from which the two documents

the DPR model would have ranked higher.
We evaluate the model simulatability across
three specific settings of interest:

1. Retrieved Positive vs Retrieved Positive.
2. Retrieved Positive vs Not Retrieved Positive.
3. Retrieved Negative vs Not Retrieved Positive.

The experiments were conducted using queries
from the TREC-DL 2019 and 2020 datasets. We
define documents ranked within the top 1000 as "re-
trieved", and those ranked lower as "not retrieved".
For each query, the official gold document is con-
sidered "positive", while all others are considered
"negative"

As shown in Table 3, human annotators achieve
high accuracy in each settings of interest showing
accuracy higher than 0.9, confirming that expla-
nations from our framework indeed help human
annotators to simulate model predictions more ac-
curately.

5 Concept-Level Sparse Retrieval

Now we extend the sparse autoencoder frame-
work to the sparse retrieval domain. We propose
Concept-Level Sparse Retrieval (CL-SR), a novel
approach that treats each latent concept as a funda-
mental unit of retrieval. By replacing lexical terms
with these semantically coherent and generalized
latent concepts, CL-SR enables inverted index re-
trieval from any dense retrieval model. CL-SR of-
fers Semantic generalization and Computational
efficiency. We further analyse these qualities in
Section 5.1, 5.2.

In CL-SR, the scoring between a query and a pas-
sage is computed using the following formulation
(Eq. (5)).

S(Qa d) = Z fd(Qa l) ’ fd(d7 Z) ’ ldf(l) (5

1€qNd
where
D
idf (i) = log D] (6)
1+ [{de D 2(h)y, > 0]
o 2(h)g (14 k)
fola,i) = ——7—,

z(h gi T k2

2(h) 4, (1+k1)

lz(7)gll1 ) ’
2dep Iz(M)gll1/1D]

fa(d; i) =

a(h) gk (104D
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Model MSMARCO dev TREC DL 2019 TREC DL 2020 Efficiency

MRR@10 Recall@lk NDCG@10 NDCG@10 FLOPs Avg.DLen Storage (GB) Vocab Size

(Unsupervised) Sparse Retrieval
BM25 0.183 0.853 0.506 0.478 0.13 39.41 0.67 2,660,824
RM3 0.165 0.870 0.522 0.489 - 39.41 0.67 2,660,824
docT5query 0.277 0.947 0.626 0.607 0.94 756.62 0.98 2,660,824
(Neural) Sparse Retrieval

query2doc 0.214 0918 0.635 0.582 0.87 39.41 0.67 2,660,824
DeepImpact 0.327 0.947 0.657 0.603 - 71.61 1.40 3,514,102
uniCOIL 0.315 0.924 0.643 0.652 1.03 67.96 1.30 30,522
SPLADE-max 0.340 0.965 0.683 0.671 1.35 91.50 2.60 30,522
CL-SR (Efficient) 0.343 0.954 0.643 0.593 0.11 22.95 0.57 11,709
CL-SR (Max) 0.368 0.969 0.686 0.634 0.74 64.73 1.27 18,679

Table 4: Comparison of retrieval performance and efficiency across unsupervised, neural, and our CL-SR models on
MSMARCO dev, TREC DL 2019, and TREC DL 2020. FLOPs measured by following the settings of (Formal
et al., 2021b). query2doc performance copied from (Wang et al., 2023b). All other metrics measured using Pyserini

(Lin et al., 2021).

This equation replaces the traditional BM25 term
frequency with latent activation values and rede-
fines document length normalization based on the
total activation in latent space. Here, z(h),; and
z(h)q; denote the activation values of latent con-
cept 7 in the query and passage, respectively, and
D denotes the entire set of documents.

As discussed in Section 4.2, high-frequency
latents tend to contribute less meaningfully to
information retrieval. To mitigate their influence,
we apply IDF weighting®.

Implementation and evaluation setup

We conducted retrieval experiments using SAEs
trained in section 3.1. Among them, we utilze two
configurations for comparison: k=32 (Efficient)
and k=128 (Max). The Efficient model is opti-
mized for computational efficiency whereas the
Max model prioritizes retrieval accuracy by allow-
ing a greater number of latent concepts to be used
as document identifiers.

Similar to traditional sparse retrieval methods,
CL-SR allows for the construction of an inverted in-
dex in advance, based on indices of latent concepts
activated from the each document in the collection.
To reduce storage and retrieval overhead, we in-
dex only a fixed number of highly activated latent
concepts per passage by setting maximum num-
ber of allowed latents for each passage rather than
indexing all the activated latents. Detailed hyperpa-
rameter settings and results for other SAE variants
are provided in the Appendix E.

At retrieval time, only the query embedding is

The impact of IDF weighting on CL-SR is provided in
the Appendix D.2

projected into the latent space, and its sparse latent
activations are directly used to compute document
rankings using the Eq.(5). To assess retrieval
efficiency, we measure: (1) FLOPs, defined as the
expected number of floating-point operations per
query—document pair; (2) the average number of
activated latents per passage (analogous to number
of tokens in term-based retrieval); and (3) index
storage size. Specifically, FLOPs are computed

as Egq | D ey p}q) -pgd)}, where V denotes the
vocabulary, and p; is the activation probabilities
for token j in document d and query ¢ respectively.
Following prior work (Formal et al., 2021b) this
metric is computed over a set of approximately
100k queries, on the MSMARCO collection.
For evaluation, we use the same datasets as in
Section 3.2

Baselines

We categorize the baseline models into two
major groups: Unsupervised Sparse Retrieval and
Neural Sparse Retrieval. The Unsupervised group
includes classical term frequency—based methods
such as BM25, as well as its extensions via query
expansion (RM3) (Lavrenko and Croft, 2001)
and passage expansion (docT5query) (Nogueira
and Lin, 2019). These methods do not involve
any neural network at inference time. In contrast,
the Neural Sparse Retrieval group employs
neural networks—typically PLMs—at inference
time to dynamically reweight or expand query
and document terms. Specifically, we include
query2doc (Wang et al., 2023b), Deeplmpact
(Mallia et al., 2021), uniCOIL (no expansion) (Lin
and Ma, 2021), and SPLADE v2 (max) (Formal
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et al., 2021a) as representative neural approaches.

While more recent variants such as Distil-
SPLADE and SPLADE v3 (Lassance et al., 2024)
achieve stronger performance through heavy distil-
lation and advanced training techniques (e.g., en-
semble teacher re-rankers, model-specific hard neg-
ative sampling), these enhancements are orthogonal
to the focus of our work. To ensure a fair compari-
son, we report non-distilled SPLADE v2-max as a
baseline.

5.1 Retrieval Effectiveness and Efficiency

As shown in Table 4, the CL-SR framework demon-
strates retrieval accuracy on par with other neural
sparse retrieval baselines while achieving superior
computational efficiency. On MSMARCO Dey,
SAE-Max achieves the highest performance with
MRR @10 of 0.368 and Recall@ 1k of 0.969. SAE-
Efficient matches the performance of SPLADE v2
with an MRR @10 of 0.343, but requires only 0.11
FLOPs per query and 0.57 GB of index storage.
We believe this efficiency arises from represent-
ing documents with a compact set of semantically
abstracted latent concepts, which substantially re-
duces the cost of query-document matching.

On TREC-DL 2019/2020, models based on
exact lexical matching are more favorable since
most queries are long-tailed and entity-centric
(Wang et al., 2023b). Nevertheless, SAE-Max still
achieves competitive performance with nDCG@ 10
scores of 0.686 (2019) and 0.634 (2020).

Figure 3 illustrates the trade-off between re-
trieval effectiveness (MRR @ 10) and computational
cost (FLOPs) on the MS MARCO Deyv set. The
performance of CL-SR shows diminishing returns
as the maximum number of allowed latent concepts
per passage increases. To balance efficiency and
effectiveness, we configure CL-SR Efficient and
CL-SR Max to index up to 24 and 65 latent con-
cepts per passage, respectively, resulting in average
document lengths (i.e., number of active latents) of
22.95 and 64.73.

5.2 Robustness Analysis

CL-SR computes query—document similarity not at
the lexical term level, but in a semantically gener-
alized latent concept space. Each latent concept is
a learned representation of baseline model that can
cluster lexically diverse yet semantically related
expressions into a single discrete unit. This design
preserves the semantic expressiveness, allowing
CL-SR to remain robust to vocabulary mismatch

[CL-SR Efficient (avg latent len = 23)

CL-SR Max (avg latent len = 65)]
L

MRR@10 (dev set)
N w
5 5
e

docT5query
SPLADEV2
query2doc
unicolL
CL-SR k=128
CL-SR k=32

>rda0e

Figure 3: Performance vs FLOPs for CL-SR with vary-
ing number of latent concepts used for each document
when indexing.

Models MRR@10  Retrieval Type
BM25 0.0 -100%) Unsupervised
_docTSquery 0052 sy PR

DeepImpact 0.094 (-71.2%)

SPLADEv2 0.106 (-68.9%) Neural Sparse
CL-SR (Efficient)  0.124 (:63.7%) ural Sp
CL-SR (Max) 0.143 -61.1%)

SimLM (baseline)  0.185 (-55.0%) Dense

Table 5: MRR@ 10 performance on MSMARCO Dev
queries where BM25 fails to retrieve the gold passage
within the top-1000 results. Relative performance drops
are shown in parentheses.

and semantic mismatch.

5.2.1 Robustness on vocabulary/semantic
mismatch

To empirically verify this robustness, we construct
a Mismatch Set from the MS MARCO dataset by
selecting only the queries for which BM25 fails to
retrieve the gold passage within top-1000 results
among 8.84 million candidate passages. This sub-
set comprises 988 queries out of the total 6,980
Dev queries, representing failure cases where tra-
ditional term-based sparse retrieval is likely to fail
due to lexical or semantic discrepancies between
queries and relevant documents®.

Experimental results (Table 5) show that while
traditional sparse models exhibit a significant per-
formance drop on the Mismatch Set, CL-SR effec-
tiveness remains relatively stable. Notably, SAE-
Efficient demonstrates stronger robustness com-
pared to SPLADEV2, and SAE-Max achieves the
highest robustness among sparse models and is on

Additional evaluations based on failure cases defined at
top-10 and top-100 are reported in Appendix F.

26474



Vocabulary mismatch
Query

“when does the womb of a pregnant woman rise about the pelvis?”

Mismatched Term with Gold Passage

Think about blowing up a balloon and that’s basically what your uterus
does during pregnancy. Before pregnancy, the uterus is about the size of
an orange and is situated deep in the pelvis... If you are carrying twins
or multiples, your uterus will start growing and stretching sooner.

Matched Latents with retrieved(gold) passage

14861: "Uterine anatomy and health significance.",

11643: "Cervical changes reflect reproductive health awareness.",
6106: "Growth and development in various contexts.",

11255: "Concept of elevation and progress.",

15547: "Pregnancy milestones and fetal development anxieties."

v

Semantic Mismatch

Query
“when does the fall start”

Mismatched Term with Retrieved Passage

The speed that things fall to the earth depends on two things, how
fast they started falling and how long they have been falling. The
equation for finding that speed, ... is the acceleration or change in
velocity is causing it to fall, and t is the time it has been falling.

Matched Latents with retrieved(gold) passage
11251: "Varied meanings of 'fall' across contexts.",

3267: "Seasonal identity and feminine name trends",
4150: "Temperature variability in October weather"
16161: "Solstices and equinoxes define seasonal cycles.",
13523: "Initiation of significant activities or concepts",

v

Figure 4: Qualitative case study illustrating CL-SR’s ability to handle vocabulary and semantic mismatch.

par with its target model (SimLM). These findings
suggest that latent concepts operate as a semanti-
cally rich and generalizable retrieval unit, capable
of bridging vocabulary and semantic gaps without
relying on query or document expansion mecha-
nisms.

5.2.2 Case study

To further investigate how CL-SR addresses mis-
match scenarios in practice, we conduct a qual-
itative analysis on the Mismatch Set. Figure 4
provides case-studies that illustrate how CL-SR ef-
fectively handles both vocabulary mismatch and
semantic mismatch conditions.

Vocabulary Mismatch. In Figure 4 left, the
query contains the term “womb”, while the corre-
sponding gold passage uses “uterus”. Moreover,
the term “rise” in the query is expressed metaphor-
ically in the passage as “blowing up a balloon”.
These lexical variations caused BM25 to fail due
to the absence of exact term overlap. In contrast,
CL-SR captures mutually activating concepts such
as latent 14861 (Uterine anatomy and health sig-
nificance), 11643 (Cervical changes), and 6106
(Growth and development). These shared activa-
tions enable CL-SR to retrieve the correct passage
by aligning abstract concepts, rather than relying
on lexical overlap or external term expansion.

Semantic Mismatch. In Figure 4 right, the
query involves the term “fall”, which can be prag-
matically inferred to mean “autumn” from the
query itself. However, BM25 assigns high rele-
vance score to an unrelated document where “fall”
appears multiple times but in the physical sense
(i.e., to drop). CL-SR overcomes this by distribut-
ing semantic meaning across multiple latent con-
cepts, such as latent 11251 (Varied meanings of
“fall”) and 3267 (Seasonal identity), thereby captur-

ing the intended sense of the query and retrieving
the correct document.

These case studies highlight CL-SR’s ability to
generalize beyond exact lexical term matching by
leveraging contextual and conceptual representa-
tions, overcoming structural limitations inherent in
term-based retrieval frameworks.

6 Conclusion

This study proposes a novel interpretability frame-
work for DPR models by leveraging SAEs to de-
compose dense embeddings—previously consid-
ered uninterpretable—into semantically distint la-
tent concepts. Through extensive experiments, we
demonstrate that the latent concepts effectively pre-
serve the information contained in the original em-
beddings while functioning as interpretable seman-
tic units. Building on this, we empirically validate
the explainability of both the DPR models embed-
dings and the similarity scoring process. Addi-
tionally, we introduced CL-SR, a novel retrieval
paradigm that integrates the semantic expressive-
ness of dense retrieval with the efficiency and inter-
pretability of sparse retrieval. The proposed CL-SR
maintains retrieval accuracy comparable to tradi-
tional term-based sparse methods while achieving
superior efficiency in terms of both computational
cost and storage requirements. Notably, it exhibits
strong robustness in challenging scenarios involv-
ing vocabulary and semantic mismatches. We be-
lieve our framework provides a new method to gain
insights on dense passage retrieval process that can
be used to improve dense retrieval or be leveraged
to enhance neural sparse retrievals.

Limitations

Known issues of SAE Though SAEs are the most
popular unsupervised decomposition methods in
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interpretability, they pose substantial practical and
conceptual limitations(Sharkey et al., 2025). No-
tably, features found by SAEs are known to be in-
complete(Leask et al., 2025; Templeton et al., 2024;
Robert_AIZI, 2024) and dataset dependent(Kissane
et al., 2024) and we believe these problems to be
present in our SAE as well. Although recent stud-
ies try to address these issues by modifying SAE
architectures, we stick to the widely used Batch-
TopK SAE and leave application of newer variants
to future work.

Evaluation of XAI Due to the lack of estab-
lished baselines for explaining ranking models, we
primarily rely on LLMs for the evaluation of ex-
planations by instructing them to perform proxy
tasks. Though utilizing LLMs for evaluation is
widely utilized in SAE literatures, their sensitiv-
ity to prompts and variability in reasoning limits
the reliability of the evaluation. To compensate,
we conduct a human study designed to simulate
the ranking model’s predictions. This evaluation
method requires human annotators and is therefore
labor-intensive and difficult to scale, which limited
us to evaluating a sampled subset of the data.
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A SAE training Details

We trained our SAE on the MSMARCO corpus and
its training queries, which were preprocessed into
input sequences of maximum 144 and 32 tokens
each for input into our baseline model. Training
was performed with a learning rate of 5 x 107°, a
batch size of 4096, and for 100 epochs. Training
a single SAE model in this setup took about 350
minutes on a single RTX 3090 GPU.

All models were trained using the AdamW
(Loshchilov and Hutter, 2019) optimizer with 5; =
0.9, B2 = 0.999, and € = 6 x 10719, At each train-
ing step, the decoder weights are normalized to 1
following Bricken et al. (2023).

We follow Gao et al. (2025)’s method for the
auxiliary loss. The total loss is defined as:

Liotal = L+ ALlaux, where A = 0.0625.

We consider neurons inactive for 20 training steps
as dead and use top 2*k dead neurons for the dead
reconstruction.

B Experimental Details

In this appendix, we provide details about human
evaluation, dataset, sampling, LLM prompts of our
experiments.
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Figure 5: Frequency distribution of SAE latents across
documents.

Dataset

TREC DL 2019
TREC DL 2020

R@Pvs R@QP R@Pvs NR@P NR@Pvs R@N

104,529 196,110 1,004,471
63,035 84,767 1,099,965

Table 6: Document pair statistics for ranking interpreta-
tion on TREC DL 2019 and 2020.

B.1 Description generation details

For BatchTopK SAE, at inference time, latents with
activation value larger than mean of top k-th acti-
vation over the whole dataset is considered “acti-
vated”. For each latent that has been activated at
least once over the whole MSMARCO corpus, we
provide top 30 most activating MSMARCO pas-
sage and instruct GPT4.1-mini to generate descrip-
tion for the latent. We use the prompt of Figure 6
(b) for the instruction.

B.2 Dense Embedding Interpretation Details

For each 600 randomly sampled documents of MS-
MARCO corpus, we make a set of feature descrip-
tions. Then, for each document, we additionally
sample 9 random documents to choose our target
document from. We instruct 6 graduate students
in machine learning (not authors of this paper) to
identify the target passage and report accuracy over
600 samples. We provide a concrete example of
the task in Figure 8

B.3 Ranking Interpretation Details

We run SimLM (target model of our SAEs) on
TREC 2019, 2020 yielding total combination of
document pairs as (Table 6). From each set, we
randomly sample 100 pairs, resulting in a total of
600 pairs. We then distribute 600 total prompts to 6
graduate students in machine learning (not authors
of this paper) to predict which of the two given
documents would have been ranked higher by the
target model given latent concepts extracted. We

provide a concrete example of the task in Figure 9

C Generalizability

To evaluate the generalizability of the Sparse Au-
toencoder (SAE) beyond the training distribution,
we conduct two sets of transfer experiments, sum-
marized in Table 7 and Table 8.

SAE Generalization Across Baseline DPR Mod-
els. Table 7 evaluates the robustness of the SAE
when applied to different dense retrievers. Keeping
the training settings and MSMARCO data fixed,
we replace the SimLLM encoder with two off-the-
shelf DPR variants—TAS-B(Hofstitter et al., 2021)
and GTR-T5(Ni et al., 2022)—and retrain the SAE.
This allows us to test whether the proposed frame-
work is model-agnostic.

SAE Transfer to Unseen Datasets. In Table 8, We
assess whether our SAE trained on MSMARCO
passage embeddings from the SimLM model re-
tains effectiveness on unseen datasets. Since com-
puting Spearman’s correlation over the full ranking
is costly, we restrict the evaluation to datasets of
manageable size: TREC-COVID (50 queries, 171k
passages) and NFCorpus (323 queries, 3.6k pas-
sages).

D Impact of IDF Weighting

Figure 5 shows that the SAE(k=32) latents follow
a heavy-tail distribution across documents: highly
frequent latent concepts are more abstract (and less
informative), whereas low-frequency latent con-
cepts capture specific semantics.

D.1 Interpretability Case Study

Figure 7 illustrates a case study on an MSMARCO
passage describing cost-of-living and inflation
benchmarks in the 1960s, showing a subset of la-
tent concepts extracted from the passage’s dense
embedding. When no IDF weighting is applied
(W/o IDF), high-frequency, semantically abstract
latents—e.g. latent 8033 (“Definitions and con-
cept distinctions in text”)—dominate the activation
ranking and obscure more discriminative features.
After applying IDF weighting (W/ IDF), these com-
mon latents are weakened and truly informative
concepts emerge: latent 8983 (“Historical financial
and social benchmarks circa 1960”) rises to the top,
and latents 21047 (“Income-related financial and
economic concepts”) and 20216 (“1960s—70s cul-
tural and fashion evolution”) receive substantially
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Model NMSE TREC DL 2019 TREC DL 2020
NDCG@10 Recall@1k Spearman NDCG@10 Recall@1k Spearman

Baseline (TAS-B) - 0.721 0.783 - 0.685 0.800 -
Reconstructed (k=32) 0.2106  0.573 (x0.80)  0.685 (x0.88)  0.865 +3.4E—2  0.517 (x0.76)  0.676 (x0.85) 0.861 +£3.6E —2
Reconstructed (k=48) 0.2005  0.575 (x0.80)  0.690 (x0.88) 0.894 +2.1E—-2  0.523 (x0.76)  0.700 (x0.88) 0.891 +2.1E -2
Reconstructed (k=64) 0.1610  0.593 (x0.82)  0.695 (x0.89) 0.928 +1.8E—2  0.565 (x0.83)  0.716 (x0.90) 0.925 +1.7E -2
Reconstructed (k=128)  0.1188  0.626 (x0.87)  0.735 (x0.94) 0.934 +1.48-2  0.604 (x0.88)  0.753 (x0.94) 0.932 +1.4E -2
Baseline (GTR-T5) - 0.687 0.737 - 0.664 0.721 -
Reconstructed (k=32) 0.1976  0.527 (x0.77)  0.617 (x0.84) 0.907 +14E -2  0.469 (x0.71)  0.630 (x0.87)  0.908 +1.2E —2
Reconstructed (k=48) 0.1675  0.565 (x0.82)  0.631 (x0.86) 0.926 +1.1E—-2  0.547 (x0.82)  0.650 (x0.90) 0.926 +9.3E -3
Reconstructed (k=64) 0.1474  0.592 (x0.86)  0.647 (x0.88) 0.937 +1.0E—-2  0.568 (x0.85)  0.666 (x0.89) 0.937 £8.3E -3
Reconstructed (k=128)  0.1364  0.590 (x0.86)  0.687 (x0.93) 0.959 +732-3  0.614 (x0.93)  0.685 (x0.95) 0.958 +6.7E —3

Table 7: Quantitative evaluation of the SAE trained on TAS-B and GTR-T5 embeddings with the same settings
(k=32,48,64,128) and training data as used for SimL.M, demonstrating its generalization performance across different
DPR models. Stat. sig. difference w/ paired ¢-test (p < 0.05).

Model TREC-COVID NFCorpus

MRR@10  Recall@1k Spearman MRR@10  Recall@1k Spearman
Baseline (SimLM) 0.828 0.237 - 0.498 0.592 -
Reconstructed (k=32) 0.692 (x0.83)  0.188 (x0.79)  0.887 +3.36-2  0.444 (x089) 0.567 (x0.96) 0.806 +2.7E-2
Reconstructed (k=48) 0.704 (x0.85)  0.190 (x0.80)  0.891 +35E-2  0.446 (x0.89)  0.569 (x0.96) 0.809 +2.9E-2
Reconstructed (k=64) 0.728 (x0.88)  0.193 (x0.82) 0.914 +328-2  0.457 (x0.92) 0.575 (x0.97)  0.851 +6.8E-2
Reconstructed (k=128)  0.733 (x0.89)  0.216 (x0.92)  0.930 +2.86-2  0.467 (x0.94) 0.571 (x0.96) 0.896 +2.0E-2

Table 8: Zero-shot evaluation of the SAE trained on MSMARCO SimLM embeddings, showing its generalization
performance on unseen datasets (TREC-COVID and NFCorpus). Stat. sig. difference w/ paired ¢-test (p < 0.05).

higher activation ranks compared to the unweighted
case, thereby enhancing the interpretability of the
embedding.

D.2 CL-SR Performance

To quantify the effect of applying Inverse Doc-
ument Frequency (IDF) to latent activations, we
compare two scoring variants:

» w/ IDF: activations are scaled by their IDF
(Eq. 5), and

¢ w/o IDF (Dot-product): raw activation values
are used without any weighting.

Table 9 reports the relative performance drop of the
dot-product variant (shown in gray) compared to
CL-SR. The results show that applying IDF weight-
ing consistently improves retrieval performance by
reducing the influence of overly frequent latents.

E Impact of Latent Count on CL-SR
Performance

We study how the number of latent concepts k
affects both effectiveness and hyperparameter set-
tings of Concept-Level Sparse Retrieval (CL-SR).
We vary k over {32, 48, 64, 128}, tuning the BM25-
style parameters (kj,b, ka) on the MSMARCO
Dev set for each configuration.

w/ IDF w/o IDF(Dot-product)
TREC-DL 2019 & 2020 NDCG@10
CL-SRefficient  0.64370.593  0.530¢-15.61%) / 0.494-17.94%)
CL-SRmax 0.686/0.634  0.587(-13.29%) / 0.562(-10.94%)

MSMARCO Dev MRR@10 & Recall@1k

CL-SRefficient  0.343/0.954  0.274(-19.65%) / 0.908(-4.52%)
CL-SRpax 0.368/0.969  0.316(-14.13%) / 0.934(:3.61%)

Table 9: Retrieval performance comparison between
IDF-weighted activations and without IDF (Dot-
product) activations. Relative performance drops are
shown in parentheses.

Table 10 reports MRR @10 and Recall@ 1k on
MSMARCO Dey, as well as NDCG@ 10 on TREC-
DL 2019/2020. As k increases from 32 to 128,
we observe a steady improvement in all metrics:
MRR @10 rises from 0.343 to 0.368, Recall@ 1k
from 0.954 to 0.969, and NDCG@ 10 on TREC-DL
from 0.643/0.593 to 0.686/0.634. These gains con-
firm that the number of latents used for reconstruc-
tion increases, the original embedding information
can be recovered more faithfully.

F Robustness Test on Mismatch Set

To complement the main analysis based on top-
1000 failures, we additionally evaluate retrieval
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#of Latents MSMARCO Dev TREC DL 2019 TREC DL 2020 Hyperparameters

MRR@10 NDCG@10 NDCG@10 (1, b, ko)

32 0.343 0.643 0.594 06,1.75,2.5
48 0353 0.646 0.621 0.6,1.25,2.0
64 0.359 0.662 0.603 04,0.75,2.5
128 0368 0.686 0.634 0.2,3.0,0.5

Table 10: Performance of CL-SR with varying numbers
of latent concepts on MSMARCO Dev and TREC-DL
(Recall@ 1k column omitted).

Models Failures@10 Failures@100
BM25 0.0 -100%) 0.0 -100%)
docT5query 0.129 (-52.4%) 0.08 (-70.5%)
DeepImpact 0.192 412%) 0.123 (-62.4%)
SPLADE-Max 0.218 (-35.8%) 0.149 (-56.1%)
CL-SR (Efficient)  0.226 (-33.9%) 0.163 (-52.3%)
CL-SR (Max) 0.248 (-32.6%) 0.185 (-49.7%)

Table 11: MRR @10 performance on MSMARCO Dev
queries where BM2S5 fails to retrieve the gold passage
within the top-K candidates. Relative performance
drops are shown in parentheses.

performance on subsets where BM25 fails to re-
trieve the gold passage at top-10 (4.3k queries)
and top-100 (2.3k queries) on MSMARCO DEV
queries. Table 11 reports the results. We observe
that CL-SR (Efficient) and CL-SR (Max) consis-
tently exhibit substantially smaller performance
drops.

G Comparison with Neuron-based
Interpretability

Previous works like Zhan et al. (2021) has tried
to chunk and interpret vector representations in
standard basis. We believe this could be problem-
atic since these ranking models are trained with
cosine similarity which is rotation invariant. Our
method on the other hand does not assume that di-
mensions have a spatial meaning and instead learns
an interpretable basis. Previous works like Olah
et al. (2020) also shows that individual neurons (or
spatial dimension) are often polysemantic and we
believe this holds in our setting as well, motivating
our usage of sparse autoencoders. To empirically
test this, we performed the latent intrusion test (as
described in 4) to the 768-dimensional hidden rep-
resentation from SimLM. Under the same setting,
the accuracy was 0.46, compared to 0.86 with our
SAE based method, highlighting a substantial gap
in interpretability.

Encode Latency ~ Search Latency Search Latency

Model Index (GB)  Factor (GPU, ms/query) (CPU, ms/query) (GPU, ms/query)
SimLM 26.0 x8.52 342 924.42 5.58
SPLADE 2.6 x0.85 3.63 163.71 —
CL-SR (Max) 127 x0.42 3.89 154.25 —
CL-SR (Efficient) 0.57 x0.19 3.86 117.96 —

Table 12: Efficiency comparison on MSMARCO Dev.
Lower is better. Bold indicates the best in each column.

H Efficiency Comparison with Dense
Retrieval

To provide a more comprehensive comparison, we
additionally report an efficiency analysis against
the target dense model, SimLM, in Table 12.
We provide our experimental results on the MS-
MARCO Dev set following the implementation
of in Li et al. (2022) with PyTorch (GPU, Single
Nvidia RTX 3090) and Numpy (CPU, Single In-
tel(R) Core(TM) i7-14700KF CPU @ 3.40 GHz).
We set the batch size to 1 and ran all 6,980 MS
MARCO Dev queries three times—reporting the
lowest observed latency.

I Interpretability Case Study

Table 13 illustrates SAE-based decomposition of
SimLM’s dense embeddings for the query “which
pathogen depends on living cells,” one of the top-
ranked incorrect passage, and the non retrieved
gold passage. All three embeddings activate la-
tent 8327 (“pathogens causing disease in humans
via blood”), capturing the generic pathogen con-
cept. However, the retrieved (incorrect) passage
uniquely shares immune-system latent 8442 (“im-
mune system influenced by stress and lifestyle”)
with the query, boosting its matching score to be
top-ranked. In contrast, the gold passage acti-
vates latent 10944 (“viruses as pseudo-living enti-
ties requiring host cells”), which encode the virus-
specific host-dependency semantics needed to an-
swer the query; because these latents do not co-
occur with the query embedding, SimLLM underes-
timates the passage’s relevance. This case study
demonstrates that our SAE-based framework can
provide a transparent, concept-level diagnosis of
retrieval failures.
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Source Text Top Activated Latents (ID: description (activation))

Query which pathogen depends on living cells 8327: Pathogens causing disease in humans via blood (5.1931)

8442: Immune system influenced by stress and lifestyle (3.3578)

11271: Living as active state or ongoing condition (3.2910)

4166: Definitions of concepts involving multiple components or functions (2.0142)
8190: Response as reaction, answer, or measured outcome (1.9798)

3580: Multifaceted encyclopedic contexts for “Blood” (1.7898)

1322: Defining unicellular organisms by single-cell simplicity (1.6423)

iilect;:‘i‘eli(tiPassage The ability of a multicellular organism to defend itself | 8306: Definitions of concepts involving multiple components or functions (3.8576)
against invasion by pathogens (bacteria, fungi, viruses, | 8442: Immune system influenced by stress and lifestyle (2.9287)
etc.) depends on its ability to mount immune responses. 1322: Defining unicellular organisms by single-cell simplicity (2.9263)
8327: Pathogens causing disease in humans via blood (2.8417)
10630: Multifaceted protective actions across legal, psychological, and social domains (1.9795)
6445: Polysemous term "host" across diverse domains (1.9598)
10951: Ability as actualized skill versus potential capacity (1.8653)
(N;z;f;:::;geg Yes, viruses need a living host to replicate. A virion needs | 10944: Viruses as pseudo-living entities with classification challenges (5.6177)

to be inside a living cell in order to hijack that cell so that | 11271: Living as active state or ongoing condition (4.7194)

more virus particles can be made by the cell. Since a virus | 8327: Pathogens causing disease in humans via blood (3.6580)

is not a living thing, it doesn’t reproduce in the same way. | 6445: Polysemous term "host" across diverse domains (2.7850)

256: DNA semiconservative replication mechanism (2.3768)

15511: Single-parent reproduction, genetic uniformity, rapid population growth (2.3407)
8296: Immune cells engulfing and digesting foreign material (1.6999)

Table 13: Latent concept activations for a failed query from the MS MARCO Dev set (i.e. R@1000 failure),
top-ranked (incorrect) passages, and the gold passage. Each latent concept is listed with its idf-scaled activation
value in parentheses.

26482



You are an expert linguist analyzing pieces
of documents. Below, you will see a set of
documents that has some common features,
but one of them is an intruder (it does not
have that common feature in it).

Your task is to identify the intruder
document and explain why it does not fit.

The 1last 1line of your response must
be the formatted response, using
"[intruder]:Document#”

<\nDocument{i} : {passage}>

Which document is the intruder, and
why?

(a) Prompt template for latent intrusion test.

You are a meticulous AI researcher
conducting an important investigation into
patterns found in 1language. Your task
is to analyze text and provide an
interpretation that thoroughly encapsulates
possible patterns found in it.

Guidelines:

You will be given a list of text examples
on which a certain common pattern might be
present. How important each text is for the
pattern is listed after each text.

- Try to produce a concise final description.
Simply describe the text latents that are
common in the examples, and what patterns
you found.

- If the examples are uninformative, you
don’t need to mention them. Don’t focus
on giving examples of important tokens, but
try to summarize the patterns found in the
examples.

- Based on the found patterns, summarize
your interpretation in 1-8 words.

- Do not make lists of possible
interpretations. Keep your interpretations
short and concise.

- The 1last 1line of your response must
be the formatted interpretation, using
[interpretation]:

<Example{i}: {passage} Activation: {act}>

(b) Prompt template for generating natural-language de-
scriptions of each latent concept.

Figure 6: LLM prompt templates for our two tasks: (a)
latent intrusion test and (b) description generation.
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Title: 1960s Important News and Events, Key Technology Fashion and Popular Culture

Context: In 1960 the average income per year was $5,315.00 and by 1969 was $8,540.00. In 1960 a gallon of gas
was 25 cents and by 1969 was 35 cents. In 1960 the average cost of new car was $2,600.00 and by 1969 was
$3,270.00. A few more prices from the 60's and how much things cost.o provide an estimate of inflation we have
given a guide to the value of $100 US Dollars for the first year in the decade to the equivalent in today's money. If
you have $100 Converted from 1960 to 2005 it would be equivalent to $679.09 today. In 1960 a new house cost
$12,700.00 and by 1969 was $15,500.00.

W/ IDF W/o IDF

' 8983: "Historical financial and social benchmarks 1960" 5.801 0.503
1 21047: "Contexts of income-related financial and economic" | 1.623 0.256
1 20216: "1960s-70s cultural and fashion evolution" E : 1.583 0.296 :
3486: "Fact-based encyclopedic descriptive prose" : 0.981 0.555
E 8033: "Definitions and concept distinctions in text" : E 0.00 4.943 E

Figure 7: Impact of IDF reweighting on an MSMARCO passage—suppressing abstract latents (8033, 3486) and
elevating content-specific latents (8983, 21047, 20216).

features documents
Anatomical, medical, and symbolic meanings of forehead, Score:3.15 1 On Earth, volcanism occurs in several distinct geologic settings. Most of these are associated with the boundaries of the
Anatomical and statistical discourse on penis size, Score: 2.61 enormous rigid plates that make up the lithosphere—the crust and upper mantle.

Instructional tech and troubleshooting query patterns, Score : 2.04
Standardized medical treatment listing format, Score : 1.79
Physical enlargement due to pathological or physiological causes, Score : 1.75
Ambiguous term referencing band, contracts, and medical contexts, Score : 1.72
Dual focus on bearded dragons and human beards., Score : 1.59
Geographic and demographic data about Reston, Score : 1.54
Place-oriented demographic and geographic descriptions., Score : 1.52
Pregnancy-related acid reflux heartburn patterns, Score: 1.51
Descriptive definitions of -oid terms and legal/medical contexts, Score : 1.44
Factual biclogical and ecological information about llamas, Score : 1.44
Legal and financial process of property foreclosure, Score : 1.43
Duration variability determined by influencing factors, Score : 1.35
Structured informative content with clear factual descriptions, Score: 1.18
Acne causes, types, and targeted treatments patterns, Score : 1.15
Universal concept of extending limits and adaptability, Score : 1.09
Mumbered listicle advice articles with practical guidance, Score : 1.09
Healthcare system identity with employment salary detalls, Score : 0.99
Infor mative and descriptive prose across topics, Score : 0.79
Definitions and concept distinctions in explanatory text, Score : 0.00

Sometimes these side effects are caused by the drug’s numbing effect on the area of the brain responsible for pain perception.
Lipitor, a commanly prescribed cholesterol medication, is linked to un muscle pain and loss of musdle coordination.
Become a Certified Safety Professional in 5 Steps. Research what it takes to become a certified safety professional. Learn about
education, training and certification requirements to find out if this is the career for you.

In order to accurately figure out the calories, you need a recipe, or THE recipe, from the actual pizza you are referring to. It
depends on the amounts of flour, cheese, tomatoes, and olive oll that are being used. With the information you've provided the
experts can only give you a range of calories,

People also viewed. 1 How to cure bad sunburn on your forehead. 2 How to cure a swollen penis. 3 How long will it take to
cure restylane. How to cure swollen 1 foreskin. How long it takes to cure typhoid.

Report Abuse. They dont. They use it to see if you need to pay a deposit. If you have good credit they dont need a deposit. If
bad, then 5200. The reason being, they bring equipment that totals around a $1000. They want to make sure you pay for this in
their contract Also, if you pay on time for the first 3 months, they credit your account with the $200.Hope this helps.hey use it
to see if you need to pay a deposit. If you have good credit they dont need a deposit. If bad, then $200. The reason being, they
bring equipment that totals around a $1000.

lJake Balloon. Jake inflates himself into the form of a huge ball, KNOCKING BACK and damaging (65 + 0.6 Power Damage) all
nearby foes. Giant Jake. Jake grows HUGE and stomps around for 5 seconds, damaging (60 + 0.5 Power Damage/sec.) nearby
foes. While in Giant Jake form, Jake cannot make Basic Attacks or use other Powers, but he is immune to controling effects
(except KNOCKBACK) and will remove any existing ROOTS or SLOWS when the power is activated.

San lose [/ sn hou'zexf; Spanish for Saint Joseph), originally Pueblo de San José de Guadalupe and officially the City of San
lJosé, is the third-largest city by population in California, the tenth-largest by population in the United States, and the county seat
of Santa Clara County.

Figure 8: Example of human evaluation for dense embeddding interpretability. The left column lists the top-activated
latent concepts extracted from a single document, along with their descriptions and activation scores. The right
column shows the candidate documents. List of documents are truncated in this figure.
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Query1133167 : how is the weather in jamaica

Document5943911 : Averages for Montego
Bay in April. April. Very similar to March's
temperature averages, April is warm, with a
little more rain possible, as we head towards
the start of the wet season. You can expect a
pleasant 26°C average during the day, with a
high of around 29°C.

Document7218021 : Historically, Jamaica's
October offers peak rain fall during Jamaica's
second raining season. Also Historically, late

September into early October is the
Caribbean's peak of the Caribbean hurricane
season. Early September also shows a storm

peak. It will be hot and humid.

Feature16018 : year-round tropical warm
humid climate, Score : 13.24

Feature11644 : April average weather statistics
and descriptions, Score : 8.61

Feature16018 : year-round tropical warm
humid climate, Score : 9.29

Feature11946 : Monthly seasonal weather
summaries with temperature and rainfall
trends, Score : 5.06

Feature10567 : Location-focused demographic
and geographic summaries, Score : 5.36

Feature15746 : October temperature decline
and weather overview, Score : 6.18

Feature17443 : Quantitative facts and contact
information presentation, Score : 2.62

Feature13666 : Geographic location
demographic and statistical summaries, Score :
5.27

Feature5623 : Structured climatological
summaries of September weather, Score : 3.65

Feature1B822 : Seasonal regional climate
descriptions, Score : 2.10

Feature10256 : Structured factual data on
locations and services, Score : 4.41

Feature22466 : Seasonal weather patterns and
variability descriptions, Score : 3.23

Feature16188 : Structured daily weather
forecast summaries, Score : 1.69

Feature1B047 : Detailed March weather
summaries with temperature and sunshine
data, Score : 3.73

Feature12447 : Informative data-centric
descriptions of Caribbean region, Score : 2.94

Feature22466 : Seasonal weather patterns and
variability descriptions, Score : 1.61

Feature16018 : year-round tropical warm
hurmid climate, Score : 3.65

Feature19795 : Dual meaning: city name and
tropical cyclone, Score : 2.62

Feature22272 : Named entities and titles as
questions/exclamations, Score : 1.45

Feature10594 : Standardized travel weather
forecast templates, Score : 2.94

Feature15323 : Usage of "peak” to indicate
maximum or critical points, Score : 2.43

Feature23006 : Step-by-step functional
mechanism explanations, Score : 1.40

Feature13747 : Named entity descriptions and
formal definitions, Score : 1.87

Feature4583 : Definitions of postponement and
deferral due to rain, Score : 1.76

Feature2B06 : Geographic and meteorological
summaries of places named Kingston, Score :
1.38

Feature803 : Numerical temperature ranges
with contextual details, Score : 1.81

Feature2806 : Geographic and meteorological
summaries of places named Kingston, Score :
1.49

Feature18390 : Weather-related media and
software entities, Score : 1.37

Feature12967 : Structured climate summaries
with temperature statistics, Score : 1.32

Feature17284 : Defining and contextualizing
natural and activity seasons, Score : 1.34

Feature6645 : Concise factual explanations with

Feature21866 : Encyclopedic place and term

informative clarity, Score : 1.32

definitions, Score : 1.20

Featured710 : August weather summaries by

location, Score : 1.31

Figure 9: Example of human evaluation for ranking interpretability. The first column shows the query and its
extracted latent features, while the second and third columns list latent features extracted from two candidate
documents. Features activated by both the query and each document are highlighted. List of features are truncated
in this figure.
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