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Abstract

Role-playing capabilities in large language
models (LLMs) often lack cognitive consis-
tency in complex scenarios that require deep
understanding and coherent reasoning. While
recent reasoning models excel in math and cod-
ing tasks, they show limited effectiveness in
open-ended role-playing scenarios. We intro-
duce R-CHAR (Role-Consistent Hierarchical
Adaptive Reasoning), a metacognition-driven
framework that enhances role-playing perfor-
mance through guided thinking trajectories syn-
thesis and adaptive evaluation. Our approach
demonstrates that concise thinking processes
can achieve superior performance efficiently
compared to elaborate reasoning chains in role-
playing social intelligence tasks, outperforming
existing specialized models. Experimental re-
sults on the SocialBench benchmark show sig-
nificant and stable performance improvements
across varying scenario complexities, show-
ing particular strength in long-context compre-
hension (from 34.64% to 68.59%) and group-
level social interactions. Our work advances
the development of cognitively consistent role-
playing systems, bridging the gap between
surface-level mimicry and authentic character
simulation.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable capabilities in role-playing, where they
need to embody specific characters and engage in
contextually interactions. The core challenge ex-
tends beyond mimicking surface-level language
or memorizing character details to achieving deep
cognitive fidelity: faithfully reflecting a charac-
ter’s perspective, attitude, and psychological state,
rather than simply being an Al assistant with a
profile wrapper

While existing role-playing structures have made
progress in generating similar language styles

* Corresponding author.

(Wang et al., 2024b) and personalities (Wang et al.,
2024c), they still fall short in reproducing cognitive
fidelity. For instance, a model simulating a medical
doctor might reference diagnostic guidelines with
high accuracy but struggle to simulate the causal
reasoning involved in differential diagnosis; a Ham-
let role-playing agent might recite soliloquies ver-
batim yet fail to convey the psychological tension
of the iconic ‘to be or not to be‘ soliloquy.

This limitation reflects a gap between linguistic
behavior and underlying cognitive processes. Most
role-playing systems prioritize lexical alignment
over reconstructing cognitive frameworks, result-
ing in outputs that may be linguistically accurate
but lack the context-driven reasoning required for
convincing role-play.

Recent advances in reasoning models like
OpenAl ol (OpenAl, 2025) and DeepSeek-R1
(DeepSeek-Al et al., 2025) have shown promise
in structured tasks, but their effectiveness in open-
ended role-playing remains unexplored. We pro-
pose a metacognition-driven framework to bridge
this gap through three components: hierarchical
scenario synthesis, adaptive evaluation alignment,
and reasoning trajectory reinforcement. This ap-
proach enables models to handle complex scenarios
while maintaining role consistency by simulating
cognitive decision-making processes.

Our contributions are threefold:

* We introduce a novel metacognition-driven
training paradigm that enhances cognitive con-
sistency in role-playing tasks by providing in-
terpretable intermediate reasoning states.

* We develop an adaptive evaluation framework
that dynamically guides the model’s reason-
ing, enabling continuous improvement in role-
playing performance.

* Empirical results demonstrate significant im-
provements in handling extended conversa-
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tions, achieving improvement (from 34.64%
to 68.59%) in performance for long conver-
sations, along with stable results in complex
interactive scenarios.

2 Related Works

2.1 Role-play in Large Language Models

Role-playing in language models is both a prompt-
ing technique (Kong et al., 2024) and a capability
to simulate human behavior (Park et al., 2023). Re-
search has explored different types of characters (Li
et al., 2023; Wang et al., 2024b; Shao et al., 2023),
evaluation scenarios (Wang et al., 2024b; Tu et al.,
2024; Wang et al., 2024c; Ran et al., 2024; Xu et al.,
2024; Chen et al., 2024), and enhancement meth-
ods (Shao et al., 2023; Zhou et al., 2024a; Lu et al.,
2024; Wang et al., 2024a) in role-playing fields.
Role-playing ability studies have transitioned from
language style mimicry (Li et al., 2023) to knowl-
edge boundary modeling (Lu et al., 2024), and to
personality trait (Wang et al., 2024c; Ran et al.,
2024). Recent studies have also explored aspects
of decision-making (Xu et al., 2024)and interac-
tion (Wang et al., 2024a). However, role-playing is
inherently subjective, and current approaches gen-
erally reduce it to behavioral pattern replication,
overlooking humanlike cognitive processes.

This reflects a fundamental challenge in Al
role-playing: bridging the gap between behavioral
mimicry and cognitive fidelity. To address this,
our work draws inspiration from cognitive science,
which focuses on internal mental processes rather
than just stimulus-response chains, aiming to re-
construct a character’s cognitive framework instead
of merely matching surface-level patterns.

Current approaches enhance role-playing abil-
ity through three methods: in-context learning,
character-specific fine-tuning, and large-scale train-
ing (Wang et al., 2024b; Hu et al., 2021; Ge et al.,
2024). While these methods focus on data distribu-
tion adaptation, we believe that there are regulari-
ties in the intrinsic process of role-playing. Thus
we focus on the consistency of the internal cogni-
tive process within the role.

2.2 Reasoning Models and Role-playing

Reasoning ability enhancements in LLMs have
evolved from early techniques such as chain-of-
thought prompting and reflection (Wei et al., 2022;
Shinn et al., 2023; Yao et al., 2023b) to sophisti-
cated Large Reasoning Models like OpenAl ol and

DeepSeek R1 (OpenAl, 2025; DeepSeek-Al et al.,
2025). While these models excel in structured
tasks, their application to role-playing remains un-
explored.

Current reasoning enhancement methods pri-
marily follow two approaches: (1) reinforcement
learning (RL) with reward models (Zhang et al.,
2024; Pan et al., 2025; Chu et al., 2025), which
demonstrates superior generalization capabilities,
and (2) knowledge distillation (Muennighoff et al.,
2025). Some studies have also explored bootstrap-
ping methods to enhance reasoning capabilities
(Pang et al., 2025). However, these approaches
face unique challenges in role-playing tasks, where
the lack of ground truth solutions and reliance on
subjective evaluation make general RL frameworks
ineffective. We address this challenge by adopt-
ing the LLM-as-a-judge paradigm (Zheng et al.,
2023), leveraging the model’s inherent knowledge
to generate adaptive reward signals. We create a
self-improving loop that progressively refines the
character’s cognitive processes while preserving
their essential traits.

2.3 Cognitive Foundations for Role-Playing

The evolution of language models mirrors the
shift in psychology from behaviorism’s stimulus-
response models to cognitive science’s focus on
internal mental processes (Bargh and Ferguson,
2000). Early statistical models resembled behavior-
ist principles, whereas modern LLMs, particularly
with chain-of-thought prompting, have begun to re-
construct the cognitive workflows that generate lin-
guistic patterns in humans (Shanahan et al., 2023),
moving beyond mere mimicry towards cognitive
fidelity.

Our framework is theoretically grounded in the
foundational model of human metacognition pro-
posed by Nelson and Narens (Nelson, 1990). This
model posits that cognition operates on two dis-
tinct levels: a base "object-level" for primary cog-
nitive tasks, and a higher "meta-level" that mon-
itors and controls the object-level. In R-CHAR,
the object-level is realized by our character model
(LLM¢) generating a response, while the meta-
level is computationally implemented by our eval-
vator (LLMFE) and guide (LLM¢) which form a
control layer. This architecture aligns with recent
metacognitive-inspired frameworks like MetaRAG
(Zhou et al., 2024b) and SELF-REFINE (Madaan
et al., 2023). Our work contributes to this line of
research by designing a specific, three-part meta-
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level tailored to the open-ended, creative challenges
of role-playing. Furthermore, the concept of Cog-
nitive Scaffolding (Wood et al., 1976) provides
a strong theoretical justification for R-CHAR’s
unique combination of static scaffolding (our Hier-
archical Scenarios) and dynamic scaffolding (our
Guided Thought Extension), which facilitates a
structured yet adaptive learning process.

3 Role-Consistent Hierarchical Adaptive
Reasoning Framework

Our framework enhances role-playing reasoning
by implementing a novel structured data synthesis
pipeline, as illustrated in Figure 1. It comprises
three sequential key components: hierarchical sce-
nario synthesis for generating diverse role-playing
contexts, adaptive evaluation for quality assess-
ment, and trajectory-guided reasoning for itera-
tively refining thinking processes. The synthesized
high-quality reasoning trajectories are then used to
fine-tune a pre-trained model via supervised fine-
tuning (SFT) with Low-Rank Adaptation (LoRA)
(Hu et al., 2021), thus improving the model’s role-
playing abilities.

3.1 Problem Definition

Role-playing reasoning is formalized as a two-
stage generation process where a character-aligned
model LLM¢ synthesizes reasoning traces 1" and
corresponding responses A conditioned on a char-
acter profile C, scenario S, and instructions /:

(T7A) :LLMC(I’07 S)v (D

where C' defines the character’s attributes (such
as historical context, values, relationships),
S denotes scenarios of escalating complexity
{Sbasic, Sadv, Sdiff}, and I encapsulates scenario-
specific objectives.

The goal of our framework is to optimize the
quality of 7" and A through an evaluation model
LLMg that assigns a scalar quality score V €
0,1]:

YV =LLMg(T,A,C, S, E), )
where FE represents role-specific evaluation criteria.

The optimization objective iteratively refines 7' to
maximize (V):

T*, A* = argmax V), (3)
TR eT
Vo) = LLMp(R® C, S, E), 4)

where R%) = (T(*) A(®)) denotes the k-th can-
didate generation. This refinement is achieved by
evaluating reasoning trajectories across iterations
and selecting those that achieve the highest evalua-
tion scores. This approach ensures that the model
preserves its original stylistic capabilities while im-
proving its reasoning quality and role consistency.

3.2 Hierarchical Scenario Synthesis &
Adaptive Criterion Evaluation

In this section, we introduce a structured pipeline to
synthesize role-centered scenarios and their adap-
tive evaluation criteria, ensuring comprehensive
coverage of reasoning dimensions from explicit
knowledge to implicit value alignment.
Scenario-Instruction Synthesis: We begin by
collecting character profiles from open-source role-
playing datasets. Since these profiles typically lack

tailored scenarios or instructions, we employ a

controlled LLM generation process to synthesize

them. For each character C', we generate scenario-
instruction pairs (.S, I;) at three distinct complexity
levels | € {basic, adv, diff}. This approach ensures
diversity and discriminative power in the generated
scenarios.

These complexity levels are defined as:

* Basic: Focuses on fundamental character knowl-
edge and simple interactions.

e Advanced (adv). Assesses situational understand-
ing and emotional reasoning in more complex
contexts.

* Difficult (diff): Involves intricate moral dilemmas
and nuanced social/cultural scenarios requiring
sophisticated value navigation.

This hierarchical approach ensures diversity and

discriminative power in the generated scenarios.
Evaluation Criteria Synthesis: For each

character-scenario-instruction triplet (C, S, I;),
where | € {basic, adv, diff}, we synthesize three
specific evaluation criteria £; = {el(l), 61(2)7 el(3)}
at each complexity level. These criteria are struc-
tured to progressively assess different aspects of
role-playing:

* Basic: Focuses on surface-level consistency, in-
cluding language patterns, adherence to knowl-
edge boundaries, and expression of fundamental
character traits.

* Advanced (adv): Assesses deeper aspects of char-
acter expression, including emotional nuances,
professional expertise, and appropriate handling
of interpersonal dynamics.
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Figure 1: Illustration of the R-CHAR framework

* Difficult (diff): Examines complex reasoning pro-
cesses and creative responses while maintaining
character authenticity in morally ambiguous or
socially intricate scenarios.

Each criterion is evaluated on a 5-point scale
with clear descriptors for performance levels. For
each role-playing sample, its overall performance is
assessed by averaging the scores across all defined
criteria. For a given response, we first average the
1-5 point scores across all nine criteria (three for
each complexity level). This average score, which
ranges from 1 to 5, is then normalized to the [0, 1]
range to produce the final quality score VV used for
our optimization objective.

3.3 Trajectory-Guided Reasoning

Our method draws inspiration from the iterative
nature of human metacognitive processes, where
thoughts are progressively monitored, evaluated,
and refined. The core of Trajectory-Guided Rea-
soning lies in its implementation of LLMs’ self-
enhancement through feedback, a form of compu-
tational metacognition.

Exploratory Resampling: Starting from an

empty thought stream 7 = &, at each itera-
tion k, we prompt the model LLMg multiple times
(Nsamples = 3 in our implementation) to generate
both thinking process and corresponding answer
based on the character profile C' and scenario S.
Each sample contains a "think" phase followed by
an "answer" phase. These samples are then eval-
uated using the evaluation model LLMp against
role-specific criteria I/, and we retain the highest-
scoring candidate as T'%).

Guided Thought Extension (GTE): To facil-
itate continued thinking, we employ a dedicated
language model LL Mg to synthesize a guided ex-
tension that serves as a bridge to deeper reasoning.
This extension deliberately removes thinking termi-
nation signals to keep the reasoning process open,
allowing for further exploration of promising direc-
tions. The process can be formalized as:

T. = LLMg(T™|C, 8,1, E) )

where 7 represents the guided extension generated
by LLM¢. The merged thought stream 7'F) @ T,
then serves as the foundation for the next iteration
of exploration and evaluation, where the quality
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Source Count Category Scenario
RoleBench 95 We‘stern Characters Synthet?c
5 Chinese Characters | Synthetic
CROSS 126 Fictional Works Synthetic
200 General Synthetic
PersonaHub 200 NPC.s Synt.hetlc
400 Reasoning Equipped
400 Instruction Equipped

Total 1,426 - -

Table 1: Sources of persona from RoleBench(Wang
et al., 2024b), CROSS(Yuan et al., 2024), and Person-
aHub(Ge et al., 2024). "Equipped" indicates personas
with existing scenarios or instructions, while "Synthetic"
represents those requiring scenario synthesis.

of this extension is validated through subsequent
sampling and scoring.

This iterative approach offers several key advan-
tages: (1) It provides a structured way to optimize
open-ended reasoning through guided exploration
and evaluation-based selection. (2) The combi-
nation of guided extensions and multi-sampling
helps explore different reasoning paths. (3) This
approach is particularly valuable for complex sce-
narios where simple, single-pass responses would
be insufficient to capture the depth of character
traits.

4 Experiments

4.1 Experimental Setup

4.1.1 Persona Collection

To ensure coverage of diverse role-playing sce-
narios, we collected personas from several open-
source research projects as shown in Table 1. The
collection spans historical figures, fictional charac-
ters, and various NPC types, with a total of 1,426
personas. Among these, 800 were already paired
with scenarios, while the remaining 626 required
synthetic scenario generation.

4.1.2 Implementation Details

We implemented our framework using the Qwen2.5
series, with Qwen2.5-32B-Instruct for data synthe-
sis and the Qwen2.5-7B-Instruct as the base model
for fine-tuning. For the 626 personas without paired
scenarios, we synthesized scenarios and evalua-
tion criteria at three difficulty levels using the 32B
model. In the trajectory-guided reasoning process,
we set Nogmples = 3 and maxgep, = 4, achiev-
ing a 35.28% improvement in average consistency
scores after four rounds of trajectory-guided rea-

soning (see Appendix A.1 for other data synthesis
and fine-tuning hyperparameters). Figure 2 pro-
vides an illustrative example of our data synthesis
pipeline’s output compared with baseline models.
Prompts used are listed in Appendix A.S5.

For model fine-tuning, we first employed the
same 32B model to rewrite and clean the synthetic
trajectories. The cleaned data was then used to fine-
tune the base model using LLaMA-Factory with
LoRA.

4.2 Benchmark

We evaluate our approach using SocialBench (Chen
et al., 2024), a benchmark designed for assessing
social intelligence and role-playing capabilities.
The benchmark aligns well with our goal of en-
hancing cognitive abilities in role-playing tasks.
It evaluates models across multiple dimensions:
Self Awareness (SA), including style and knowl-
edge; Emotional Perception (EP), covering sit-
uational and emotional understanding; Context
Memory (CM), for both short-term and long-term;
and Group-level Social Intelligence, measuring
positive, neutral, and negative interactions. The
rule-based automated evaluation, utilizing methods
such as multiple-choice questions and keyword-
based assessment for open-ended responses, en-
sures objective and reproducible performance as-
sessment. Potential response length bias in this
evaluation is discussed in Appendix A.2.

4.3 Baseline Models

We compare R-CHAR against several baseline
models. These include the original Qwen2.5-7B-
Instruct model, the larger Qwen2.5-32B-Instruct
model, and OpenAl’s proprietary GPT-4o0-mini.
All models were evaluated both with and with-
out zero-shot Chain-of-Thought (CoT) prompting.
Additionally, we include two reasoning-enhanced
models, DeepSeek-7B and DeepSeek-32B, which
were obtained through knowledge distillation from
their corresponding Qwen2.5 counterparts. This
ensures that we can compare the performance of
different post-training methods on the same orig-
inal models. To ensure a fair comparison against
more sophisticated reasoning frameworks, we also
include Tree-of-Thought (ToT) (Yao et al., 2023a)
and a Self-Correction (Madaan et al., 2023) base-
line, both implemented on Qwen2.5-7B.

We also benchmark R-CHAR against several
specialized role-playing models. These include
CharacterGLM (Zhou et al., 2024a), CoSER (Wang

27000



Character

A biology professor who encourages their
curiosity and helps them explore different
branches of zoology.

Scenario

A biology professor guides 5 students to 5 habitats for

observation. Given:

|. The ichthyology student doesn't visit desert/park
2.The entomology student doesn't visit lake/jungle

3.The herpetology student visits desert

4.The mammalogy student visits forest

5.The ornithology student doesn't visit desert/park

Intruction
Which habitat does each student visit?

4 N
Think

Let's start by listing the branches of zoology and the
habitats.

... So, the final assignments should be:

Reflect on how environmental challenges
transform into unique learning catalysts.
The desert's harsh environment offers unique
potential. Thermal imaging tools could enhance
reptile observation ...

Consider how the varying ecosystems might
also influence the social dynamics among
your students.

Forest and jungle proximity enables mammalogy-
ornithology collaboration, revealing food web
interconnections ...

Explore the possibilities of personalizing
each student's educational journey.
Regular reflective journaling and cross-habitat
workshops enable students to connect their

e ) . o } - N
Through logical deduction: Let's solve this by combining specialized observations with broader ecological
1. Known: herpetology—desert. biological knowledge with logical
mammalogy—forest reasoning. Answer
Starting with the ichthyolo;
2. Ichthyol ly go t 8 AN o
lak:/for}:;t‘;ﬁncgﬁz (;‘r:n}‘,egstt)iso student, their study of fish naturally | would approach guiding my students through these
taken, and jungle v.vill ot points to the lake as the most habitats while fostering curiosity and a deeper connection
ornitﬁology suitable habitat. with their subjects:
For the herpetology and |. Forest - Mammalogy: The forest's diverse mammalian
F ! L mammalogy students, we have ecosystem, enriched by peer collaboration and community
1nal mapping: direct assignments - desert and engagement, transforms a field study into holistic ecological
forest respectively, which align well learning, bridging specialized knowledge with environmental
with their study subjects. understanding.
... Finally, the ornithology student
E::::vﬁi:f::;:tﬁ:j::fsidare This thoughtful habitat matching thus bridges specialized
I knowledge with holistic environmental understanding.
- 4 L Z - J
Basic LLM Char. Model R-CHAR

Figure 2: Comparison of responses from three models on a role-playing scenario: Qwen2.5-7B-Instruct (basic LLM,
left), CharacterGLM (character-tuned model, middle), and our R-CHAR (right). Domain knowledge is highlighted
in green, while pedagogical elements are shown in pink. The basic LLM provides purely logical deduction, while
CharacterGLM incorporates basic domain knowledge. R-CHAR generates more comprehensive responses with
explicit thinking trajectories, where bold text indicates inserted guidance for cognitive processes. The example
demonstrates R-CHAR’s ability to generate pedagogically rich responses while maintaining role consistency.

et al., 2025), Chatharuhi (Li et al., 2023), and
CharacterLLM (Shao et al., 2023). Since offi-
cial weights for RoleLLM (Wang et al., 2024b)
are unavailable, we replicated a comparable model
(RoleLLM-rep) by fine-tuning LLaMA-7B on its
200K dataset using LoRA, following the original
paper’s settings.

4.4 Performances

Given the differences in model sizes and pre-
training processes, we primarily focus our com-
parison on models of comparable scale including
Qwen2.5-7B and DeepSeek-7B. The 32B variants
and proprietary models serve as reference for upper-
bound performance. Results are presented in Ta-
ble 2 and Table 3.

The experimental result (see Appendix A.l)
demonstrate several significant findings:
R-CHAR

* Performance Improvements

27001

demonstrates notable improvements over
its base model, Qwen2.5-7B, particularly
excelling in long-context comprehension
(CM-Long: 68.59% vs 34.64%). In these
aspects, it can even outperform some 32B
models. While proprietary SOTA models like
GPT-4o0 still achieve higher overall scores,
it is worth noting that R-CHAR achieves its
improvements with significantly fewer param-
eters and computational resources. Crucially,
R-CHAR also consistently outperforms other
accessible specialized role-playing models on
SocialBench.

* Limitations of Reasoning Our analysis re-
veals that neither zero-shot CoT prompting
nor existing reasoning-enhanced models (e.g.,
DeepSeek distilled version) show consistent
improvements in role-playing tasks.

» Task-Specific Enhancement While general



Individual Level Group Level
Models . Avg
SA Style  SA Know. EPSitu. EPEmo. CM Short CM Long Pos. Neu. Neg.
Reference Models
GPT-40-mini 84.30 92.05 34.54 47.76 81.55 80.86 92.83 84.10 82.64 | 75.63
GPT-40-mini CoT 79.62 89.54 51.77 53.64 81.53 80.98 89.86 77.76  71.59 | 75.14
Qwen2.5-32B 84.84 95.76 35.75 46.36 73.16 38.75 88.57 79.14 63.04 | 67.26
Qwen2.5-32B CoT 82.50 94.62 67.49 48.25 69.73 35.31 87.86 77.04 60.40 | 69.24
DeepSeek-R1-32B 79.40 94.42 62.13 48.34 66.42 33.93 87.69 7538 67.93 | 68.41
Comparison Models
Qwen2.5-7B 70.76 82.10 57.14 29.24 66.12 34.64 76.19 67.56 5849 | 60.25
Qwen2.5-7B CoT 71.11 82.14 58.96 26.12 62.49 31.69 78.07 67.04 56.79 | 59.38
ToT 55.87 78.13 52.40 37.20 47.96 37.81 5735 51.89 3392 | 50.28
Self-Correction 63.26 79.20 47.40 38.54 72.46 42.95 69.06 5597 4855 | 57.49
DeepSeek-R1-7B 59.58 76.03 39.51 35.85 37.12 21.58 7038 57773 47.03 | 49.42
R-CHAR(Ours) 69.97 86.36 57.93 30.63 62.51 68.59 83.90 6325 5348 | 64.07
Table 2: Performance comparison on SocialBench. All values represent accuracy rates (%).
Models Ininidual Level Group Level Ave
SA Style  SA Know. EPSitu. EPEmo. CM Short CM Long Pos. Neu. Neg.
CoSER 43.56 69.53 5.28 27.04 37.27 28.52 5274 3678 24.13 | 3943
Chatharuhi 41.37 57.13 36.15 28.29 18.66 16.19 4545 3092 2273 | 3298
CharacterLLM 14.63 15.16 6.51 4.53 6.76 6.25 11.54  9.38 9.52 | 10.46
CharacterGLM 16.98 30.20 26.02 9.09 11.45 1.36 53.85 19.05 13.33 | 20.15
RoleLLM-rep 24.12 24.42 34.08 19.21 13.28 9.71 5137 2552 11.81 | 23.72
R-CHAR(Ours) 69.97 86.36 57.93 30.63 62.49 68.59 83.90 63.25 5348 | 64.07

Table 3: Performance comparison with specialized role-playing models on SocialBench. All values represent

accuracy rates (%).

reasoning capabilities may not directly trans-
fer to role-playing scenarios, our results sug-
gest that task-specific enhancement methods
can still be effective. R-CHAR demonstrates
this by achieving balanced improvements
across multiple metrics while maintaining par-
ticularly strong performance in certain key
dimensions.

The significant CM-Long improvement, indi-
cating enhanced complex scenario handling, war-
ranted further investigation. To examine this im-
provement, we conducted a detailed analysis of
model behavior across different prompt lengths.
Figure 3 illustrates the relationship between prompt
length and model accuracy across different models.

Figure 3a and the analysis of thinking trajecto-
ries (Figure 3b and Figure 3c) highlight several key
observations:

* R-CHAR maintains relatively stable perfor-
mance even when prompt length exceeds
2k tokens, unlike Qwen2.5-7B-Instruct and
DeepSeek-R1-7B which show sharp accu-
racy drops. This demonstrates R-CHAR’s
effectiveness in handling long-context scenar-

ios and maintaining understanding across ex-
tended conversations.

* R-CHAR achieves its robust performance on
long contexts using notably concise reason-
ing processes, typically 0-300 tokens. This
contrasts with models like DeepSeek-R1-7B,
which do not gain comparable accuracy from
longer reasoning chains.

The conciseness of R-CHAR’s reasoning suggests
an underlying efficiency and indicates that elabo-
rate reasoning is not always essential for superior
performance in complex role-playing tasks.

4.5 Human Evaluation

To address the limitations of automated metrics and
validate our framework’s effectiveness from a hu-
man perspective, we conducted a human evaluation
study. The study involved 20 trained evaluators
assessing 100 challenging scenarios from Social-
Bench. The evaluators were compensated for their
time and effort. In a blind, side-by-side comparison,
they rated responses from R-CHAR against its base
model (Qwen2.5-7B) and a specialized competitor
(CoSER). The evaluation used a 1-5 Likert scale
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Figure 3: Length Analysis: (a) Impact of input prompt length on model performance (b) Impact of reasoning length
on model performance (c) Distribution of samples across reasoning lengths

across four criteria: Character Consistency, Plau-
sibility, Engagement, and Reasoning Depth. The
ratings demonstrated strong inter-annotator agree-
ment (Fleiss’ Kappa x = 0.76).

Criterion Qwen2.5-7B COSER R-CHAR
Consistency 321 3.85 4.12
Plausibility 3.45 4.02 4.25
Engagement 3.38 391 3.87
Reasoning 2.95 3.45 4.21
Average 3.25 3.81 4.12

Table 4: Human evaluation results (transposed view).
R-CHAR is significantly preferred on most criteria and
on average.

As presented in Table 4, the average scores con-
firm that human evaluators consistently preferred
R-CHAR’s responses over both baselines. No-
tably, R-CHAR achieved its highest scores and
largest improvements in Plausibility and Reason-
ing Depth. This result directly validates our frame-
work’s primary goal of enhancing cognitive con-
sistency and the depth of the reasoning process,
providing strong, human-centric evidence for its
effectiveness. (see Appendix A.3 for guidelines)

4.6 Efficiency Analysis

Building upon the observation that R-CHAR em-
ploys effective yet concise reasoning, this sec-
tion quantitatively evaluates its computational ef-
ficiency. Although our framework uses an itera-
tive data synthesis process, the resulting R-CHAR
model, enhanced via SFT, performs inference ef-
ficiently in a single pass. We further analyzed re-
source and time efficiency. Resource efficiency
was measured by performance per output token,
and time efficiency by performance per second of
inference time.

Resource Efficiency: As detailed in Table 5,
we grouped model outputs into four bins based on
token length and computed the performance/token
efficiency ratio (score x 10~ per token). This ratio
indicates the performance yield per unit of gener-
ated output. R-CHAR outperforms DeepSeek-R1
by 56.2% in the 0—100 token bin and maintains a
lead in longer output lengths, particularly in the
301+ bin where it is 62.8% more efficient than
DeepSeek-R1-7B and 165.4% more efficient than
Qwen2.5-7B.

Model 0-100 101-200  201-300 301+
Qwen2.5-7B-Instruct 15.52 5.06 2.09 0.56
DeepSeek-R1-7B 10.27 3.24 1.69 0.92
R-CHAR(Ours) 16.05 4.41 2.58 1.49

Table 5: Resource Efficiency (Performance per Token
x1073)

Model 0-1s 1-2s 2-3s 3s+

Qwen2.5-7B-Instruct 58.45 60.20 66.05 49.50
DeepSeek-R1-7B 47.76 57.91 46.26 49.68
R-CHAR(Ours) 69.72 64.60 62.13 55.63

Table 6: Time Efficiency (Average Score per Inference
Time Bin)

Time Efficiency: Model outputs were grouped
into four bins based on inference time (seconds),
and the average score for each model per time bin
is presented in Table 6. This analysis highlights
how quickly models can reach satisfactory perfor-
mance levels. R-CHAR achieves the highest perfor-
mance per second across most bins, outperforming
DeepSeek-R1-7B by 21.9% and Qwen2.5-7B by
11.2% in the 0—1s bin, and maintaining a high score
even in the 3s+ bin. These results demonstrate that
R-CHAR not only improves reasoning accuracy
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but also excels in both resource and time efficiency.

4.7 Ablation Studies

Component Ablation. We compared the full R-
CHAR model with three variants: R-CHAR w/o
HS (random scenarios instead of HS), R-CHAR
w/o AE (simpler selective evaluation instead of
AE), and R-CHAR w/o TGR (selective evaluation,
no iterative refinement). Table 7 shows each com-
ponent contributes positively, with the full model
achieving the highest average score. Removing any
component decreased performance, highlighting
their synergy (details in Appendix A.4).

Variant Avg

R-CHAR w/o HS 62.77
R-CHAR w/o AE 63.16
R-CHAR w/o TGR | 60.94
R-CHAR (Full) 64.06

Table 7: Summary of Component Ablation Study Re-
sults on SocialBench (Average Accuracy %).

SFT Contribution. To isolate the contribution
of our framework beyond the effects of Supervised
Fine-Tuning (SFT), we created a new baseline, CoT
w/ SFT. This baseline was trained using the same
SFT settings and data as our R-CHAR model, with
the only difference being the format of the rea-
soning traces (Chain-of-Thought instead of our
Trajectory-Guided Reasoning). As shown in Ta-
ble 8, while SFT provides a boost over the zero-
shot CoT baseline (45.0% vs. 31.7% on CM-Long),
R-CHAR still shows a significant +23.6 point ad-
vantage over the stronger CoT w/ SFT baseline in
complex, long-context scenarios. This confirms
that the performance gain is substantially driven by
our framework’s unique structure, not just the SFT
process.

Model Framework Training CM-Long (%)
Qwen2.5-7B + CoT | Zero-shot 31.7
CoT w/ SFT SFT 45.0
R-CHAR (Ours) SFT 68.6

Table 8: Ablation study on the contribution of SFT for
long-context comprehension.

4.8 Out-of-Domain Generalization

To demonstrate the generalizability of our R-
CHAR framework beyond social scenarios, we
conducted an exploratory experiment in the do-
main of behavioral economics. This experiment is
grounded in the classic conflict between Expected
Utility Theory (which assumes perfect rationality)

and Prospect Theory (which describes actual hu-
man behavior). We tasked R-CHAR with a classic
financial decision problem, guiding it to adopt two
distinct cognitive personas: a ’Rational Agent’ and
a 'Risk-Averse Agent’. The scenario presented a
choice between a guaranteed $1,000 (Option A)
and a 50% chance of winning $2,500 (Option B).

Persona | Final Representative Think Process
Choice
Rational | Option "Let’s analyze both options purely
Agent B (Prob- | from a mathematical standpoint...
abilistic The expected value of Option B is
Gain) (0.5 *2,500) + (0.5 * 0) = $1,250.
My goal is to maximize expected
value, which aligns with choosing
Option B."
Risk- Option A | "Reflecting on my typical human
Averse (Certain behavior, I tend to avoid risks...
Agent Gain) the guaranteed $1,000 seems like
a safer and more certain path for-
ward. My aversion to risk and
tendency to seek guaranteed gains
align well with this choice."

Table 9: Results of the out-of-domain generalization
experiment in a financial decision-making scenario.

The results, summarized in Table 9, show that
R-CHAR consistently generated persona-aligned
reasoning and final decisions across 10 trial runs
for each persona. This experiment demonstrates
that R-CHAR can generalize to non-social domains
like financial decision-making. Its core strength
lies in flexibly shaping its reasoning trajectory to
align with a specified cognitive persona, highlight-
ing its potential for broader applications in agent
simulation.

5 Conclusion

We introduced R-CHAR, a thinking trajectory-
enhanced framework that improves cognitive con-
sistency in role-playing LLMs. R-CHAR outper-
forms similar-sized baselines and specialized mod-
els in complex, extended conversations, exhibit-
ing superior resource and time efficiency. Reason-
ing length analysis reveals a key finding that, con-
cise thinking is often more effective than elaborate
chains for role-playing, challenging conventional
views and suggesting distinct cognitive patterns for
these tasks. This focus on efficient, contextually-
aware reasoning enhances cognitive fidelity over
surface mimicry.
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Limitations

Despite promising results, our approach has several
limitations:

Cognitive Simulation Gap: While R-CHAR
enhances reasoning capabilities in role-playing sce-
narios, there remains a significant gap in simulating
human-like cognitive processes. Leveraging the
model’s inherent knowledge for self-enhancement,
this self-improving loop might reinforce existing
biases and patterns rather than fostering genuine
alignment with human cognition. This limitation
becomes particularly evident when the model at-
tempts to handle complex psychological states or
nuanced emotional scenarios, where the gap be-
tween artificial and human cognition remains sub-
stantial.

Evaluation Framework: The benchmark we
used still cannot fully capture the subjective na-
ture of role-playing quality. While we measure
consistency and knowledge adherence, subtle el-
ements like emotional authenticity and long-term
character development remain challenging to quan-
tify. Developing methods to reliably assess these
qualitative aspects while maintaining experimental
objectivity and reproducibility remains a challenge.

Data Distribution: Despite efforts to diversify
data sources, our training and testing samples re-
main a biased subset of diverse real-world role-
playing interactions. Resource constraints and data
accessibility limited our exploration of broader so-
cial contexts, despite efforts to expand scenario
coverage. This sampling bias may limit the gen-
eralizability of our findings to more diverse role-
playing scenarios.
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A Appendix

A.1 Experimental Setup Details

Data Synthesis Details: For data synthesis, our
framework synthesized 1,878 new scenarios in ad-
dition to the 800 existing ones. This number comes
from the 626 personas without paired scenarios,
for which we created three scenarios at different
difficulty levels: 626 x 3 = 1,878. Initially, we
generated one data sample per scenario, resulting
in 2,678 raw samples, but after quality filtering
(removing samples with consistency scores below
0.7), we retained 1,986 high-quality samples for
model training. To ensure the reliability of our find-
ings, all reported evaluation results are the average
of three independent runs with different random
seeds.

Fine-tuning Configuration: For model fine-
tuning of Qwen2.5-7B-Instruct using LLaMA-
Factory, we employed Low-Rank Adaptation
(LoRA) with a rank of 16 and alpha of 32. LoRA
dropout was set to 0.05. The AdamW optimizer
was used with a learning rate of 1e-5, batch size of
1, gradient accumulation steps of 8, and warmup
ratio of 0.1. The model was trained for 3 epochs.

Evaluation Setup: For evaluation, we used the
complete SocialBench benchmark containing 7,702
test samples across various dimensions. We de-
ployed our trained models and open-weights mod-
els using vLLLM for standardized and efficient in-
ference. Evaluations were conducted following
the example scripts and keyword lists provided by
SocialBench. The efficiency analysis, including
inference time measurements, was also conducted
on this system, which was equipped with 4x4090
GPUs using the vLLLM framework.

A.2 Analysis of Potential Length Bias in
SocialBench Evaluation

SocialBench (Chen et al., 2024) evaluates multiple-
choice questions based on answer correctness,
which is length-independent. For open-ended ques-
tions, it uses keyword matching, raising a concern
that longer responses might unfairly achieve higher
scores.

To assess this, we analyzed R-CHAR’s response
lengths. The average length of R-CHAR’s open-
ended answers was 36.7 tokens, slightly shorter
than the Qwen2.5-7B baseline (38.1 tokens). This
suggests R-CHAR’s improved scores are not due
to generating lengthier outputs.

A manual review of R-CHAR’s open-ended re-
sponses further confirmed that its performance
gains stem from higher answer quality, relevance,
and role-playing alignment, rather than verbosity.
The responses showed precise concept use and con-
textual understanding, leading to higher keyword
hit rates due to substantive content.

We conclude that potential length bias in
keyword-based evaluation is not a significant fac-
tor in R-CHAR’s reported performance on Social-
Bench. The improvements are primarily driven by
the enhanced cognitive consistency and reasoning
capabilities of our framework.

A.3 Evaluation Guidelines and Criteria

To ensure consistency and quality in the human
evaluation process, all 20 annotators were provided
with the following detailed guidelines for the four
evaluation criteria and the scoring rubric for the
1-5 Likert scale.

Definitions of Evaluation Criteria Annotators
were asked to evaluate each response based on the
four criteria defined below:

* Character Consistency: How well does the
response align with the character’s established
personality, background, knowledge, values,
and speaking style? A high score indicates
the response feels authentic to the character,
while a low score suggests it is generic or
breaks character.

* Plausibility: Within the given scenario, is
the character’s action or dialogue believable?
Does the response make logical sense in the
context of the narrative and the character’s
motivations, or does it feel contrived or non-
sensical?

* Engagement: Is the response interesting, cre-
ative, and compelling? Does it add depth to
the character or the interaction, or is it dull,
repetitive, or uninspired?

* Reasoning Depth: Does the response demon-
strate a sophisticated understanding of the sce-
nario’s underlying complexities and nuances?
A high score is given for responses that show
evidence of thoughtful consideration, reflec-
tion, or complex decision-making, as opposed
to superficial, simple, or generic answers.
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Scoring Rubric (1-5 Scale) The 1-5 scale was
defined as follows for each criterion:

* 5 (Excellent): The response perfectly fulfills
the criterion with no significant flaws. Itis a
prime example of high-quality role-playing.

* 3 (Acceptable): The response is adequate and
addresses the criterion but contains noticeable
flaws or lacks depth.

* 1 (Very Poor): The response is fundamentally
flawed, completely irrelevant, or directly vi-
olates the principles of the criterion (e.g., is
entirely out of character).

A.4 Ablation Study Results

To evaluate each component’s contribution to our R-
CHAR framework, we conducted ablation studies
with the following variants:

R-CHAR w/o HS: Hierarchical Scenario (HS)
synthesis is replaced with randomly synthesized
scenarios (RS), while Adaptive Evaluation (AE)
and Trajectory-Guided Reasoning (TGR) are re-
tained.  This tests the impact of structured,
difficulty-aware scenario generation.

R-CHAR w/o AE: AE is replaced with a simpler
Selective Evaluation (SE), where a large model
(Qwen2.5-32B-Instruct) is used to select the best
answer from multiple samples based on a general
quality prompt, rather than fine-grained, adaptive
criteria. HS and TGR are maintained. This tests
the benefit of adaptive, multi-dimensional criteria.

R-CHAR w/o TGR: The TGR component is
removed, and AE is also replaced by SE as adap-
tive criteria are closely tied to the TGR process.
Training data consists only of the initial responses
generated using HS and then selected via SE, with-
out iterative refinement. This tests the unique con-
tribution of the iterative reasoning trajectory opti-
mization.

Using the same seed personas and base model
(Qwen2.5-7B-Instruct) with consistent parameters,
we synthesized training data for each variant. Ta-
ble 10 show that the complete R-CHAR model out-
performs all alternatives. Removing Hierarchical
Scenarios reduced performance to 62.77% (affect-
ing SA Know and EP Situ), replacing Adaptive
Evaluation lowered scores to 63.16% (impacting
EP Emo and Pos), while removing TGR caused the
largest drop (60.94%) with CM-Long decreasing
from 68.58% to 42.78%. These findings confirm
that each component contributes uniquely to the
framework’s effectiveness in role-playing tasks.

A.5 Prompt List

This section lists five core prompt templates used in
the system: the base system prompt, scenario gener-
ation prompt, criteria generation prompt, role-play
evaluation prompt, and guided thought generation
prompt.
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Figure 4: Roleplay System Prompt Template

You are a Roleplay Assistant. You will play the role of a character in a given scenario.
Before responding to the instruction, think step by step in <think>...</think> and then respond in <answer>...</answer>.

Figure 5: Scenario Generation Prompt

You are a professional character designer and scriptwriter. Your task is to create three scenarios at different difficulty
levels to evaluate roleplay quality for a given character.

Task Description

Create three scenarios and instructions at different difficulty levels (Basic/Advanced/Expert), each designed to evaluate
specific roleplay capabilities while ensuring consistency with the character’s background and world setting.

Input Character

<character>
{persona}
</character>

Difficulty Level Requirements
» Basic Level: Examine basic language patterns, behavioral modes, character consistency through simple scenarios
while avoiding hallucinations and testing fundamental character settings
¢ Advanced Level: Examine emotional expression, interpersonal interactions, multilayered decision-making, knowledge
boundaries, and professional performance within character identity
« Difficult Level: Examine character’s decision-making under extreme circumstances involving value conflicts, demon-
strating complex internal reasoning and growth while maintaining authenticity
General Requirements
¢ All scenarios should feel natural, not forced
¢ Challenges should be meaningful but not impossible
* Instructions should be specific but open enough for creative responses
* Consider both external and internal conflicts
* Ensure all elements respect the character’s established background

Output in JSON Format:
{

"analysis”: "analysis the language patterns, personality traits,
knowledge boundaries, and core values of the character, briefly”,
"scenarios”: [

{
"level”: "basic/advanced/expert”,
"scenario”: "A scenario testing roleplay capabilities”,
"instruction”: "Ask the character to respond to the scenario”,
}’

27010




Figure 6: Criteria Generation Prompt

Generate multiple evaluation criteria for the given role-playing scenario.

Input

<character>
{character}
</character>

<scenario>
{scenario}
</scenario>

<instruction>
{instruction}
</instruction>

Requirements
1. Generate multiple evaluation criteria, with each criterion corresponding to a difficulty level: Basic/Advanced/Difficult
2. Each level must include non-negotiable core dimensions, examples are blow:
* Basic: Evaluate the consistency of surface-level performance (language patterns, knowledge boundaries, and
basic character traits)
* Advanced: Assess the depth of character expression (emotional nuances, professional expertise, and interpersonal
dynamics)
« Difficult: Examine complex reasoning and creative breakthroughs while maintaining character authenticity
3. Each level should contain at least 3 specific criteria
4. Each criteria should naturally arise from character-scenario interactions
5. Encourage the discovery and evaluation of unexpected performance dimensions
6. 1-5 points, provide a concise description of high and low scores

Output Format

[BASIC]Criteria Name: concise description and scoring criteria (in single line)
[BASIC]...

[BASIC]...

[ADVANCED]. ..

[ADVANCED]. ..

[ADVANCED]. ..

[DIFFICULT]...

[DIFFICULT]...

[DIFFICULT]...
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Figure 7: Evaluation Prompt

You are an expert roleplay critic. Your task is to evaluate a character’s roleplay performance based on their thinking
process and final response.

Input Context

<character>
{character}
</character>

<scenario>
{scenario}
</scenario>

<instruction>
{instruction}
</instruction>

Content for Evaluation

<thinking_process>
{think}
</thinking_process>

<response>
{answer}
</response>

# Evaluation Criteria
{criteria}

Task Description

Provide a detailed critique of the roleplay performance. Your evaluation should:
1. Critical analysis of thinking process
2. Alignment between thinking and response
3. Detailed scoring against criteria

Output Format

<overall_flaws>

Based on the given evaluation criteria, assess the role-playing ability
according to the character's thought process and final response.
</overall_flaws>

<criteria_evaluation>

For each criterion, output (one per line) without explanation:
Criteria Name(without level): an int score (1-5)
</criteria_evaluation>
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Figure 8: Guided Thought Generation Prompt

You are an expert roleplay mentor, specializing in character psychological development. Your task is to provide thought-
provoking guidance that deepens the character’s introspection process.

Input Context

<character>
{character}
</character>

<scenario>
{scenario}
</scenario>

<instruction>
{instruction}
</instruction>

Current Mental State

<thinking_process>
{think}
</thinking_process>

Performance Analysis

<evaluation_criteria>
{criteria}
</evaluation_criteria>

<identified_gaps>
{overall_flaws}
</identified_gaps>

<detailed_evaluation>
{criteria_evaluation}
</detailed_evaluation>

Task

Based on the previous evaluation, provide a continuation of the existing thinking process to guide deeper character
thinking. Your suggestion should flow naturally from the previous thoughts and lead to deeper insights to improvement.
Keep it short and concise, keep guidance open-ended to encourage intellectual exploration.

Output Format

<introspective_guidance>
. A concise turning point in thinking ...
</introspective_guidance>

Note: This guidance will be directly appended to the original thinking process, serving as an inner voice that nurtures
self-reflection. These prompts will serve as stepping stones for further thought development.

%
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Individual Level

Group Level

Models SAStyle SAKnow. EPSit. EPEmo. CMShort CMLong | Pos. New Neg | V&
R-CHAR w/o HS 67.22 $3.22 6051 3654 60.46 6480 | 7735 6159 5324 | 62.77
R-CHAR w/o AE 68.65 84.96 50.82 3526 61.13 6523 | 7560 6396 53.80 | 63.16
R-CHAR wo TGR | 65.24 83.26 6217 3256 61.63 4278 | 7412 6796 58.77 | 60.94
R-CHAR (Full) 69.97 86.36 57.93 30.62 62.49 68.58 | 8390 6324 5347 | 64.06

Table 10: Ablation Study Results on SocialBench (accuracy %)
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