Beyond Correctness: Confidence-Aware Reward Modeling for
Enhancing Large Language Model Reasoning

Qianxi He', Qingyu Ren?, Shanzhe Lei', Xuhong Wang!’, Yingchun Wang !
'Shanghai Artificial Intelligence Laboratory
2Shanghai Key Laboratory of Data Science, School of Computer Science, Fudan University
{gxhe23, qyren24} @m.fudan.edu.cn, {leishanzhe, wangxuhong, wangyingchun} @pjlab.org.cn

Abstract

Recent advancements in large language models
(LLMs) have shifted the post-training paradigm
from traditional instruction tuning and human
preference alignment toward reinforcement
learning (RL) focused on reasoning capabil-
ities. However, numerous technical reports
indicate that purely rule-based reward RL fre-
quently results in poor-quality reasoning chains
or inconsistencies between reasoning processes
and final answers, particularly when the base
model is of smaller scale. During the RL ex-
ploration process, models might employ low-
quality reasoning chains due to the lack of
knowledge, occasionally producing correct an-
swers randomly and receiving rewards based
on established rule-based judges. This con-
strains the potential for resource-limited orga-
nizations to conduct direct reinforcement learn-
ing training on smaller-scale models. We pro-
pose a novel confidence-based reward model
tailored for enhancing STEM reasoning capa-
bilities. Unlike conventional approaches, our
model penalizes not only incorrect answers but
also low-confidence correct responses, thereby
promoting more robust and logically consis-
tent reasoning. We validate the effectiveness of
our approach through static evaluations, Best-
of-N inference tests, and PPO-based RL train-
ing. Our method outperforms several state-
of-the-art open-source reward models across
diverse STEM benchmarks. We release our
codes and model in https://github.com/
gianxiHe147/C2RM.

1 Introduction

In the past, the traditional post-training process of
large language models (LLMs) usually included in-
structional fine-tuning and human preference align-
ment (Kaddour et al., 2023; Christiano et al., 2017;
Bai et al., 2022; Wang et al., 2024b). Recently,
reasoning models such as OpenAl ol (Jaech et al.,
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2024) and Deepseek R1 (Guo et al., 2025a) have
transformed the LLLMs post-training paradigm to
lightweight chain-of-thought (CoT) (Wei et al.,
2022) bootstrapping combined with rule-based
STEM reinforcement learning (RL).

However, numerous technical reports (Ding
et al., 2024; Wei et al., 2022) indicate that purely
rule-based reward RL frequently results in poor-
quality reasoning chains or inconsistencies between
reasoning processes and final answers, particularly
when the base model is of smaller scale. The rule-
based approach, while effective for evaluating final
answers, provides insufficient guidance for opti-
mizing the intermediate reasoning steps that lead to
those answers, creating a disconnect between the
reward signal and the desired reasoning behavior.

To confront this challenge, open-source LLMs
including Deepseek-R1, Qwen3 (Yang et al., 2025),
and Llama4 choose to implement RL on foundation
models with hundreds of billions of parameters.
Large-scale models demonstrate superior capac-
ity to maintain robust cognitive processes during
RL regimens. Subsequently, the more compact
variants are distilled from their immensely scaled
foundational counterparts. This paradigmatic con-
straint proves exceedingly inhospitable to resource-
constrained organizations, effectively extinguish-
ing their prospects of harnessing RL to enhance
performance on domain-specific endeavors.

We believe that the fundamental reason why
smaller-scale models struggle to make progress
in RL lies in their insufficient internal world knowl-
edge to generate high-confidence responses for
certain challenging problems. During the RL ex-
ploration process, the models might employ low-
quality or logic inconsistent reasoning chains, oc-
casionally and randomly producing correct an-
swers and receiving rewards based on established
rule-based judge. The key to addressing this is-
sue is whether we can penalize the model’s "low-
confidence" responses—that is, even if a model
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correctly guesses an answer through "speculative"
way, it should still be penalized.

Furthermore, according to the research presented
by Razin et al. (2025), evaluating reward models
based exclusively on accuracy is inadequate; re-
ward variance constitutes a critical component in
the RLHF process. The implementation of low con-
fidence penalties will improve the RL performance
by introducing variance beyond mere correctness
considerations.

Previous research on uncertainty estimation has
been conducted (Lin et al., 2022; Xiong et al., 2023;
Manakul et al., 2023), but most approaches require
training an Multi-Layer Perceptron (MLP) as a
model probe or accessing internal parameter dis-
tribution (Azaria and Mitchell, 2023; Burns et al.,
2022), leading to issues of poor generalization and
high computational demands, making them unsuit-
able as universal methods for enhancing knowledge
reasoning capabilities in RL. Additionally, existing
reward models are typically designed for human
preference alignment (Wang et al., 2024a), con-
centrating predominantly on instruction adherence
and stylistic conformity, while lacking specialized
training for STEM domains and mechanisms to
penalize low-confidence reasoning.

This paper makes the following key contribu-
tions:

1. We introduce the first Correctness and Con-
fidence Reward Model (C2RM) specifically de-
signed for optimizing STEM knowledge capabili-
ties. Unlike traditional reward models that merely
collect positive and negative preference pairs based
on answer correctness, we additionally gather re-
sponses with correct answers but low confidence
as negative samples, thereby penalizing responses
with low confidence levels.

2. While technical reports from models such as
Qwen3 and Seed1.5-VL (Guo et al., 2025b) claim
to employ reward models for STEM RL training,
they disclose no implementation details. We com-
prehensively reveal the technical specifics of our ap-
proach, and open-source our training data, C2RM
model checkpoint and policy model checkpoint
trained by our C2RM.

3. To validate the effectiveness of our model, we
conduct static evaluations (judge bench), inference-
time scaling tests (Best-of-N), and post-training RL
experiments, complemented by extensive ablation
studies for comparative analysis. Experimental evi-
dence demonstrates that our model is comparable
to state-of-the-art proprietary models and surpasses

mainstream open-source reward models. Further-
more, our ablation studies confirm that integrating
both correctness and confidence yields superior
results compared to utilizing either factor indepen-
dently.

2 Related Work

2.1 Uncertainty Estimation

Methods for measuring uncertainty in LLMs can
be classified into four main types (Beigi et al.,
2024). Logit-based (Lin et al., 2022; Mielke et al.,
2022; Kuhn et al., 2023) and internal-based (Azaria
and Mitchell, 2023; Burns et al., 2022; Li et al.,
2024) methods require access to internal parame-
ters, limiting their applicability in closed-source
models. In black-box methods, self-evaluation (Ka-
davath et al., 2022; Manakul et al., 2023; Xiong
et al., 2023) lets models assess their outputs with
confidence prompts. However, its effectiveness
is limited by self-awareness, which may lead to
overconfidence or inaccuracies (Ji et al., 2023).
Consistency-based methods (Manakul et al., 2023;
Wightman et al., 2023; Agrawal et al., 2023) evalu-
ate the agreement among responses, although chal-
lenges such as formatting variations and high infer-
ence consumption reduce their use and accuracy in
real-world applications (Xiong et al., 2023; Man-
akul et al., 2023). In contrast to these methods,
our reward model is designed to implicitly penalize
response uncertainty, thereby providing enhanced
generalizability, scalability, and efficiency without
necessitating access to internal parameters.

2.2 Reward Model

Reward models (Liu et al., 2024; Lou et al., 2024)
are central to LLM’s RL training (Wang et al.,
2024a), with their accuracy and generalization ca-
pabilities directly influencing the reinforcement
learning outcomes of language models. However,
in the era of reasoning models, most reward model
research (Liu et al., 2024; Cai et al., 2024) remains
focused on optimizing human preference feedback,
without specifically targeting improvements in sci-
entific knowledge reasoning capabilities. We are
the first to propose incorporating penalties for pol-
icy model uncertainty in STEM RL training, simul-
taneously considering both correctness and uncer-
tainty during the training process.

Similar uncertainty concepts have appeared
in previous reward model work, such as UP-
RLHF (Sun et al., 2025), which employs multiple
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Figure 1: The framework of our reward model data generation and training. We first select high-quality questions
where only some of Qwen2.5-72B-Instruct’s five answers are correct. Then, for each question, we sample 5
answers (only 3 are shown in the figure for clarity) from each of 3 representative models, label them, and construct
training data by treating T&C as positives and others as negatives. Finally, we train our reward model based on

Qwen2.5-7B-Instruct.
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Figure 2: Distribution of different pair types across
all datasets. These percentages represent the natural
proportions of generated responses, and our training
data sampling follows these same natural distributions.

Low-Rank Adaptation (LORA) based reward mod-
els and calculates reward values through model
ensemble. URM-LLaMa-3.1-8B (Lou et al., 2024)
forces the reward model outputting a normal dis-
tribution and combining multiple reward models
to estimate reward values by synthesizing multiple
normal distributions. Fundamentally, these meth-
ods do not directly evaluate policy model uncer-
tainty, but rather employ multiple reward model
ensembles to provide greater variance in the RL
accuracy training process.

Unlike the aforementioned methods, our ap-
proach generates positive and negative pairs not
only from correctness and incorrectness, but also
from certain and uncertain answers. We train a Cor-
rectness and Confidence Reward Model (C2RM) to
evaluate question-answer pairs by punishing their
uncertainty, thereby guiding the model to produce

higher-quality outputs.
3 Method

In this section, we introduce the data construction
process and training details of C2RM. The overall
framework is illustrated in Fig. 1.

3.1 Dataset Selection

The training of reward models requires high-quality
positive and negative examples. However, many
benchmark datasets can not effectively capture the
capabilities of modern LLMs. Datasets with ei-
ther excessively high or low accuracy hinder the
construction of meaningful training samples: ex-
tremely imbalanced distributions between positive
and negative samples can introduce bias into train-
ing, while overly easy or overly difficult datasets
tend to produce less discriminative outputs, shifting
the data distribution and impairing generalization.

To address this, we design a two-step selection
process based on the performance of Qwen2.5-72B-
Instruct (Team, 2024).

Step 1: We first gather a collection of datasets
related to STEM. Then we evaluate Qwen2.5-72B-
Instruct on each dataset and retain only those where
its accuracy falls between 40% and 70%. This
ensures that the selected datasets are moderately
difficult. We denote the filtered datasets as Q, the
candidate question set.

Step 2: For each question ¢ € Q, we sample five
answers using Qwen2.5-72B-Instruct with a decod-
ing temperature of 0.7. Let A, = {a1,a2,...,a5}
denote the set of sampled responses. We then iden-
tify a subset of questions where A, contains at least
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one correct and one incorrect answer, indicating
inconsistency across outputs. These questions are
collected into a new set D C Q, referred to as the
discriminative question set.

This two-step filtering ensures that D consists
of questions that provoke diverse model behavior,
allowing us to extract high-quality contrastive pairs
from a shared context. As a result, D provides a
more informative foundation for training reward
models to distinguish correct from incorrect an-
SWers.

Training Datasets. Finally, we select training
datasets from three domains: (1) Science: ScCI-
KNOWEVAL (70k multiple-choice questions in bi-
ology, chemistry, materials, and physics) and SCI-
EVAL (18k mostly objective questions across basic
science fields); (2) Mathematics: NUMINAMATH-
TIR (70k numerical-answer math problems target-
ing symbolic computation and quantitative reason-
ing); (3) Logical Reasoning: LOGICNLI (20k
examples isolating first-order logic from common-
sense inference) and LOGIQA (8,678 deductive
reasoning QA items).

3.2 Answer generation & Classification

Following the data selection process in Section 3.1,
we construct a seed set of questions with reference
answers, denoted as Q = {q1,¢2,...,qn}, where
each ¢; has a unique ground truth answer aft.

To ensure diversity in the training data, we use
three representative LLMs with varying model
sizes and architectures to collect CoT responses:
LLaMA-3.1-8B-Instruct (Grattafiori et al., 2024),
Qwen2.5-72B-Instruct, and Mixtral-8x7B-Instruct-
v0.1 (Jiang et al., 2024). Each model generates five
responses per question using a decoding tempera-
ture of 0.7.

Each response r;; to question g; is labeled along
two dimensions: correctness (c;; € {T,F}) and
confidence (u;; € {C,U}). A response is marked
as T (True) if it exactly matches the ground truth
answer; otherwise, it is F (False).

To estimate confidence, we perform K rollouts
per question using high-temperature decoding to
generate diverse answers {a;1, a;2, .. ., a;x }. For
any answer a, we compute its consistency score:

1 K
ui(a) = 7 Z]I(aij =a)
j=1

If u;(a) > 7 (threshold 7 = 0.5), the answer is
labeled as C (Certain); otherwise, U (Uncertain).

This labeling yields four response types: 7&C
(Correct and Certain), T&U (Correct and Uncer-
tain), F&C (Incorrect and Certain), and F&U (In-
correct and Uncertain). Among them, only T7&C
responses are used as positive examples for reward
model training. The remaining types serve as neg-
ative examples to help the model distinguish be-
tween preferred and undesired outputs.

Note that a single model may not produce all
four types of responses for a given question. For
example, if a model generates T&C answers, there
may be no F&C examples. To increase data di-
versity, we use multiple models to answer the
same question. Let the model set be M =
{My, My, ..., M}, from which we collect re-
sponses to maximize type coverage and enhance
reward model supervision.

The collected pool of responses is denoted as:

i=1,...,N,
R= {(% Tijs Cijs Uijy Mij) | j=1,...,K; }

where each entry consists of a question ¢;, a model-
generated response 75, its correctness label ¢;; €
{T,F}, confidence label u;; € {C,U}, and the
model identifier m;; € M that produced the re-
sponse.

3.3 Training data construction & Training

Based on the model responses collected in Sec. 3.2,
we construct training pairs by comparing different
response types. For every question ¢;, we examine
the 15 responses generated by the three models to
check whether the following type pairs exist: (1)
T&C vs T&U (2) T&C vs F&C (3) T&C vs F&U.
If a certain type pair exists for ¢;, we randomly
select one pair of responses from that category to
construct a training sample. Therefore, for each
question, up to three training samples may be gen-
erated, corresponding to each of the three type pair-
ings. The training set can be formally described
as:

(Qiu Tija T’L'k) 1= 177N7
Type(ri;) = T&C;
Type(ri) € {T&U, F&C, F&U}

P:

Fig. 2 shows the natural distribution of different
reasoning pair types across five datasets. Among
them, the T&C vs F&U pairs are the most frequent,
accounting for roughly half of the samples in each
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dataset, while the other two pair types appear at
similar frequencies. To better reflect real-world
data scenarios, we preserve this natural distribution
during training.

Considering training efficiency and computa-
tional constraints, we select 10K seed questions,
resulting in approximately 20K training samples.
Although only one positive-negative pair is gener-
ated per question, we randomly sample one type of
pair from the different possible combinations for
each question while preserving the original distri-
bution of pair types. This approach ensures that
each question does not appear too frequently, help-
ing to maintain data diversity and better represent
real-world data scenarios.

We use Qwen2.5-7B-Instruct (Team, 2024) as
the base model. The reward model is fine-tuned
for 2 epochs with a learning rate of 5 x 1079,
Since we use both correctness and confidence as
criteria for data construction, we name our reward
model C2RM (Correctness and Confidence Re-
ward Model). Details of the data formatting and
prompt template are provided in Appendix A.1.

4 Experiments

We conduct a comprehensive evaluation on C2RM
from three key perspectives: Best-of-N, static eval-
uations, and post-training experiments (STEM RL).

4.1 Baselines

(1) Closed-source Models: We evaluate with four
widely-used closed-source models, GPT-40-2024-
11-20, GPT-40-mini, Claude-3-7-sonnet-20250219,
and Gemini-2.0-flash. The corresponding prompts
are detailed in Appendix A.2. (2) Open-source
Reward Models: We include three strong open-
source reward models, Skywork-Reward-LLaMA-
3.1-8B (Skywork-RM) (Liu et al., 2024), URM-
LLaMA-3.1-8B (URM) (Lou et al., 2024), and
InternLM2-7B-Reward (InternRM) (Cai et al.,
2024). We follow their released scoring methods
to evaluate each response. (3) C2RM and vari-
ants: To evaluate the impact of incorporating confi-
dence in the reward model training data, we design
two model variants: “Correctness-only RM” fo-
cuses exclusively on the correctness label, while
“Confidence-only RM” concentrates solely on the
confidence label.

All methods adopt a point-wise evaluation pro-
tocol. For each question, we select the response
with the highest reward score among the five candi-

dates and compute the overall accuracy across the
dataset.

4.2 Best-of-N

We conduct experiments on three public benchmark
datasets: GPQA DIAMOND (Rein et al., 2023),
which focuses on high-quality scientific questions;
MATHS500 (Hendrycks et al., 2021), which in-
cludes various types of mathematical reasoning
problems; and FOLIO (Han et al., 2022), which
presents challenging reasoning questions. The re-
sponse generation is performed using the same
models as in the training phase. For each ques-
tion, we generate 5 responses per model with a
decoding temperature of 0.7. Note that Pass_Avg.
in Tab 1 represents the average accuracy of the five
generated answers for each dataset.

Results. Tab. 1 presents the overall performance
of BoN test. Compared with existing open-source
reward models, our model achieves the best re-
sults, demonstrating consistent and comprehensive
superiority. Remarkably, C2RM surpasses GPT-4o-
mini , showcasing its powerful capability in evalu-
ating and selecting high-quality responses. Further-
more, the BoN experiment highlights the practical
value of C2RM: it not only selects the correct an-
swer from multiple candidates, but also captures
“confidence consistency”, providing a more stable
and trustworthy optimization signal.

4.3 JudgeBench

We further evaluate the generalization ability of
C2RM using the JudgeBench (Tan et al., 2024),
which is designed to assess LLM-based judges
across challenging domains including knowledge,
math, reasoning, and coding. To the best of our
knowledge, this benchmark represents virtually the
only reward model evaluation framework specifi-
cally focused on assessing the knowledge reasoning
capabilities.

Results. As shown in Tab. 2, C2RM achieves
strong overall performance with an accuracy of
64.28 %, surpassing most mainstream open-source
reward models and trailing only URM-LLaMA-
3.1-8B by a small margin of 0.29%. Remarkably,
it even outperforms powerful closed-source mod-
els such as GPT-40-mini and Gemini-2.@-Flash.
Notably, C2RM achieves an accuracy of 69.05%
on coding taskswhich were not seen during
training. This represents an improvement of
16.67% over Skywork-Reward-LLaMA-3.1-8B
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Llama-3.1-8B-Instruct

Mixtral-8x7B-Instruct-v0.1

Qwen2.5-72B-Instruct

Method Avg.
GPQA MATH500 FOLIO GPQA MATH500 FOLIO GPQA MATH500 FOLIO
Pass Avg. 27.68 31.32 58.33 25.35 20.04 51.13 | 49.60 56.20 72.81 | 43.61
Closed-source Models
GPT-40-2024-11-20 35.35 37.80 64.53 28.28 26.60 57.64 ' 56.06 56.80 74.88 | 48.66
Claude-3-7-sonnet-20250219 43.43 39.00 72.91 34.34 29.40 61.08 | 53.54 58.20 77.34 | 52.12
Gemini-2.0-flash 29.80 38.00 67.98 28.28 26.40 58.62 | 57.07 59.20 75.37 | 48.97
GPT-40-mini 34.34 37.40 61.08 30.81 27.80 53.20 | 50.51 57.40 7241 | 47.22
Open-source Reward Models
URM-LLaMa-3.1-8B 28.28 37.60 56.16  30.81 26.40 53.69  53.03 58.20 7143  46.17
Skywork-Reward-Llama-3.1-8B | 29.29 38.40 62.07 29.80 28.80 56.65 | 54.55 57.80 70.44 | 47.53
C2RM 29.80 38.38 64.04 | 27.27 29.00 54.68 | 52.02 59.80 7291 | 47.55
Ablation
Correctness-only RM 29.80 39.40 59.61 30.82 28.20 60.10 | 47.98 60.00 70.94 | 47.43
Confidence-only RM 33.33 39.80 60.10 | 28.28 29.80 57.64 | 52.53 59.80 73.89 | 48.35

Table 1: The overall performance on GPQA, MATHS500, and FOLIO across closed-source models, open-source
reward models, and our reward model. Our reward model achieves the best performance among open-source models.

and 19.05% over URM-LLaMA-3.1-8B. These re-
sults clearly indicate that C2RM not only possesses
strong judgment within trained domains but also
generalizes well to novel tasks and fields, effec-
tively distinguishing logically and factually correct
answers.

44 RL

To validate the effectiveness of our reward model
in reinforcement learning, we apply the PPO algo-
rithm for training and evaluation in STEM scenar-
i0s.

Proximal Policy Optimization (PPO) is an on-
policy reinforcement learning algorithm designed
to improve a stochastic policy 7y through iterative
updates that balance progress and stability. At each
time step ¢, we compute the probability ratio

mo(ar | s¢)

6514 (at | st)

which measures the change in action probability
under the updated policy relative to the previous
one. The PPO loss Lppo is computed based on the
advantage estimates A, which measure how much
better an action is compared to the average action
in a given state:

Lppo(0) = min< 7o - A, clip ( 7o , 1 —671+€) -A>
Tref Tref

where ¢ represents the reference policy (typically
from the previous iteration), and € is a hyperparam-
eter that controls the clipping range (usually set to
0.2).

re =

Settings. We sampled 30K question from
dataset D mentioned in section 3.1 in RL train-
ing. Qwen2.5-7B-Instruct is used as the policy
model to be optimized. To evaluate the effec-
tiveness of C2RM, we compare it against the fol-
lowing baselines: (1) Base, which refers to the
original, untrained Qwen2.5-7B-Instruct model;
(2) Open-source reward models, including
three widely-used models: URM-LLaMa-3.1-8B,
Skywork-Reward-LLaMA-3.1-8B, and InternLM?2-
7B-Reward; (3) Rule-based, which does not rely
on a reward model, but instead assigns rewards
solely based on whether the model’s final answer
matches the ground truth, ignoring the CoT pro-
cess.

For evaluation, we adopt four benchmark
datasets: GPQA, MATH500, FOLIO, and
MMLU-PRO, which represent scientific knowl-
edge, mathematics, logical reasoning, and multidis-
ciplinary understanding, respectively. These bench-
marks allow for a comprehensive assessment of the
impact of different training strategies on the policy
model’s performance.

Results. Based on the results in Sec. A.3, we
confirm that D is more suitable for PPO training.
Therefore, we perform further refined PPO experi-
ments using the same 30K samples from D, evalu-
ating the resulting policy models in terms of their
accuracy on the test sets and the average number
of tokens in their responses.

Our experimental results demonstrate the out-
standing effectiveness of C2RM as a reward model

27232



Models Knowledge Math Reasoning Coding Overall
Closed-source Models
Claude-3-7-sonnet-20250219 63.64 71.43 59.18 85.71 66.29
GPT-40-2024-11-20 63.64 76.79 64.29 69.05 66.57
GPT-40-mini 59.09 69.09 58.16 61.90 60.74
Gemini-2.0-flash 61.04 69.64 59.18 73.17 63.32
Open-source Reward Models
InternL.M2-7B-Reward 56.49 61.22 71.43 50.00 59.43
InternL.M2-20B-Reward 62.34 69.39 66.07 50.00 63.43
Skywork-Reward-Llama-3.1-8B 58.44 76.79 63.27 52.38 62.00
URM-LLaMa-3.1-8B 62.34 76.79 67.35 50.00 64.57
C2RM 60.39 73.21 63.27 69.05 64.28
Ablation
Correctness-only RM 63.67 73.21 56.12 64.29 63.14
Confidence-only RM 59.09 73.21 54.08 61.90 60.29

Table 2: The overall performance on JudgeBench across closed-source models, open-source reward models, and our
reward model. Our model demonstrates strong overall performance, especially exhibiting remarkable generalization

to the unseen coding domain.

for reinforcement learning in STEM tasks. As
shown in Table 3, C2RM consistently outperforms
all baselines across multiple benchmarks, achiev-
ing an average accuracy of 53.10%, outperform
6.34% over the base model and achieve 6% to
8% higher than other open-source reward models.
Notably, C2RM achieves an impressive 73.40%
accuracy on FOLIO, outperforming the second-
best model (rule-based, 67.98%) by 5.42% and the
base model by 15.27%. These significant gains
underscore C2RM’s ability to guide policy models
through complex logical reasoning tasks.

Beyond raw accuracy, C2RM also promotes the
generation of more comprehensive and detailed
responses, as evidenced by consistently longer av-
erage token lengths across benchmarks. Under
C2RM’s guidance, the average response length
reaches 245.01 tokens-substantially exceeding both
the rule-based model (207.79) and Skywork-RM
(228.87). This indicates that C2RM not only re-
wards correctness but also encourages complete-
ness of reasoning, a critical factor in STEM prob-
lem solving where the reasoning process is as im-
portant as the final answer.

Notably, URM, which demonstrated excellent
performance on the JudgeBench in Tab. 2, exhib-
ited a significant reduction in response length, com-
pressing from an average of 195 tokens in the origi-
nal base model to 115 tokens. This optimization ac-

tually contradicts the goal of enhancing the model’s
reasoning capabilities, resulting in the lowest opti-
mized policy model performance among all base-
lines.

Detailed reward and response length curves, as
well as case studies comparing policy model re-
sponses before and after PPO training, can be found
in Appendix A.4.

4.5 Ablation Study

To evaluate the impact of incorporating confidence
as an additional dimension in the training data on
reward model performance, we design two alter-
native data construction schemes and conduct a
comparative experiment. Specifically, based on the
answer generation process described in Sec. 3.2,
we construct two types of training data from the five
generated responses per question: (1) Correctness-
only: a response is labeled as positive if its final an-
swer matches the ground-truth answer; otherwise,
it is labeled as negative, regardless of the model’s
confidence; (2) Confidence-only: a response is la-
beled as positive if its predicted confidence exceeds
a predefined threshold of 50%; otherwise, it is la-
beled as negative, regardless of answer correctness.

Under both construction strategies, we use 10k
seed questions, sampling one positive and one neg-
ative example per question, resulting in a total of
20k training samples. All training hyperparame-

27233



GPQA D. MATHS00 MMLU-Pro FOLIO Average

Reward Models

Acc Length Acc Length Acc Length Acc Length Acc Length

PPO Training
Base 3434 281.16 44.80 343.09 49.77 132.69 58.13 2341 46.76 195.09
URM-LLaMa-3.1-8B 35.86 117.76 3560 13091 47.16 121.09 61.58 9125 45.05 11525
Skywork-Reward-Llama-3.1-8B  30.30 268.29 43.40 274.18 48.88 182.28 67.49 191.73 47.52 228.87
internlm2-7b-reward 28.79 184.21 43.80 219.33 46.05 186.61 61.08 142.57 4493 183.18
Rule-based 28.79 219.41 48.80 289.74 54.19 184.07 67.98 137.94 49.94 207.79
C2RM 35.35 302.50 47.80 252.84 55.85 23455 73.40 190.13 53.10 245.01
Ablation

Correctness-only RM 29.80 195.86 51.00 228.87 52.52 13238 61.08 12540 48.60 170.63
Confidence-only RM 3232 17943 48.2 20620 53.07 128.00 57.64 9193 47.81 151.39

Table 3: The overall performance of policy models trained with different reward models across multiple benchmarks
including GPQA Diamond, MATH500, MMLU-Pro, and FOLIO. C2RM demonstrates the strongest overall
performance with an average score of 53.10%, particularly excelling in MMLU-Pro and FOLIO benchmarks.

ters are kept consistent with those used in the main
experiments.

We evaluate the two trained models using Best-
of-N (BoN), JudgeBench, and PPO RL. The cor-
responding results are reported in the ablation sec-
tions of Tables 1, 2, and 3.

In BoN experiment, the overall performance of
the Confidence-only RM achieves a surprisingly
strong average accuracy of 48.35%, achieving com-
parable performance to GPT-40-2024-11-20 and
Gemini-2.0-flash. This result underscores the criti-
cal role of confidence information in reward model-
ing: even when correctness is ignored, leveraging
confidence alone can lead to competitive perfor-
mance.

This may be attributed to the fact that the train-
ing data synthesis for this paper originated from
these models. The Confidence-only RM has already
learned to recognize certain linguistic patterns re-
lated to uncertainty from these models and uses
these patterns to evaluate quality. In the BoN test,
this approach might be more effective than relying
on the objective correctness of answers.

In JudgeBench and RL experiments, both abla-
tion models perform worse than C2RM, highlight-
ing their limited generalization capability in more
complex evaluation settings. Particularly in the
response length test during RL, we observed that
both variants led to a decrease in response length.

One of the primary reasons for C2RM’s supe-
rior performance, as mentioned in the introduction

section, is its ability to penalize correct responses
generated through low-confidence reasoning pro-
cesses, thereby enhancing the quality of cognitive
deliberation. Another possible explanation, as men-
tioned in the introduction, is that low confidence
penalties introduce greater reward variance, with
both mean and variance being crucial elements for
optimization algorithms.

In summary, relying solely on either correctness
or confidence leads to suboptimal model perfor-
mance. Combining both dimensions in data con-
struction is essential for achieving the best results,
thereby strongly validating the effectiveness of our
proposed method.

5 Conclusion

In this work, we present a correctness and confi-
dence reward modeling approach (C2RM) to en-
hance the reasoning capabilities of small-scale lan-
guage models in STEM domains. By explicitly pe-
nalizing low-confidence responses—even when the
final answer is correct, our method addresses the
limitations of rule-based RL, which often rewards
accidental or speculative correct answers. We re-
lease full implementation details and demonstrate
that our reward model effectively guides LLM to-
ward more reliable and interpretable reasoning be-
havior, without relying on huge-scale foundation
models. Our results highlight a scalable and ac-
cessible path for knowledge-intensive post-training
under resource constraints.
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6 Limitations

Our model currently does not support multimodal
data. We plan to expand this capability by collect-
ing multimodal data in the future. We have only
trained a 7B model, without providing smaller or
larger variants, because the 7B size aligns with
mainstream reward model. We selected only five
open-source datasets as our training data sources.
While we believe that expanding data sources
and enhancing data diversity would improve our
model’s capabilities, we opted for only five data
sources to demonstrate the effectiveness of our
approach. Regarding data volume, we selected
only 10K positive-negative pairs for RM train-
ing, whereas other baselines, such as URM and
Skywork-RM, typically utilize approximately 80K
data.

References

Ayush Agrawal, Mirac Suzgun, Lester Mackey, and
Adam Tauman Kalai. 2023. Do language models
know when they’re hallucinating references? arXiv
preprint arXiv:2305.18248.

Amos Azaria and Tom Mitchell. 2023. The internal
state of an 1lm knows when it’s lying. arXiv preprint
arXiv:2304.13734.

Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda
Askell, Anna Chen, Nova DasSarma, Dawn Drain,
Stanislav Fort, Deep Ganguli, Tom Henighan, et al.
2022. Training a helpful and harmless assistant with
reinforcement learning from human feedback. arXiv
preprint arXiv:2204.05862.

Mohammad Beigi, Sijia Wang, Ying Shen, Zihao Lin,
Adithya Kulkarni, Jianfeng He, Feng Chen, Ming Jin,
Jin-Hee Cho, Dawei Zhou, et al. 2024. Rethinking
the uncertainty: A critical review and analysis in
the era of large language models. arXiv preprint
arXiv:2410.20199.

Collin Burns, Haotian Ye, Dan Klein, and Jacob Stein-
hardt. 2022. Discovering latent knowledge in lan-
guage models without supervision. arXiv preprint
arXiv:2212.03827.

Zheng Cai, Maosong Cao, Haojiong Chen, Kai Chen,
Keyu Chen, Xin Chen, Xun Chen, Zehui Chen,
Zhi Chen, Pei Chu, Xiaoyi Dong, Haodong Duan,
Qi Fan, Zhaoye Fei, Yang Gao, Jiaye Ge, Chenya
Gu, Yuzhe Gu, Tao Gui, Aijia Guo, Qipeng Guo,
Conghui He, Yingfan Hu, Ting Huang, Tao Jiang,
Penglong Jiao, Zhenjiang Jin, Zhikai Lei, Jiaxing Li,
Jingwen Li, Linyang Li, Shuaibin Li, Wei Li, Yin-
ing Li, Hongwei Liu, Jiangning Liu, Jiawei Hong,
Kaiwen Liu, Kuikun Liu, Xiaoran Liu, Chengqi Lv,
Haijun Lv, Kai Lv, Li Ma, Runyuan Ma, Zerun Ma,

Wenchang Ning, Linke Ouyang, Jiantao Qiu, Yuan
Qu, Fukai Shang, Yunfan Shao, Demin Song, Zi-
fan Song, Zhihao Sui, Peng Sun, Yu Sun, Huanze
Tang, Bin Wang, Guoteng Wang, Jiaqi Wang, Ji-
ayu Wang, Rui Wang, Yudong Wang, Ziyi Wang,
Xingjian Wei, Qizhen Weng, Fan Wu, Yingtong
Xiong, Chao Xu, Ruiliang Xu, Hang Yan, Yirong
Yan, Xiaogui Yang, Haochen Ye, Huaiyuan Ying, Jia
Yu, Jing Yu, Yuhang Zang, Chuyu Zhang, Li Zhang,
Pan Zhang, Peng Zhang, Ruijie Zhang, Shuo Zhang,
Songyang Zhang, Wenjian Zhang, Wenwei Zhang,
Xingcheng Zhang, Xinyue Zhang, Hui Zhao, Qian
Zhao, Xiaomeng Zhao, Fengzhe Zhou, Zaida Zhou,
Jingming Zhuo, Yicheng Zou, Xipeng Qiu, Yu Qiao,
and Dahua Lin. 2024. Internlm2 technical report.
Preprint, arXiv:2403.17297.

Paul F Christiano, Jan Leike, Tom Brown, Miljan Mar-
tic, Shane Legg, and Dario Amodei. 2017. Deep
reinforcement learning from human preferences. Ad-
vances in neural information processing systems, 30.

Mengru Ding, Hanmeng Liu, Zhizhang Fu, Jian Song,
Wenbo Xie, and Yue Zhang. 2024. Break the chain:
Large language models can be shortcut reasoners.
arXiv preprint arXiv:2406.06580.

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri,
Abhinav Pandey, Abhishek Kadian, Ahmad Al-
Dahle, Aiesha Letman, Akhil Mathur, Alan Schel-
ten, Alex Vaughan, Amy Yang, Angela Fan, Anirudh
Goyal, Anthony Hartshorn, Aobo Yang, Archi Mi-
tra, Archie Sravankumar, Artem Korenev, Arthur
Hinsvark, Arun Rao, Aston Zhang, Aurelien Ro-
driguez, Austen Gregerson, Ava Spataru, Baptiste
Roziere, Bethany Biron, Binh Tang, Bobbie Chern,
Charlotte Caucheteux, Chaya Nayak, Chloe Bi,
Chris Marra, Chris McConnell, Christian Keller,
Christophe Touret, Chunyang Wu, Corinne Wong,
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien Al-
lonsius, Daniel Song, Danielle Pintz, Danny Livshits,
Danny Wyatt, David Esiobu, Dhruv Choudhary,
Dhruv Mahajan, Diego Garcia-Olano, Diego Perino,
Dieuwke Hupkes, Egor Lakomkin, Ehab AlBadawy,
Elina Lobanova, Emily Dinan, Eric Michael Smith,
Filip Radenovic, Francisco Guzman, Frank Zhang,
Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis An-
derson, Govind Thattai, Graeme Nail, Gregoire Mi-
alon, Guan Pang, Guillem Cucurell, Hailey Nguyen,
Hannah Korevaar, Hu Xu, Hugo Touvron, Iliyan
Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Is-
han Misra, Ivan Evtimov, Jack Zhang, Jade Copet,
Jaewon Lee, Jan Geffert, Jana Vranes, Jason Park,
Jay Mahadeokar, Jeet Shah, Jelmer van der Linde,
Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy Fu,
Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie Wang,
Jiecao Yu, Joanna Bitton, Joe Spisak, Jongsoo Park,
Joseph Rocca, Joshua Johnstun, Joshua Saxe, Jun-
teng Jia, Kalyan Vasuden Alwala, Karthik Prasad,
Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth
Heafield, Kevin Stone, Khalid El-Arini, Krithika Iyer,
Kshitiz Malik, Kuenley Chiu, Kunal Bhalla, Kushal
Lakhotia, Lauren Rantala-Yeary, Laurens van der
Maaten, Lawrence Chen, Liang Tan, Liz Jenkins,

27235


https://arxiv.org/abs/2403.17297

Louis Martin, Lovish Madaan, Lubo Malo, Lukas
Blecher, Lukas Landzaat, Luke de Oliveira, Madeline
Muzzi, Mahesh Pasupuleti, Mannat Singh, Manohar
Paluri, Marcin Kardas, Maria Tsimpoukelli, Mathew
Oldham, Mathieu Rita, Maya Pavlova, Melanie Kam-
badur, Mike Lewis, Min Si, Mitesh Kumar Singh,
Mona Hassan, Naman Goyal, Narjes Torabi, Niko-
lay Bashlykov, Nikolay Bogoychev, Niladri Chatterji,
Ning Zhang, Olivier Duchenne, Onur Celebi, Patrick
Alrassy, Pengchuan Zhang, Pengwei Li, Petar Va-
sic, Peter Weng, Prajjwal Bhargava, Pratik Dubal,
Praveen Krishnan, Punit Singh Koura, Puxin Xu,
Qing He, Qingxiao Dong, Ragavan Srinivasan, Raj
Ganapathy, Ramon Calderer, Ricardo Silveira Cabral,
Robert Stojnic, Roberta Raileanu, Rohan Maheswari,
Rohit Girdhar, Rohit Patel, Romain Sauvestre, Ron-
nie Polidoro, Roshan Sumbaly, Ross Taylor, Ruan
Silva, Rui Hou, Rui Wang, Saghar Hosseini, Sa-
hana Chennabasappa, Sanjay Singh, Sean Bell, Seo-
hyun Sonia Kim, Sergey Edunov, Shaoliang Nie, Sha-
ran Narang, Sharath Raparthy, Sheng Shen, Shengye
Wan, Shruti Bhosale, Shun Zhang, Simon Van-
denhende, Soumya Batra, Spencer Whitman, Sten
Sootla, Stephane Collot, Suchin Gururangan, Syd-
ney Borodinsky, Tamar Herman, Tara Fowler, Tarek
Sheasha, Thomas Georgiou, Thomas Scialom, Tobias
Speckbacher, Todor Mihaylov, Tong Xiao, Ujjwal
Karn, Vedanuj Goswami, Vibhor Gupta, Vignesh
Ramanathan, Viktor Kerkez, Vincent Gonguet, Vir-
ginie Do, Vish Vogeti, Vitor Albiero, Vladan Petro-
vic, Weiwei Chu, Wenhan Xiong, Wenyin Fu, Whit-
ney Meers, Xavier Martinet, Xiaodong Wang, Xi-
aofang Wang, Xiaoqing Ellen Tan, Xide Xia, Xin-
feng Xie, Xuchao Jia, Xuewei Wang, Yaelle Gold-
schlag, Yashesh Gaur, Yasmine Babaei, Yi Wen,
Yiwen Song, Yuchen Zhang, Yue Li, Yuning Mao,
Zacharie Delpierre Coudert, Zheng Yan, Zhengxing
Chen, Zoe Papakipos, Aaditya Singh, Aayushi Sri-
vastava, Abha Jain, Adam Kelsey, Adam Shajnfeld,
Adithya Gangidi, Adolfo Victoria, Ahuva Goldstand,
Ajay Menon, Ajay Sharma, Alex Boesenberg, Alexei
Baevski, Allie Feinstein, Amanda Kallet, Amit San-
gani, Amos Teo, Anam Yunus, Andrei Lupu, An-
dres Alvarado, Andrew Caples, Andrew Gu, Andrew
Ho, Andrew Poulton, Andrew Ryan, Ankit Ramchan-
dani, Annie Dong, Annie Franco, Anuj Goyal, Apara-
jita Saraf, Arkabandhu Chowdhury, Ashley Gabriel,
Ashwin Bharambe, Assaf Eisenman, Azadeh Yaz-
dan, Beau James, Ben Maurer, Benjamin Leonhardi,
Bernie Huang, Beth Loyd, Beto De Paola, Bhargavi
Paranjape, Bing Liu, Bo Wu, Boyu Ni, Braden Han-
cock, Bram Wasti, Brandon Spence, Brani Stojkovic,
Brian Gamido, Britt Montalvo, Carl Parker, Carly
Burton, Catalina Mejia, Ce Liu, Changhan Wang,
Changkyu Kim, Chao Zhou, Chester Hu, Ching-
Hsiang Chu, Chris Cai, Chris Tindal, Christoph Fe-
ichtenhofer, Cynthia Gao, Damon Civin, Dana Beaty,
Daniel Kreymer, Daniel Li, David Adkins, David
Xu, Davide Testuggine, Delia David, Devi Parikh,
Diana Liskovich, Didem Foss, Dingkang Wang, Duc
Le, Dustin Holland, Edward Dowling, Eissa Jamil,
Elaine Montgomery, Eleonora Presani, Emily Hahn,
Emily Wood, Eric-Tuan Le, Erik Brinkman, Este-
ban Arcaute, Evan Dunbar, Evan Smothers, Fei Sun,

27236

Felix Kreuk, Feng Tian, Filippos Kokkinos, Firat
Ozgenel, Francesco Caggioni, Frank Kanayet, Frank
Seide, Gabriela Medina Florez, Gabriella Schwarz,
Gada Badeer, Georgia Swee, Gil Halpern, Grant
Herman, Grigory Sizov, Guangyi, Zhang, Guna
Lakshminarayanan, Hakan Inan, Hamid Shojanaz-
eri, Han Zou, Hannah Wang, Hanwen Zha, Haroun
Habeeb, Harrison Rudolph, Helen Suk, Henry As-
pegren, Hunter Goldman, Hongyuan Zhan, Ibrahim
Damlaj, Igor Molybog, Igor Tufanov, Ilias Leontiadis,
Irina-Elena Veliche, Itai Gat, Jake Weissman, James
Geboski, James Kohli, Janice Lam, Japhet Asher,
Jean-Baptiste Gaya, Jeff Marcus, Jeff Tang, Jen-
nifer Chan, Jenny Zhen, Jeremy Reizenstein, Jeremy
Teboul, Jessica Zhong, Jian Jin, Jingyi Yang, Joe
Cummings, Jon Carvill, Jon Shepard, Jonathan Mc-
Phie, Jonathan Torres, Josh Ginsburg, Junjie Wang,
Kai Wu, Kam Hou U, Karan Saxena, Kartikay Khan-
delwal, Katayoun Zand, Kathy Matosich, Kaushik
Veeraraghavan, Kelly Michelena, Keqian Li, Ki-
ran Jagadeesh, Kun Huang, Kunal Chawla, Kyle
Huang, Lailin Chen, Lakshya Garg, Lavender A,
Leandro Silva, Lee Bell, Lei Zhang, Liangpeng
Guo, Licheng Yu, Liron Moshkovich, Luca Wehrst-
edt, Madian Khabsa, Manav Avalani, Manish Bhatt,
Martynas Mankus, Matan Hasson, Matthew Lennie,
Matthias Reso, Maxim Groshev, Maxim Naumov,
Maya Lathi, Meghan Keneally, Miao Liu, Michael L.
Seltzer, Michal Valko, Michelle Restrepo, Mihir Pa-
tel, Mik Vyatskov, Mikayel Samvelyan, Mike Clark,
Mike Macey, Mike Wang, Miquel Jubert Hermoso,
Mo Metanat, Mohammad Rastegari, Munish Bansal,
Nandhini Santhanam, Natascha Parks, Natasha
White, Navyata Bawa, Nayan Singhal, Nick Egebo,
Nicolas Usunier, Nikhil Mehta, Nikolay Pavlovich
Laptev, Ning Dong, Norman Cheng, Oleg Chernoguz,
Olivia Hart, Omkar Salpekar, Ozlem Kalinli, Parkin
Kent, Parth Parekh, Paul Saab, Pavan Balaji, Pe-
dro Rittner, Philip Bontrager, Pierre Roux, Piotr
Dollar, Polina Zvyagina, Prashant Ratanchandani,
Pritish Yuvraj, Qian Liang, Rachad Alao, Rachel
Rodriguez, Rafi Ayub, Raghotham Murthy, Raghu
Nayani, Rahul Mitra, Rangaprabhu Parthasarathy,
Raymond Li, Rebekkah Hogan, Robin Battey, Rocky
Wang, Russ Howes, Ruty Rinott, Sachin Mehta,
Sachin Siby, Sai Jayesh Bondu, Samyak Datta, Sara
Chugh, Sara Hunt, Sargun Dhillon, Sasha Sidorov,
Satadru Pan, Saurabh Mahajan, Saurabh Verma,
Seiji Yamamoto, Sharadh Ramaswamy, Shaun Lind-
say, Shaun Lindsay, Sheng Feng, Shenghao Lin,
Shengxin Cindy Zha, Shishir Patil, Shiva Shankar,
Shugiang Zhang, Shuqiang Zhang, Sinong Wang,
Sneha Agarwal, Soji Sajuyigbe, Soumith Chintala,
Stephanie Max, Stephen Chen, Steve Kehoe, Steve
Satterfield, Sudarshan Govindaprasad, Sumit Gupta,
Summer Deng, Sungmin Cho, Sunny Virk, Suraj
Subramanian, Sy Choudhury, Sydney Goldman, Tal
Remez, Tamar Glaser, Tamara Best, Thilo Koehler,
Thomas Robinson, Tianhe Li, Tianjun Zhang, Tim
Matthews, Timothy Chou, Tzook Shaked, Varun
Vontimitta, Victoria Ajayi, Victoria Montanez, Vijai
Mohan, Vinay Satish Kumar, Vishal Mangla, Vlad
Tonescu, Vlad Poenaru, Vlad Tiberiu Mihailescu,
Vladimir Ivanov, Wei Li, Wenchen Wang, Wen-



wen Jiang, Wes Bouaziz, Will Constable, Xiaocheng
Tang, Xiaojian Wu, Xiaolan Wang, Xilun Wu, Xinbo
Gao, Yaniv Kleinman, Yanjun Chen, Ye Hu, Ye Jia,
Ye Qi, Yenda Li, Yilin Zhang, Ying Zhang, Yossi Adi,
Youngjin Nam, Yu, Wang, Yu Zhao, Yuchen Hao,
Yundi Qian, Yunlu Li, Yuzi He, Zach Rait, Zachary
DeVito, Zef Rosnbrick, Zhaoduo Wen, Zhenyu Yang,
Zhiwei Zhao, and Zhiyu Ma. 2024. The llama 3 herd
of models. Preprint, arXiv:2407.21783.

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song,
Ruoyu Zhang, Runxin Xu, Qihao Zhu, Shirong Ma,
Peiyi Wang, Xiao Bi, et al. 2025a. Deepseek-rl: In-
centivizing reasoning capability in llms via reinforce-
ment learning. arXiv preprint arXiv:2501.12948.

Dong Guo, Faming Wu, Feida Zhu, Fuxing Leng,
Guang Shi, Haobin Chen, Haoqi Fan, Jian Wang,
Jianyu Jiang, Jiawei Wang, et al. 2025b. Seed1. 5-vl
technical report. arXiv preprint arXiv:2505.07062.

Simeng Han, Hailey Schoelkopf, Yilun Zhao, Zhent-
ing Qi, Martin Riddell, Wenfei Zhou, James Coady,
David Peng, Yujie Qiao, Luke Benson, et al. 2022.
Folio: Natural language reasoning with first-order
logic. arXiv preprint arXiv:2209.00840.

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul
Arora, Steven Basart, Eric Tang, Dawn Song, and
Jacob Steinhardt. 2021. Measuring mathematical
problem solving with the math dataset. Preprint,
arXiv:2103.03874.

Aaron Jaech, Adam Kalai, Adam Lerer, Adam Richard-
son, Ahmed El-Kishky, Aiden Low, Alec Helyar,
Aleksander Madry, Alex Beutel, Alex Carney, et al.
2024. Openai ol system card. arXiv preprint
arXiv:2412.16720.

Ziwei Ji, Tiezheng Yu, Yan Xu, Nayeon Lee, Etsuko
Ishii, and Pascale Fung. 2023. Towards mitigating
IIm hallucination via self reflection. In Findings
of the Association for Computational Linguistics:
EMNLP 2023, pages 1827-1843.

Albert Q. Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris
Bamford, Devendra Singh Chaplot, Diego de las
Casas, Emma Bou Hanna, Florian Bressand, Gi-
anna Lengyel, Guillaume Bour, Guillaume Lam-
ple, Lélio Renard Lavaud, Lucile Saulnier, Marie-
Anne Lachaux, Pierre Stock, Sandeep Subramanian,
Sophia Yang, Szymon Antoniak, Teven Le Scao,
Théophile Gervet, Thibaut Lavril, Thomas Wang,
Timothée Lacroix, and William EI Sayed. 2024. Mix-
tral of experts. Preprint, arXiv:2401.04088.

Saurav Kadavath, Tom Conerly, Amanda Askell, Tom
Henighan, Dawn Drain, Ethan Perez, Nicholas
Schiefer, Zac Hatfield-Dodds, Nova DasSarma, Eli
Tran-Johnson, et al. 2022. Language models
(mostly) know what they know. arXiv preprint
arXiv:2207.05221.

Jean Kaddour, Joshua Harris, Maximilian Mozes, Her-
bie Bradley, Roberta Raileanu, and Robert McHardy.

2023. Challenges and applications of large language
models. arXiv preprint arXiv:2307.10169.

Lorenz Kuhn, Yarin Gal, and Sebastian Farquhar. 2023.
Semantic uncertainty: Linguistic invariances for un-
certainty estimation in natural language generation.
arXiv preprint arXiv:2302.09664.

Kenneth Li, Oam Patel, Fernanda Viégas, Hanspeter
Pfister, and Martin Wattenberg. 2024. Inference-
time intervention: Eliciting truthful answers from
a language model. Advances in Neural Information
Processing Systems, 36.

Stephanie Lin, Jacob Hilton, and Owain Evans. 2022.
Teaching models to express their uncertainty in
words. arXiv preprint arXiv:2205.14334.

Chris Yuhao Liu, Liang Zeng, Jiacai Liu, Rui Yan, Ju-
jie He, Chaojie Wang, Shuicheng Yan, Yang Liu,
and Yahui Zhou. 2024. Skywork-reward: Bag of
tricks for reward modeling in llms. arXiv preprint
arXiv:2410.18451.

Xingzhou Lou, Dong Yan, Wei Shen, Yuzi Yan, Jian Xie,
and Junge Zhang. 2024. Uncertainty-aware reward
model: Teaching reward models to know what is
unknown. arXiv preprint arXiv:2410.00847.

Potsawee Manakul, Adian Liusie, and Mark JF Gales.
2023. Selfcheckgpt: Zero-resource black-box hal-
lucination detection for generative large language
models. arXiv preprint arXiv:2303.08896.

Sabrina J Mielke, Arthur Szlam, Emily Dinan, and Y-
Lan Boureau. 2022. Reducing conversational agents’
overconfidence through linguistic calibration. Trans-

actions of the Association for Computational Linguis-
tics, 10:857-872.

Noam Razin, Zixuan Wang, Hubert Strauss, Stanley
Wei, Jason D Lee, and Sanjeev Arora. 2025. What
makes a reward model a good teacher? an optimiza-
tion perspective. arXiv preprint arXiv:2503.15477.

David Rein, Betty Li Hou, Asa Cooper Stickland,
Jackson Petty, Richard Yuanzhe Pang, Julien Di-
rani, Julian Michael, and Samuel R. Bowman. 2023.
Gpqga: A graduate-level google-proof qa benchmark.
Preprint, arXiv:2311.12022.

Zexu Sun, Yiju Guo, Yankai Lin, Xu Chen, Qi Qi, Xing
Tang, Ji-Rong Wen, et al. 2025. Uncertainty and in-
fluence aware reward model refinement for reinforce-
ment learning from human feedback. In The Thir-
teenth International Conference on Learning Repre-
sentations.

Sijun Tan, Siyuan Zhuang, Kyle Montgomery,
Willian Yuan Tang, Alejandro Cuadron, Chenguang
Wang, Raluca Ada Popa, and Ion Stoica. 2024.
Judgebench: A benchmark for evaluating llm-based
judges.

Qwen Team. 2024. Qwen2.5: A party of foundation
models.

27237


https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2407.21783
https://arxiv.org/abs/2103.03874
https://arxiv.org/abs/2103.03874
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2401.04088
https://arxiv.org/abs/2311.12022
https://arxiv.org/abs/2410.12784
https://arxiv.org/abs/2410.12784
https://qwenlm.github.io/blog/qwen2.5/
https://qwenlm.github.io/blog/qwen2.5/

Binghai Wang, Rui Zheng, Lu Chen, Yan Liu, Shihan
Dou, Caishuang Huang, Wei Shen, Senjie Jin, Enyu
Zhou, Chenyu Shi, et al. 2024a. Secrets of rlhf in
large language models part ii: Reward modeling.
arXiv preprint arXiv:2401.06080.

Haoxiang Wang, Wei Xiong, Tengyang Xie, Han Zhao,
and Tong Zhang. 2024b. Interpretable preferences
via multi-objective reward modeling and mixture-of-
experts. arXiv preprint arXiv:2406.12845.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,
et al. 2022. Chain-of-thought prompting elicits rea-
soning in large language models. Advances in neural
information processing systems, 35:24824-24837.

Gwenyth Portillo Wightman, Alexandra Delucia, and
Mark Dredze. 2023. Strength in numbers: Es-
timating confidence of large language models by
prompt agreement. In Proceedings of the 3rd Work-
shop on Trustworthy Natural Language Processing
(TrustNLP 2023), pages 326-362.

Miao Xiong, Zhiyuan Hu, Xinyang Lu, Yifei Li, Jie
Fu, Junxian He, and Bryan Hooi. 2023. Can llms
express their uncertainty? an empirical evaluation
of confidence elicitation in llms. arXiv preprint
arXiv:2306.13063.

An Yang, Anfeng Li, Baosong Yang, Beichen Zhang,
Binyuan Hui, Bo Zheng, Bowen Yu, Chang Gao,
Chengen Huang, Chenxu Ly, et al. 2025. Qwen3
technical report. arXiv preprint arXiv:2505.09388.

27238



A Appendix

A.1 Details of C2ZRM Training Data &
Settings

A.1.1 Model Answer Generation

In Sec. 3.2, we describe how we generate responses
based on the filtered dataset. Specifically, to ob-
tain model outputs with Chain-of-Thought (CoT)
reasoning and to facilitate the extraction of final an-
swers, we use the prompt shown in Tab.4 to guide
the model’s generation. It is important to note that
the CoT process plays a crucial role in our data col-
lection. We expect the reward model to capture the
differences in CoT between positive and negative
samples, thereby improving its ability to identify
correct and confident responses.

Read the question, analyze step by step and
provide your answer. Use the following for-
mat to answer:“‘Explanation: [insert step-
by-step analysis here]: [ONLY the final an-
swer; not a complete sentence]*“‘make sure
to analyze step by step before giving the an-
swer.give me the reply according to this for-
mat, don’t give me any other words.

Table 4: The prompt used for model answer generation.

A.1.2 Details of Reward Model Training

We train the reward model using supervised fine-
tuning. The goal is to enable the model to identify
high-quality responses that are both correct and
certain, and assign them higher scores.

Each training example is formatted using
an instruction-tuning style, consisting of an
instruction, an input, and an output ("Yes"”
or "No"). Specifically, responses labeled as both
correct and certain are assigned "Yes", while all
other types are labeled as "No".

After training, we evaluate the reward model’s
ability to score model responses using the pre-
dicted probability of the token "Yes". Under a
constrained decoding setup where the output vo-
cabulary is limited to Vyjowea = {"Yes","No"},
the reward score is defined as the probability of
generating "Yes" given the input:

R(z) = Py(y = "Yes" | z)

where z denotes the input (including the question
and the model’s answer), and Py represents the

<Instruction> Given the following Ques-
tion and the corresponding Answer pro-
vided by a model, assess the probability
that the answer is correct. Please provide
only a single number between 0 and 1
(not inclusive) representing the probabil-
ity, where 0 means completely incorrect
and 1 means completely correct. Your an-
swer should be formatted as: “‘json "prob-
ability": 0.5 “* reason and analysis: <your
analysis> </Instruction>

<Question and the answer need to be
scored>:

Question: {question}’s Response:{model
response }

Table 5: The prompt used for testing closed-source
models in the BoN task.

model’s output distribution. Let the target sequence
for "Yes" consist of tokens {t1,t2,...,t,}. We
compute the log probability of the sequence as:

log Py(y = "Yes") = Zlog Py(ti | x,t<;)
i=1

Then, the final reward score is given by:

R(x) = exp (Z log Py(t; | x7t<i)>

i=1

This scalar score serves as a quantitative indicator
of the model’s confidence in the response and can
be directly used in preference modeling or RLHF
pipelines.

A.2 Closed source model BoN testing method

To evaluate the best-of-n (BoN) capability of
closed-source models, we adopt the prompt shown
in Tab. 5, which is designed to assign pointwise
scores to the responses of each question. Among
the five candidate answers, the one with the high-
est score is selected, and its correctness is used to
compute the final accuracy.

A.3 RL Training dataset selection

Before initiating formal PPO training, it is crucial
to determine which type of data is most effective
for optimizing the policy model. Based on the data
selection process detailed in Sec. 3.1, we construct
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"instruction”:
provided by a model,
about its answer.

If the model is uncertain about

"Given the following Question and the corresponding Answer
you are required to assess whether the model
If the model is certain about its answer,
its answer,
"Question:\n[question]\n\nModel's Answer:\n[answer]",

is certain
output 'Yes'.

output 'No'.",

Figure 3: Prompt for closed-source model test in BoN.

"input":
"output”: "Yes/No"
60.0%
PPO on dataset Q
PPO on dataset D 50.81% 53.10%
50.0% 47.52% 46.85%
45.05% 44.93%
40.92%
__40.0%
B 34.18%
9
@ 30.0%
c
=1
)
<
20.0%
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URM Skywork InternLM2 Ours

Figure 4: Average accuracy on GPQA-Diamond,
MATHS500, FOLIO, and MMLU-Pro after PPO training
using 30k samples from Q and D, with different reward
models respectively.

two datasets, Q and D, each reflecting different
selection criteria. We then evaluate the impact of
these datasets on PPO using distinct reward models.

Specifically, we sample 30k seed questions from
each of Q and D as the PPO training sets, train
the policy models for 3 epochs, and evaluate the
resulting models on the aforementioned test sets.

Results. As shown in Fig. 4, PPO training on
dataset D outperforms that on Q. This result high-
lights the advantage of our two-step selection strat-
egy: while Q ensures moderate difficulty, D further
offers more informative and discriminative training
signals. Consequently, D serves as a better training
set for policy model optimization.

A.4 RL Training Curves
A.4.1 Reward Curves

Analyzing the reward curves from different models
during PPO training reveals a general upward trend
across all models, indicating effective policy opti-
mization. Notably, our C2RM model demonstrates
particularly impressive performance characteristics
compared to other reward models. When exam-
ining its trajectory, we observe a rapid initial in-
crease followed by sustained improvement through-
out the training process, eventually stabilizing at

a high reward level. It’s important to recognize
that the absolute reward values between different
reward models cannot be directly compared due to
their varying normalization approaches and scor-
ing ranges. While some reward models operate
on unbounded scales, our C2RM model specifi-
cally constrains rewards between O and 1, which
makes its performance trajectory appear less dra-
matic when viewed alongside other models with
wider output ranges. Despite this normalization dif-
ference, C2RM’s consistent upward trend and even-
tual stabilization above 0.8 in its normalized range
represents exceptional performance, especially con-
sidering that approaching the upper bound of 1.0
in our tightly constrained reward space indicates
near-optimal alignment with desired response char-
acteristics. This robust improvement pattern sug-
gests that C2RM provides a stable and effective
reward signal for guiding language model align-
ment throughout the training process.

A.4.2 Response Length Curves

The average response length metrics during PPO
The average response length metrics during PPO
training provide compelling evidence of our C2RM
reward model’s exceptional performance compared
to alternative approaches. When examining the evo-
lution of response length across different reward
models, C2RM stands out remarkably by main-
taining and even increasing the response length
throughout the training process, stabilizing at ap-
proximately 250 tokens. This represents a signif-
icant achievement in reinforcement learning for
language models, where response length preserva-
tion is notoriously challenging.

In stark contrast, other prominent reward mod-
els exhibit concerning degradation patterns: URM-
LLaMa-3.1-8B shows dramatic length collapse,
plummeting from over 200 tokens to merely 100
tokens by training completion—a catastrophic 50%
reduction that severely compromises the model’s
ability to provide comprehensive reasoning. Sim-
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Figure 5: Reward curve of the reward model during PPO training.

ilarly, Internlm2-7B-Reward experiences substan-
tial degradation, dropping below 160 tokens be-
fore slightly recovering, while Skywork-Reward-
LLaMa-3.1-8B initially collapses from 230 tokens
to 170 tokens before its partial recovery. This com-
parison highlights C2RM’s unique capability to
incentivize detailed, thorough responses without
the length collapse phenomenon that plagues com-
peting approaches.

Response length serves as a crucial proxy for
reasoning quality, as shorter responses typically
lack the step-by-step reasoning and nuanced ex-
planations necessary for complex problem-solving.
Our C2RM model’s ability to maintain robust re-
sponse lengths indicates its sophisticated alignment
with desirable response characteristics, making it
particularly well-suited for applications requiring
detailed reasoning processes or complex expla-
nations. This distinctive performance advantage
demonstrates that C2RM provides a more balanced
and holistic reward signal that successfully encour-
ages both high-quality content and appropriate re-
sponse thoroughness.

A.4.3 Case Presentation

To demonstrate the effectiveness of using C2RM
as the reward model for PPO training on Qwen2.5-
7B-Instruct, we present one case each from the
domains of science, mathematics, and logic in
Fig. 6,Fig. 7 and Fig. 8. As shown, the original
model produces incorrect answers with short and

incomplete reasoning. After PPO training, how-
ever, the model generates correct answers along
with more complete reasoning paths.
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/* Astronomy problem */

Astronomers are observing a planet with a radius of 1 Earth radius in a circular orbit, with a transit impact parameter of 0.2,
around a star that has a radius 1.5 times that of the Sun. This planet has an orbital period of 3 days. What is the maximum
orbital period of a second planet, with a radius of 2.5 times that of Earth, in the same system that will exhibit both transit and
occultation events? Assume that the second planet also has a circular orbit and shares the same orbital plane as the previously
mentioned transiting planet.

Options: A. ~ 12.5 days B. ~ 33.5 days C. ~ 7.5 days D. ~ 37.5 days

Correct Answer: B

I* Model output before training */

Explanation: 1. The transit impact parameter (b) is 0.2, which means the second planet can transit the star. 2. The
orbital period of the first planet is 3 days. Using Kepler’s third law, 7% o R>, where T is the orbital period and R is
the semi-major axis of the orbit. 3. The radius of the second planet is 2.5 times that of Earth, but this does not affect
the orbital period calculation for the second planet. 4. To find the maximum orbital period of the second planet that will
exhibit both transit and occultation, we use the relationship T2 /T 2 = RS / R3. GivenT) =3 days, R2 = 2.5R1, and R;
is the radius of the first planet’s orbit. 5. Plugging in the values, we get T22/32 = (2.5)3/13. 6. Solving for T5, we get
To = 3 x (2.5)%/% ~ 3 x 3.95 ~ 11.85 days, which is closest to 12.5 days.

Answer: A

/* Model output after training */

To determine the maximum orbital period of the second planet that will exhibit both transit and occultation
events, we need to consider the geometry and dynamics of the system. The transit impact parameter (b) is given as 0.2, which
means the orbit of the first planet is slightly inclined relative to the line of sight. For the second planet to exhibit both transit
and occultation, its orbit must be in a specific configuration relative to the first planet’s orbit. The key factor is the orbital
period ratio, which is related to the semi-major axes of the orbits. Given the first planet’s orbital period of 3 days, we can use
Kepler’s third law to find the relationship between the periods of the two planets. However, the exact calculation involves
complex orbital mechanics and the specific geometry of the system. Given the options, the most plausible answer based on
the provided information and the need for both transit and occultation is closest to 33.5 days. This value balances the need for
the second planet to have a significant enough period to allow for both events while fitting within the provided options.
Answer:

Table 6: Comparison of policy model before and after PPO training on a scientific reasoning problem.

/* Mathematical problem */
Jim and Martha are standing together at the corner of a rectangular field. Jim walks diagonally across the field. Martha gets to
the same location by walking along its length and width. The field is 300 feet wide and 400 feet long. How many feet less
than Martha does Jim walk?

/* Standard solution */
The diagonal of the field is v/3002 + 4002 = 500 feet long so Jim walks 500 feet. Two adjacent sides of the field are
300 + 400 = 700 feet long so Martha walks 700 feet. Jim walks 700 — 500 = feet less than Martha.

/* Model output before training */

Explanation: 1. Calculate the diagonal distance Jim walks using the Pythagorean theorem: /3002 + 4002. 2. Calculate the
total distance Martha walks, which is the sum of the length and width: 300 4 400. 3. Subtract the distance Jim walks from
the distance Martha walks to find the difference.

Answer:

/* Model output after training */

Let’s first calculate the distance Jim walks. Since Jim walks diagonally across the rectangular field, we can
use the Pythagorean theorem to find the length of the diagonal. The width and length of the field are the two legs of a right
triangle, so the diagonal d is given by:

d = /3002 + 4002 = /90000 + 160000 = /250000 = 500 feet
Next, we calculate the distance Martha walks. Since Martha walks along the length and width of the field, she walks:
300 4 400 = 700 feet
The difference in the distances walked by Martha and Jim is:
700 — 500 = 200 feet

Therefore, Jim walks 200 feet less than Martha.
Answer:

Table 7: Comparison of policy model before and after PPO training on a mathematical reasoning problem.
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Figure 6: The response length curve of the reward model during PPO training.

/* Logical reasoning problem */

Please determine whether the conclusion is true, false, or uncertain based on these premises.
Premises:

. All employees who schedule a meeting with their customers will go to the company building today.
. Everyone who has lunch in the company building schedules meetings with their customers.
. Employees have lunch either in the company building or at home.

. If an employee has lunch at home, they are working remotely from home.

. All employees who are in other countries work remotely from home.

. No managers work remotely from home.

. James will appear in the company today if and only if he is a manager.

Conclusion: James has lunch in the company.

Expected Answer: Uncertain

NN AW~

/* Model output before training */
Answer: False

/* Model output after training */

Explanation: Let’s analyze the premises step by step: 1. All employees who schedule a meeting with their customers will go
to the company building today. 2. Everyone who has lunch in the company building schedules meetings with their customers.
3. Employees have lunch either in the company building or at home. 4. If an employee has lunch at home, they are working
remotely from home. 5. All employees who are in other countries work remotely from home. 6. No managers work remotely
from home. 7. James will appear in the company today if and only if he is a manager.

From these premises, we can deduce the following: - If James is a manager, he will appear in the company today. - Since no
managers work remotely from home, James cannot be working remotely from home. - Therefore, James must have lunch in
the company building to appear in the company today. - If James has lunch in the company building, he schedules meetings
with his customers. - If he schedules meetings with his customers, he will go to the company building today.

Given the conclusion that "James has lunch in the company," we need to check if this is necessarily true based on the premises.
The premises do not provide enough information to definitively conclude that James must have lunch in the company. It is
possible that James could be in a different country and working remotely, or he could be a non-manager who does not need to
schedule meetings. Therefore, the conclusion is not necessarily true based on the given premises.

Answer: Uncertain

Table 8: Comparison of policy model before and after PPO training on a logical reasoning problem.
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