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Abstract

Large Language Models (LLMs) have shown
impressive capabilities in language understand-
ing and generation, leading to growing inter-
est in zero-shot relation triplet extraction (Ze-
roRTE), a task that aims to extract triplets
for unseen relations without annotated data.
However, existing methods typically depend
on costly fine-tuning and lack the structured
semantic guidance required for accurate and
interpretable extraction. To overcome these
limitations, we propose FrameRTE, a novel Ze-
roRTE framework that adopts a “frame first,
then extract” paradigm. Rather than extract-
ing triplets directly, FrameRTE first constructs
high-quality Relation Semantic Frames (RSFs)
through a unified pipeline that integrates frame
retrieval, synthesis, and enhancement. These
RSFs serve as structured and interpretable
knowledge scaffolds that guide frozen LLMs
in the extraction process. Building upon these
RSFs, we further introduce a human-inspired
three-stage reasoning pipeline consisting of se-
mantic frame evocation, frame-guided triplet
extraction, and core frame elements valida-
tion to achieve semantically constrained extrac-
tion. Experiments demonstrate that FrameRTE
achieves competitive zero-shot performance
on multiple benchmarks. Moreover, the RSFs
we construct serve as high-quality semantic re-
sources that can enhance other extraction meth-
ods, showcasing the synergy between linguistic
knowledge and foundation models.

1 Introduction

Relation Triplet Extraction (RTE) aims to identify
<subject, relation, object> triplets from un-
structured text, which serve as foundational struc-
tures for downstream applications (Zhao et al.,
2024). Recently, increasing attention has been
paid to a more challenging variant, Zero-Shot RTE
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(ZeroRTE) (Chia et al., 2022), which aims to ex-
tract triplets for unseen relations without annotated
data. Unlike Zero-Shot Relation Classification
(ZeroRC) (Chen and Li, 2021), which classifies
relations between given entities, ZeroRTE must
also detect the subject and object spans, making it
considerably more difficult.

Most existing approaches to ZeroRTE rely on
supervision from seen relations (Lv et al., 2023).
They typically fine-tune two separate models for
entity recognition and relation classification (Gong
and Eldardiry, 2024), or train lightweight genera-
tive models to directly produce triplets (Kim et al.,
2023). With the rise of Large-scale generative Lan-
guage Models (LLMs), researchers have begun
exploring their potential for ZeroRTE (Xu et al.,
2024a). These efforts can be grouped into two
categories. Tuning-based methods improve per-
formance by generating pseudo-labeled data (Sun
et al., 2024) or fine-tuning LLMs on annotated cor-
pora (Gui et al., 2024), but they are often resource-
intensive and less adaptable to rapidly evolving
foundation models. In contrast, Tuning-free meth-
ods rely on chain-of-thought prompting (Wei et al.,
2024) or in-context learning (Pang et al., 2023) to
guide frozen LLMs using a few demonstrations.
While more efficient and generalizable, these meth-
ods may still mislead LLMs if the demonstrations
are inappropriately selected (Guo et al., 2025).

To address these limitations, considering that de-
termining the relation between entities often relies
on contextual scenes and is triggered by lexical
cues, we for the first time introduce Frame Seman-
tics (Fillmore, 1976), a theory that models words
through structured conceptual scenarios known as
Frames. We present a frame structure in Figure 1.
Each frame includes a name, definition, Core and
Non-Core Frame Elements (FEs), Lexical Units
(LUs) that evoke the frame, and annotated demon-
strations. Core FEs capture essential semantic roles,
while Non-Core FEs provide supplementary con-
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Figure 1: This figure illustrates the structure of the “Work™ semantic frame as defined in the public resource
FrameNet (Baker et al., 1998). The frame includes a definition, core frame elements (such as Agent, Goal, and
Salient entity), non-core frame elements, associated lexical units, and demonstrations. It inherits from the “Attempt”
frame and is inherited by the “Seeking_to_achieve” frame.

text. LUs act as lexical triggers, and frames are
further connected through a hierarchical structure.
In this work, we propose FrameRTE, a zero-
shot Relation Triplet Extraction system that inte-
grates LLMs with Frame semantics to inject inter-
pretable, structured knowledge into frozen models
without fine-tuning. To address the limited cov-
erage of open-domain relations in public frame
resources, we design a pipeline to construct and en-
hance Relation Semantic Frames (RSFs) by retriev-
ing top candidate frames via embedding similar-
ity and generating structured RSFs through LLM-
guided synthesis, aggregation, and demonstration
construction. Based on these RSFs, we further pro-
pose a three-stage heuristic reasoning pipeline that
emulates human-like semantic interpretation. We
begin by evoking contextually relevant RSFs using
frame definitions and LUs. Next, candidate triplets
are generated under the structural constraints of the
corresponding RSFs. Finally, we validate the pre-
dicted entities against the definitions of the Core
FEs to ensure semantic consistency. This frame
first, then extract paradigm introduces structured
semantic guidance and improves interpretability in
ZeroRTE. Our contributions are as follows:

* We introduce frame semantics into the RTE
task for the first time by defining Relation
Semantic Frames (RSFs) based on frame-
semantic theory, and propose a method for
RSFs construction and enhancement.

* Based on these RSFs, we propose a three-
stage triplet extraction pipeline that incorpo-
rates heuristic prompts and interpretable se-
mantics, effectively enhancing the extraction
accuracy of frozen LLMs without fine-tuning.

* Experiments show that FrameRTE achieves
competitive results across multiple bench-
marks. Additionally, we demonstrate the
transferability of RSFs as high-quality exter-
nal semantic resources that can further en-
hance the performance of other methods.

2 Related Work
2.1 LLMs for Relation Extraction

The rise of generative Large Language Models
(LLMs) has brought new research perspectives
to relation extraction (RE), particularly in low-
resource domains (Xu et al., 2024a). Existing meth-
ods address zero-shot RE through prompt engineer-
ing such as question answering (Zhang et al., 2023)
and summarization prompting (Li et al., 2023). Re-
cent studies have also explored LLM-driven data
augmentation methods (Zhou et al., 2024), but
these are limited to scenarios with given entities,
which fall under the task of zero-shot relation clas-
sification (ZeroRC) (Chen and Li, 2021).
Zero-shot relation triplet extraction (ZeroRTE)
is more challenging than ZeroRC, as it requires
identifying the subject, object, and relation type
simultaneously (Chia et al., 2022). Previous efforts
have primarily relied on large-scale, well-annotated
data with seen relation labels as supervision signals
to fine-tune small-scale models (Li et al., 2025b;
Kim et al., 2023; Li et al., 2024a). Recent work has
also fine-tuned LLMs using large-scale external
data (Li et al., 2024b; Gui et al., 2024), achieving
notable performance (Zhang et al., 2025b). To al-
leviate the scarcity of labeled data, some methods
leverage LLMs as data augmenters (He et al., 2024;
Zheng et al., 2024), generating pseudo-instances
via multi-round interaction (Xu et al., 2024b) or
code annotation (Sainz et al., 2023), and subse-
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quently fine-tune LLMs on the augmented data
(Xue et al., 2024). However, these approaches of-
ten require costly data preparation and training,
limiting their scalability to general-purpose LLMs.
To address this, recent studies propose tuning-free
methods, such as two-stage question answering
(Wei et al., 2024) and multi-agent collaboration
(Shi et al., 2024). Building on this direction, we
introduce frame semantics as external guidance to
unlock the potential of frozen LLMs for ZeroRTE.

2.2 Frame Semantics

Frame Semantics (Fillmore, 1976) is a linguistic
theory that represents word meaning through con-
ceptual structures called frames. Based on this
theory, FrameNet (Baker et al., 1998) was devel-
oped as a large lexical resource, defining over 1,200
semantic frames. It has become a cornerstone for
many NLP tasks, including semantic role labeling
(Zheng et al., 2023; Ai and Tu, 2024), question
answering (Shen and Lapata, 2007), and fact verifi-
cation (Devasier et al., 2024).

In event extraction, frame semantics is espe-
cially useful due to the structural similarity be-
tween frames and events. Prior work has lever-
aged this to expand datasets (Liu et al., 2016;
Huang et al., 2018), define event schemas (Wang
et al., 2020, 2023), and enrich semantic features
(Spiliopoulou et al., 2017). However, resources
like FrameNet (Baker et al., 1998) still fall short
of covering the full lexical diversity of real-world
texts. Although some studies have attempted to ex-
tend FrameNet annotations (Pancholy et al., 2021;
Cui and Swayamdipta, 2024), they primarily focus
on frame completion tasks. Zhao et al. (2020) in-
corporate frame semantics into representations for
relation classification, but their method lacks entity
extraction and depends on distant supervision.

To address this gap, we introduce frame seman-
tics into relation triplet extraction (RTE) for the
first time. Considering FrameNet’s rich, structured,
and semantically grounded organization of event
frames, which goes beyond surface-level syntactic
roles to support context-sensitive modeling of pred-
icate—argument structures, we propose a tuning-
free framework that models relations as seman-
tic frames and guides LLMs through a three-stage
extraction process. This enables fine-grained se-
mantic reasoning without additional training and
advances zero-shot RTE with structured linguistic
knowledge.

3 FrameRTE pipeline

3.1 Problem Formulation

Zero-shot Relation Triplet Extraction (ZeroRTE)
aims to extract a set of triplets 7 = {(es, 7, €5) l;ﬂ
from an input sentence s € X', where the relation
type r is drawn from a predefined set R that lacks
manually annotated data. Each triplet consists of a
subject entity e; € £ and an object entity e, € &,
with £ denoting the set of potential entities in s,
and r describing their interaction.

Prior work on ZeroRTE mainly adopts transfer
learning, training on seen relations to generalize
to unseen ones. While this satisfies the zero-shot
condition via disjoint label sets, it still depends on
human-labeled data. In contrast, we explore the
feasibility of performing ZeroRTE using general-
purpose LLMs without any supervised annotations.

3.2 Overview

We propose the FrameRTE system for zero-shot
relation triplet extraction, as shown in Figure 2.
It leverages Relation Semantic Frames (RSFs)
to provide interpretable semantic priors for LLMs.
The pipeline consists of two main modules:

The RSFs construction module (§3.3) retrieves
relevant frames from FrameNet to guide LLMs in
generating RSFs, which are then enhanced through
aggregation and demonstration synthesis. The
triplet extraction module (§3.4) follows a three-
stage process: evoking candidate RSFs, extracting
triplets guided by RSF structures, and validating
them using Core FEs for semantic consistency.

3.3 RSF Construction and Enhancement

We argue that existing public semantic frame
resources (e.g., FrameNet (Baker et al., 1998)
and Chinese FrameNet (You and Liu, 2005)) fall
short in adequately capturing relational seman-
tics. To assess the coverage of relation types in
existing frame resources, we conduct a statisti-
cal analysis on three representative RTE datasets.
Specifically, we use the embedding model M.
(text-embedding-3-small ') to embed relation
names and the frame definitions and lexical units
of semantic frames. For each relation, the top 10
most similar candidate frames are retrieved based
on embedding similarity, and human evaluation
is conducted to determine whether these frames
accurately express the relational semantics.

"https://platform.openai.com/docs/guides/embeddings
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Figure 2: An illustration of the proposed FrameRTE pipeline for constructing and utilizing Relation Semantic
Frames (RSFs). It consists of: (1) retrieving relevant FrameNet frames to guide RSFs generation, (2) enhancing
RSFs via aggregation and demonstration synthesis, (3) evoking sentence-matched candidate RSFs, (4) extracting
relation triplets guided by RSFs, and (5) validating triplets using Core FEs to ensure semantic consistency.

Metric Wiki-ZSL. FewRel DulE
# Relation Types 113 80 48
Frame Coverage 49.56% 58.75%  22.92%
LU Coverage 43.36% 53.75% -

Table 1: The table reports the number of relation types,
Frame Coverage, and Lexical Unit (LU) Coverage
across three datasets, which are detailed in Section 4.1.

Table 1 summarizes the coverage results. Exist-
ing resources cover only about half of the relation
types, and some relations appear as LUs without a
complete frame description, limiting their useful-
ness in relation modeling. To address this gap, we
propose the Relation Semantic Frame (RSF), along
with a two-stage construction method to more sys-
tematically model relational semantics.

3.3.1 Structural Components of RSF

We draw inspiration from the frame construction
theory (Ruppenhofer et al., 2016) in FrameNet and
define the components of RSF based on the charac-
teristics of relational semantics. Figure 2 presents
an illustrative example of an RSF, which includes
the following components:

The Definition provides a concise explanation
of the relation, highlighting the conceptual link
between the subject and the object. Core Frame
Elements (FEs) represent the essential semantic
roles in the relation. As their meanings depend
entirely on the specific relation and cannot be in-
ferred from syntax alone, both the subject and ob-
ject are designated as Core FEs. Non-Core FEs,
such as time, place, manner, and purpose, enrich
the semantic context and offer finer-grained ex-
pressiveness. Lexical units (LUs) are words or
phrases that evoke the frame and serve as lexical
triggers for identifying the relation in text. Finally,
the Demonstration presents a concrete example
sentence annotated with semantic roles, illustrating
how the frame is instantiated in natural language.

3.3.2 Construction of RSFs

Given target relations, we first retrieve the top-k se-
mantically relevant frames from FrameNet as prior
knowledge for RSFs construction. Specifically, we
employ the embedding model M, to encode each
relation r and all frame names ¢ in FrameNet. The
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similarity between r and f is computed as:

score(r, @) = cos(Me(r), Mc(9)). 1)

We then select the top-k frames with the high-
est similarity scores. Each retrieved frame is in-
corporated into a prompt template as contextual
information, resulting in k distinct prompts p;.
These prompts are used to guide the LLM M,
(GPT-4.1-mini?) to generate initial RSFs that are
semantically aligned with the target relation:

Finitial = {Mg(r, pi) 1. (©))

A simplified prompt example is shown below, and
all complete prompt versions are provided in Ap-
pendix A. This process helps mitigate the random-
ness of LLM generation and promotes diversity
among the constructed RSFs, which are further
refined in the subsequent enhancement stage.

RSFs Construction Prompt

Your task is to generate a JSON-formatted
semantic frame for a given relation label.
Each frame consists of a name, a definition,
frame elements, and lexical units. You
may refer to manually annotated frames
from FrameNet that most closely resemble
the relation label to assist in generating.

<Manually Annotated Reference Frame>: ...
<Relation Label>: ...
<JSON Format>: ...

\

3.3.3 Enhancement of RSFs

To further improve the semantic expressiveness of
the constructed RSFs while mitigating generation
noise and enhancing diversity, we propose an RSFs
enhancement method. Specifically, we first aggre-
gate the k initial RSFs Fipiia. For each relation, we
consolidate the descriptions of the Definition and
Core FEs from the k candidates to produce a con-
cise and semantically accurate version. Formally:

' =My ({xl}le) ,@; € {Definition, Core FEs}. (3)

In addition, we merge the Non-Core FEs and LUs
across all £ RSFs corresponding to the same rela-
tion to obtain the enhanced RSF:

Fenhanced = = U Merge(Non-Core FEs) U Melrge(LUs),4
“
where Merge(-) denotes the union of all elements
in each category across the k inputs.
Finally, we leverage Fenhanced to generate high-
quality demonstrations for in-context learning with

Zhttps://platform.openai.com/docs/models

LLMs. Each prompt includes the Definition and
Core FEs to ensure a clear relational pattern and
subject-object alignment. Additionally, we explic-
itly instruct the LLMs to consider incorporating
Non-Core FEs as auxiliary elements, thereby intro-
ducing greater diversity and semantic complexity
into the demonstrations. Although the RSFs are
primarily generated by LLMs, we apply minimal
human revision to address occasional inconsisten-
cies and ensure the overall quality of the RSFs.

3.4 Three-Stage Zero-Shot Triplet Extraction
Driven by Relation Semantic Frames

To leverage Relation Semantic Frames (RSFs) for
ZeroRTE, we design a three-stage reasoning frame-
work that mirrors human interpretation: evoking
contextual frames, extracting semantic roles, and
validating their coherence.

Semantic Frame Evocation. Given an input
sentence s, we first identify the most contextually
relevant RSFs as the evoked background knowl-
edge, so as to narrow the candidate space. As il-
lustrated in stage (3) of Figure 2, we construct a
structured prompt by concatenating each frame’s
definition and its associated lexical units (LUs).
LUs act as semantic triggers in natural language
and play a crucial role in evoking specific frames.
This process guides the LLMs to generate the most
likely activated frames, which serve as candidate
relations for downstream triplet extraction.

Frame-Guided Extraction. After evoking the
candidate RSFs, we leverage their semantic struc-
ture to guide the extraction of relation triplets from
input sentence. As illustrated in stage (4) of Fig-
ure 2, we construct structured prompts based on
each RSF’s definition and high-quality demonstra-
tions, and use them to instruct the LLM to generate
semantically constrained candidate triplets. These
demonstrations are pseudo-examples automatically
constructed from the Core and Non-Core FEs, as
described in Section 3.3.3, and are beneficial for
improving in-context learning performance.

Core Frame Elements Validation. To miti-
gate the over-generation issue often observed in
LLMs (Li et al., 2024d), we introduce a semantic
consistency check based on Core Frame Elements
(FEs). As illustrated in stage (5) of Figure 2, we
incorporate the Core FEs definitions from the corre-
sponding RSF into a validation prompt, guiding the
LLM to assess whether the subject and object in a
predicted triplet align with the expected semantic
roles. A triplet is considered valid only if both the
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subject and object conform to the Core FEs def-
initions, ensuring semantic precision in the final
output. If the LLM returns <Invalid>, the triplet
is discarded from the final results.

4 Experimental Setup

4.1 Dataset and Evaluation Metrics

We conduct experiments on three relation triplet
extraction (RTE) datasets as follows: Wiki-ZSL
(Chen and Li, 2021) and FewRel (Han et al., 2018)
are two widely used benchmark datasets for the
zero-shot RTE task. Wiki-ZSL, consisting of 113
relation types, is constructed via distant supervision
from Wikipedia. FewRel, containing 80 relation
types, is a manually annotated dataset originally
designed for few-shot RTE. We follow the data
splits and evaluation protocol proposed by Chia
et al. (2022). Specifically, we randomly sample
m € 5,10, 15 unseen relations to evaluate gener-
alization under different levels of difficulty. To
control evaluation cost, 1,000 test instances are
sampled for each m setting. DulE is a large-scale
Chinese RTE dataset developed by Baidu, with data
sourced from Baidu Baike and Baidu Tieba, cover-
ing 48 relation types. Following Shi et al. (2024),
we evaluate these datasets using the full relation
candidate set. We follow the settings of previous
work and report the standard micro Fj score.

4.2 Implementation Details

To ensure the quality of relation semantic frames
(RSFs), we use GPT-4.1-mini during the frame
construction stage and keep RSFs fixed for all sub-
sequent extraction and verification processes. We
adopt FrameNet (Baker et al., 1998) as the frame re-
source for Wiki-ZSL and FewRel, and use Chinese
FrameNet (You and Liu, 2005) for DulE. For these
downstream tasks, we experiment with three LLMs:
GPT-3.5-turbo, GPT-40, and L1ama-4-Scout, all
accessed via official APIs without any fine-tuning.
We set the temperature to 0.7 during frame con-
struction to promote diversity, and fix it to 0 during
extraction and verification for reproducibility. We
limit the number of initial RSFs k to 5. The imple-
mentation code will be made publicly available.

4.3 Baselines

We compare FrameRTE with two representative

categories of baselines for the ZeroRTE task.
Fine-tuning methods rely on supervised train-

ing over seen relations and aim to transfer learned

knowledge to unseen relations. REPrompt (Chia
et al., 2022) uses GPT-2 (Radford et al., 2019) to
generate synthetic data for unseen relations and
then trains a BART-based extractor (Lewis et al.,
2020) on the generated data. TAG (Xu et al,,
2024b) extends this approach with a two-agent
framework, introducing a cycle of attempting, crit-
icizing, and rectifying to iteratively improve the
quality of synthetic samples. ZETT (Kim et al.,
2023) constructs relation-specific templates man-
ually and directly generates entities for each un-
seen relation. Building on ZETT, HCDR (Li et al.,
2025a) introduces a discriminative reranking task
to improve ranking accuracy. More recently, Zhang
et al. (2025b) demonstrated state-of-the-art per-
formance by fine-tuning L1amA2-13B-Chat and
Qwen1.5-14B-Chat using Low-Rank Adaptation
(LoRA) (Hu et al., 2021), which is denoted as FT.

Prompting methods leverage general-purpose
LLMs to directly generate triplets via carefully de-
signed instructions and demonstrations. ChatIE
(Wei et al., 2024) reformulates ZeroRTE as a two-
stage QA task: first identifying potential relations,
then extracting entities accordingly. AgentRE (Shi
et al., 2024) adopts an agent-based framework in-
corporating retrieval, memory, and extraction mod-
ules; we apply its zero-shot setting in our com-
parison. To assess the basic capability of LLMs
for ZeroRTE, we use a simple prompting baseline,
referred to as Vanilla Prompt, which directly in-
structs LLMs to generate triplets. Additionally, we
provide 3 demonstrations in the prompt to investi-
gate the impact of In-Context Learning.

5 Results and Discussion

5.1 Main results

We evaluate the proposed FrameRTE on three pub-
lic benchmark datasets, with Table 2 presenting a
comprehensive comparison against existing fine-
tuning (FT) and prompting (PT) methods.

Under the same frozen LLM backbone (e.g.,
GPT-3.5-turbo), FrameRTE consistently outper-
forms all prompting baselines. For instance, com-
pared to the state-of-the-art multi-agent model
AgentRE, FrameRTE achieves an average F1 gain
of 9.07 across seven settings, highlighting the effec-
tiveness of structured semantic frames in enhancing
relational understanding.

In addition, FrameRTE also surpasses fine-
tuned small-scale generative models (e.g., ZETT,
HCDR) in most settings, even without parameter
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Wiki-ZSL FewRel DulE
Methods Backbone Paradigm m=5 m=10 m=15 m=5 m=10 m=15 all
REPrompt (Chia et al., 2022)"  BART & GPT-2 FT 30.01 31.19 2885 2234 2461 20.08 -
TAG (Xu et al., 2024b)f BART & GPT-2 FT 3824 31.88 29.18 38.81 32.18 25.59 -
ZETT (Kim et al., 2023)f T5-base FT 31.74 2487 2121 3371 31.28 2439 -
HCDR (Li et al., 2025a)f T5-base FT 3856 29.14 2197 3824 3489 2543 -
FT (Zhang et al., 2025b)f Llama2-13B-Chat FT 27.40 44.63 4430 51.79 33.67 2771 -
FT (Zhang et al., 2025b)f Qwen1.5-14B-Chat FT 30.09 46.57 44.87 52.88 33.74 2741 -
Vanilla Prompt GPT-3.5-turbo PT 1201 928 759 1407 11.00 1222 10.80
In-Context Learning GPT-3.5-turbo PT 22.60 1830 13.81 2843 1851 16.12 13.18
ChatlE (Wei et al., 2024) GPT-3.5-turbo PT 1972 1566 13.81 23.78 2235 20.89 27.82f
AgentRE (Shi et al., 2024) GPT-3.5-turbo PT 15.83 1477 19.40 29.58 2525 21.46 32.10f
FrameRTE (ours) GPT-3.5-turbo PT 36.88 31.72 2230 34.75 3391 2823 34.07
Vanilla Prompt GPT-40 PT 20.58 1623 15774 34.62 2520 24.06 14.84
In-Context Learning GPT-40 PT 20.55 2397 1739 2696 2227 2624 16.08
FrameRTE (ours) GPT-40 PT 39.14 32.08 23.53 38.62 34.11 29.47 36.82
Vanilla Prompt Llama-4-Scout PT 2236 1931 16.53 3247 2597 20.83 21.69
In-Context Learning Llama-4-Scout PT 2325 27.18 18.03 30.22 3145 28.10 20.60
FrameRTE (ours) Llama-4-Scout PT 37.88 34.06 25.21 3642 3535 28.87 35.18

Table 2: Main results on three benchmarks. We report I} performance under the multi-triplet setting, where m
represents the number of unseen relations. On DulE, all 48 relation types are treated as unseen. Results marked
with T are taken from the original papers. Bold indicates the highest score under the setting where LLMs parameters
are frozen. FT refers to Fine-tuning methods, while PT refers to Prompting methods.

updates. However, consistent with previous find-
ings, our prompting-based framework still lags be-
hind fine-tuned LLM methods. Nevertheless, the
performance gap has been substantially narrowed.
For example, on the FewRel dataset (m=10,15),
FrameRTE outperforms fine-tuned LLMs by 1.61
and 1.76 points respectively, without using any la-
beled data for tuning, demonstrating its advantage
in complex low-resource scenarios.

Moreover, FrameRTE shows consistently strong
performance across both closed-source GPT se-
ries models and the latest open-source backbones
(L1ama-4-Scout). Notably, stronger LLMs (e.g.,
GPT-40 vs. GPT-3.5-turbo) yield further im-
provements, with an average F1 gain of 1.70, vali-
dating the scalability of our approach.

5.2 Ablation Study

To evaluate the effectiveness of each proposed mod-
ule, we conduct ablation studies to assess the con-
tribution of key components in Table 3.

RSFs Construction. When we do not re-
trieve similar frames from FrameNet to construct
RSFs (w/o Frame Retrieval), performance drops
slightly, indicating that these manually curated
frame resources serve as useful priors for guiding
RSF generation. When we skip the aggregation
step and directly use the initial frames (w/o Frame
Aggregation), performance degrades significantly,

Methods Pre.  Rec. Fi
FrameRTE 30.04 3944 34.11
RSFs Construction

-w/o Frame Retrieval 2940 3544 3213
-w/o Frame Aggregation 24.46 29.63 26.80
-w/o Non-Core FEs 28.07 38.52 3247
Triplet Extraction

-w/o RSF Evocation 17.57 21.11 19.16
-w/o Demonstrations 2347 3278 27.36
-w/o Core FE Validation 29.36 39.63 33.73

Table 3: Ablation study of FrameRTE. We report the
Precision (Pre.), Recall (Rec.), and F; performance
(%) on FewRel under the setting of m=10.

suggesting that multi-round generation and aggre-
gation help mitigate semantic noise caused by the
stochastic nature of LLMs. In addition, incorpo-
rating Non-Core Frame Elements in the demon-
strations (w/o Non-Core FEs) further improves
performance by enhancing demonstration quality.

Triplet Extraction. Removing the RSF evoca-
tion stage (w/o RSF Evocation) leads to a substan-
tial performance drop, highlighting the importance
of narrowing the candidate relation space during
extraction. Excluding demonstrations derived from
RSFs (w/o Demonstrations) also causes a notable
decline in performance, showing that synthesized
demonstrations effectively guide the LLM. Skip-
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Figure 3: Top-k ground-truth relation coverage under
different semantic frame components on the FewRel
dataset with m = 15.

ping semantic validation (w/o Core FE Validation)
leads to a slight decline, reflecting the utility of core
elements in filtering inconsistent predictions.

5.3 Effect of Frame Components on Evocation

To investigate the impact of different semantic com-
ponents within RSFs on candidate frame evocation,
we conduct an ablation study by progressively re-
moving key elements . We measure the coverage of
ground-truth relations by the top-k evoked frames
under each setting.

As shown in Figure 3, the full frame configu-
ration consistently achieves the highest coverage
across all values of k, with over 90% of ground-
truth relations covered at Top-3. Removing LUs
leads to a slight performance drop, indicating that
LUs play an important role in activating contex-
tually relevant frames. When both LUs and def-
initions are removed, the coverage drops signifi-
cantly, with Top-1 performance falling to nearly
55%;, highlighting the crucial role of relation defini-
tions in resolving semantic ambiguity and improv-
ing frame selection accuracy.

5.4 ZeroRC with Frame Augmentation

To further assess the transferability of our relation
semantic frame (RSF) resource, we adopt the task
of Zero-Shot Relation Classification (ZeroRC) as
a testbed to investigate whether this resource can
enhance the performance of existing methods.
Specifically, we integrate different components
of the relation semantic frame into several repre-
sentative prototype-based ZeroRC methods: ZS-
BERT (Chen and Li, 2021) formulates ZSRE as
a semantic matching task by minimizing the em-
bedding distance between input sentences and re-
lation prototypes, where the prototype is defined

Method m=5 m=10 m=15
7S-BERT 77.90 57.25 36.82
+RSFs  82.48 (+4.58) 72.90 (+15.65) 59.07 (+22.25)
RE-Matching  92.58 82.93 73.66
+RSFs  93.11 (+0.53) 85.75 (+2.82) 77.87 (+4.21)
AlignRE 93.09 85.75 77.31
+RSFs  94.67 (+1.58) 87.20 (+1.45) 80.20 (+2.89)
EMMA 94.67 87.22 80.10
+RSFs 9537 (+0.70) 90.54 (+3.32) 83.24 (+3.14)
CE-DA 95.17 88.10 83.31
+RSFs  95.60 (+0.43) 91.66 (+3.56) 85.20 (+1.89)

Table 4: F; scores (%) on FewRel under different m
settings (m =5,10,15). + RSFs indicates the incorpo-
ration of Relation Semantic Frames. F improvements
are highlighted in blue.

by a relation description. We replace the original
Wikidata descriptions with our frame definitions.
RE-Matching (Zhao et al., 2023) and EMMA (Li
et al., 2024c) leverage human-annotated entity de-
scriptions or virtual entity representations derived
from descriptions to support classification. We sub-
stitute the entity representations with correspond-
ing Core Frame Element definitions. AlignRE (Li
et al., 2024e) constructs relation prototypes by ag-
gregating relation names, descriptions, and aliases,
while CE-DA (Zhang et al., 2025a) further incorpo-
rates a dynamic aggregation mechanism. For both
methods, we augment the prototypes with Lexical
Units to enrich their semantic representations.

Table 4 compares baseline methods with and
without frame-semantic integration. Results show
consistent performance gains across all models, un-
derscoring the superior semantic expressiveness of
our RSF over manual descriptions and its effec-
tiveness in improving relation discrimination and
generalization in zero-shot settings.

5.5 Case Study

We provide a complete case to analyze the poten-
tial difficulties and failure points in the three-stage
reasoning pipeline of FrameRTE in Table 5.

First, in the Frame Evocation stage, the LLM is
required to accurately distinguish between multiple
semantically similar frames. The system identifies
the relevance of the sentence to professional roles
and disciplinary fields based on the lexical trigger
“chair” and contextual expressions such as “mathe-
matics” and “astrology.” As a result, it effectively
evokes the field of work frame. However, the
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Frame Evocation [Input]

You are an expert in frame semantics ...

Candidate Frames: - Frame Name: field of work, Definition: The ’field of work’ relation refers to the connection between
a subject (often an individual or entity) and a specific area of expertise, discipline, or professional focus. It indicates the
subject’s involvement in or contribution to that field through research, application, or specialization, typically requiring
relevant expertise, skills, or knowledge. Lexical Units: work in, be employed in, career, field. - Frame Name: occupation,
Definition: ... Lexical Units: profession, job, position, occupation. - Frame Name: winner, Definition: ... Lexical Units:
win, victor, champion, winner. Example: ...

Input: <Sentence>: Regiomontanus served as the chair in mathematics while the court astrologer for Corvinus, Marcin
Bylica, was the chair in astrology from the university’s inception. Hayton, Darin. <Output>:

Frame Evocation [Output]

{"Frames": ["occupation”, "field of work"]}

Triplet Extraction [Input]

Please extract all triplets from the sentence based on the candidate frame definitions, and output them in JSON format.
Candidate Frames: - Frame Name: field of work, Definition: ... - Frame Name: occupation, Definition: ... Example:...
Input: <Sentence>: Regiomontanus served as the chair in mathematics while the court astrologer for Corvinus, Marcin
Bylica, was the chair in astrology from the university’s inception. Hayton, Darin. <Output>:

Triplet Extraction [Output]

{ "Triplets": [ {"Subject”: "Regiomontanus”, "Object": "chair", "Relation": "occupation”}, {"Subject": "Regiomontanus",
"Object": "mathematics”, "Relation": "field of work"}, {"Subject”: "Marcin Bylica", "Object": "chair", "Relation":
"occupation”}, {"Subject": "Marcin Bylica", "Object": "astrology", "Relation": "field of work"} ] }

Core FEs Validation [Input]

You are an expert in frame semantics ...

Input: <Core Frame Elements>: - Subject: The subject is the individual or entity who holds a specific occupation or
professional role, actively performing tasks or duties associated with that role, often as part of their work or employment
in a stable or long-term capacity. - Object: The object is the occupation, job, or profession that the subject holds, defining
the specific type of work, tasks, or responsibilities they perform, and the field, industry, or domain in which they are
engaged or recognized. <Sentence>: ... <Subject>: Marcin Bylica, <Object>: chair, <Relation>: occupation.

Core FEs Validation [Output]

<Invalid> <Justification>: The object "chair" by itself is too generic and does not specify the occupation or professional
role clearly. According to the frame definition, the object should denote a specific job or profession (e.g., "astrologer" or
"chair in astrology"). In this sentence, "chair" needs to be qualified to align with the expected semantic role, such as "chair
in astrology," to represent a valid occupation.

Table 5: A case study of the three-stage reasoning pipeline of FrameRTE.

frame occupation, which is not part of the ground
truth, is still evoked. This introduces unnecessary
burden to downstream extraction, potentially due
to inconsistent granularity.

Then, in the Triplet Extraction stage, guided by
the definitions and core element structures of the
evoked frames, the system identifies each person’s
professional position (“‘chair”) and corresponding
field of work (“‘mathematics,” “astrology”). How-
ever, the LLM may also over-rely on surface-level
lexical cues while neglecting the requirement for se-
mantic completeness. Especially in long or nested
sentences, it either overgenerates or omits modi-
fiers, resulting in incorrect entity spans.

Finally, in the Core FEs Validation stage, we
apply semantic role validation to filter out semanti-
cally ambiguous or underspecified triplets. Specif-
ically, the triplets with “chair” as the object are
discarded due to lack of specificity, resulting in a
final set of semantically coherent triplets. Intro-
ducing semantic similarity measures during this
stage improves the flexibility and robustness of the
validation process.

6 Conclusion

We propose FrameRTE, a zero-shot relation triplet
extraction framework that leverages frame seman-
tics to provide structured and interpretable guid-
ance for frozen large language models (LLMs). In
contrast to existing approaches that rely on costly
fine-tuning, FrameRTE adopts a frame-first-then-
extract paradigm: it first constructs high-quality Re-

lation Semantic Frames (RSFs) through a pipeline
that combines frame retrieval with high-quality
demonstration synthesis. These RSFs are then uti-
lized in a three-stage reasoning process comprising
semantic evocation of candidate RSFs, triplet gen-
eration under structural constraints, and core frame
elements validation. Experiments across multiple
benchmarks demonstrate that FrameRTE achieves
strong zero-shot performance. Furthermore, RSFs
prove to be transferable external semantic resources
that can enhance other extraction methods. This
work highlights the potential of integrating linguis-
tic knowledge into LLMs and paves the way for
applying frame semantics to a broader range of
information extraction tasks in the future.

Limitations

Despite the strong zero-shot performance of
FrameRTE on multiple benchmark datasets, several
limitations remain. First, compared with methods
that fine-tune LLMs using annotated seen data, our
prompt-based approach still exhibits a noticeable
performance gap. This highlights the inherent lim-
itation of relying solely on prompt learning for
information extraction, which may be attributed to
the built-in biases of LLMs.

Second, although our method incorporates se-
mantic knowledge from relation semantic frames,
it has yet to fully exploit the hierarchical semantic
relationships between frames in public semantic
resources such as FrameNet—e.g., Inherits from
and Is Inherited by. These structural relationships
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could provide valuable inductive signals for frame
selection and semantic disambiguation.

Third, although our method demonstrates both
performance advantages and zero-shot flexibil-
ity, it still incurs the overhead of multiple LLM
calls. While relation semantic frames can be pre-
computed and reused, the need to invoke LLMs
multiple times for each sentence introduces non-
negligible latency and cost.

In future work, we plan to explore methods for
integrating frame hierarchies into multi-stage infer-
ence processes to further enhance the accuracy and
interpretability of ZeroRTE.
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A Detailed Prompts
A.1 RSFs Construction

RSFs Construction Prompt

You are a domain expert in frame semantics,
specializing in the construction and anno-
tation of semantic frames. Your task is to
create a JSON-formatted semantic frame for
a given relation label, based on the guide-
lines below.

Each semantic frame should include the fol-
lowing components:

1. Frame Name: This should exactly
match the provided relation label and
requires no modification.

2. Definition: Provide a concise and pre-
cise description of the conceptual sce-
nario evoked by the relation.

3. Frame Elements: Categorize into:

* Core Frame Elements: Must in-
clude at least two required roles
— Subject and Object.

— The Subject typically de-
notes the initiator or experi-
encer of the relation.

— The Object typically repre-
sents the target, recipient, or
affected entity.

— Each core element must be de-
fined clearly and comprehen-
sively.

* Non-Core Frame Elements: In-
clude optional participants or ad-
juncts that enrich the frame (e.g.,
Time, Manner, Location). Pro-
vide at least one illustrative exam-
ple with its definition.

4. Lexical Units: List key verbs or nom-
inal expressions that can evoke the
frame in natural language. For each
lexical unit, provide a short definition
that captures its role in expressing the
relation.

You may consult manually annotated frames
from FrameNet that most closely corre-
spond to the given relation to guide your
construction.

Output Format: { "Frame_Name":
"{relation_name}", "Definition”:
"' "Frame_Elements”: { "Core": [{

"Name": "Subject”, "Definition":
"y { "Name" : "Object”,
"Definition”: ""} 1, "Non-Core":
[{ "Name": "", "Definition": ""3}]
}, "Lexical_Units": [{ "Name": "",
"Definition”: ""3}]1 }

Input:

<Manually Annotated Reference Frame>:
{similar_frame}
<Relation Label>: {relation_name}

A.2 RSFs Enhancement

Definition Aggregation Prompt

You are an expert in frame semantics.
Please consolidate the following definitions
of the same {type} into a single, con-
cise, accurate, and comprehensive defini-
tion. Note: If any part of the definitions
is unclear or ambiguous, clarify it through
reasonable inference or adjusted wording.
While avoiding the inclusion of irrelevant
information, retain as much critical informa-
tion from all definitions as possible. Ensure
the final definition is logically clear, suc-
cinctly expressed, and free of redundancy
or unnecessary complexity.

Input: <Definitions>: {definitions}

Output Format:
{ ”{type} DefinitiOn”: nn}

A.3 Semantic Frame Evocation

Frame Evocation Prompt

You are an expert in frame semantics. Your
task is to identify the most appropriate se-
mantic frames (i.e., relations) that best fit
the given sentence.

You are provided with a list of candidate
frames, each accompanied by a definition
and relevant lexical units (i.e., triggering
words or expressions).

Please output your selected frame names in
**descending order of relevance**, using
the following JSON format:
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Output Format:
{ "Frames": ["<FrameNamel>",...]1}

Candidate Frames:

- Frame Name: {frame name}
Definition: {definition}
Lexical Units: {lexical units}

Example:
<Sentence>: {sentence}
<Output>: { "Frames"”: ["FrameName"]}

Input:
<Sentence>: {sentence}
<Output>:

\. J

A.4 Frame-Guided Extraction

Triplet Extraction Prompt

Please extract all triplets from the sentence
based on the candidate frame definitions,
and output them in JSON format.

Candidate Frames:
- Frame Name: {frame name}
Definition: {definition}

Example:

<Sentence>: {sentence}

<Output>: "Triplets”:["Subject”:
"subject”, "Object”: "object"”,
"Relation”: "relation"]

Input:

<Sentence>: {sentence}

<Output>:

A.5 Core Frame Elements Validation

Core Frame Elements Validation Prompt

You are an expert in frame semantics. Your
task is to verify whether a predicted triplet
aligns with the definitions of Core Frame
Elements. If both match the expected se-
mantic roles, output <Valid>. Otherwise,
output <Invalid> and briefly explain why.

Output Format:
<Valid/Invalid>
<Justification>:

Input:

<Core Frame Elements>:
- Subject: {definition}
- Object: {definition}

<Sentence>: {sentence}
<Subject>: {subject}
<Object>: {object}
<Relation>: {relation}

<Output>:
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