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Abstract

High-quality prompts are crucial for eliciting
outstanding performance from large language
models (LLMs) on complex tasks. Existing re-
search has explored model-driven strategies for
prompt optimization. However, these methods
often suffer from high computational overhead
or require strong optimization capabilities from
the model itself, which limits their broad appli-
cability. To address these challenges, we pro-
pose ORPP, a framework that enhances model
performance by optimizing and generating role-
playing prompts. The core idea of ORPP is to
confine the prompt search space to role-playing
scenarios, thereby fully activating the model’s
intrinsic capabilities through carefully crafted,
high-quality role-playing prompts. Specifically,
ORPP first performs iterative optimization on
a small subset of training samples to gener-
ate high-quality role-playing prompts. Then,
leveraging the model’s few-shot learning capa-
bility, it transfers the optimization experience
to efficiently generate suitable prompts for the
remaining samples. Our experimental results
show that ORPP not only matches but in most
cases surpasses existing mainstream prompt
optimization methods in terms of performance.
Notably, ORPP suggests great "plug-and-play"
capability. In most cases, it can be integrated
with various other prompt methods and further
enhance their effectiveness.

1 Introduction

Large language models (LLMs) have demonstrated
outstanding performance in handling various com-
plex tasks (Marco et al., 2024; Li and Lan, 2025;
Son et al., 2024; Zhang et al., 2024). To fully un-
leash the capabilities of these models, carefully de-
signed prompts have been extremely important (Wu
et al., 2024). Research has shown that specific
prompt strategies can significantly influence the
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Figure 1: ORPP: A two-stage framework for optimiz-
ing and generating high-quality role-playing prompts,
combining iterative optimization few-shot learning.

reasoning ability and creativity of models in par-
ticular tasks (Xiang et al., 2025; Lu et al., 2024b).
However, manually designing prompts is challeng-
ing and labor-intensive. As a result, researchers
have begun to explore leveraging the capabilities
of LLMs themselves to automatically generate
prompts, opening up new avenues for the field of
prompt engineering.

Although techniques such as iterative optimiza-
tion, textual gradient, and self-supervised prompt
optimization have shown the potential of LLMs to
design high-quality prompts, these methods still
face significant challenges (Yuksekgonul et al.,
2024; Wang et al., 2024d; Xiang et al., 2025). For
example, iterative optimization methods often re-
quire large amounts of data to evaluate prompt
quality, resulting in high computational costs. Self-
supervised prompt optimization relies on the in-
trinsic evaluation capabilities of LLMs, which
significantly reduces costs but places higher de-
mands on the performance of the LLM itself (Xi-
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ang et al., 2025). In addition, searching within the
vast prompt space further increases the difficulty of
discovering high-quality prompts.

Previous studies have shown that by setting spe-
cific role-playing prompts, the reasoning ability
and creativity of LLMs can be enhanced, thereby
improving their performance in both closed and
open-ended tasks (Chen et al., 2024b; Kong et al.,
2024a; Lu et al., 2024b). For example, guiding
the model to play the role of an expert in a spe-
cific professional field, or simulating a character
with a particular way of thinking, can prompt the
model to examine problems from multiple perspec-
tives. This finding reveals a way for LLMs to fur-
ther stimulate their potential by simulating human
roles. However, existing methods mostly rely on
manually preset role-playing prompts, making it
difficult to automatically generate high-quality cor-
responding role settings according to specific task
requirements, which limits the possibility of further
improving model performance through automatic
role simulation.

Based on the above research insights, we pro-
poses a novel role-playing-based prompt optimiza-
tion method ORPP. Unlike existing methods, ORPP
focuses on role-playing prompts and aims to gener-
ate high-quality role-playing prompts to enhance
the ability of large language models. ORPP
can automatically generate optimized role-playing
prompts for specific tasks, effectively stimulating
the model’s potential in particular task scenarios
through role-playing. In addition, as a plug-and-
play modular component, our method can be com-
bined with existing prompt engineering techniques
to further improve the performance of other meth-
ods.

Experimental results show that our method sig-
nificantly enhances model performance in closed
tasks by generating high-quality role-playing
prompts. Furthermore, experiments verify the ef-
fectiveness of our method as a plugin, suggesting
that it can work synergistically with various ex-
isting methods and further improve their overall
performance in most cases. Our exploratory exper-
iments reveal that role-playing prompts generated
by smaller-parameter models can be successfully
transferred to larger-parameter models and exhibit
excellent performance, further demonstrating the
generalization potential of our prompt generation
method.

Our main contributions are as follows:

• We propose a novel role-playing-based
prompt optimization framework, which en-
hances the performance of large language
models on specific tasks by automatically gen-
erating high-quality role-playing prompts.

• We show that our method works as a plug-
and-play module and can be combined with
different prompt engineering techniques. In
most cases, it helps these techniques achieve
even better results.

• By focusing on role-playing prompts, our ap-
proach reduces the difficulty of prompt op-
timization, and the generated prompts show
great transferability.

2 Related Work

Role-Playing Large language models (LLMs)
have demonstrated great potential in the field of
role-playing (Lu et al., 2024a; Chuang et al., 2024;
Tang et al., 2024). Through carefully designed
prompts or targeted fine-tuning, LLMs can simulate
the language style, personality traits, and knowl-
edge systems of specific characters, successfully
portraying a wide range of roles from historical
figures to fictional literary characters (Chen et al.,
2024a; Shao et al., 2023; Duan et al., 2025; Tang
et al., 2025). Further research has revealed that en-
dowing LLMs with specific roles can unlock deeper
capabilities of the models. Appropriately designed
role-playing prompts have been proven to effec-
tively enhance the model’s creativity in open-ended
tasks and improve its performance in closed tasks
(Kong et al., 2024b; Lu et al., 2024b; Kong et al.,
2024c). However, current approaches often rely
on manually crafted role-playing prompts or use
fine-tuned models to generate prompts. The models
themselves struggle to autonomously generate high-
quality role-playing prompts that can significantly
improve task performance. Our work employs au-
tomatic prompt optimization techniques, enabling
the model to generate high-quality role-playing
prompts for itself that are tailored to specific tasks.

Prompt Optimization Carefully crafted prompts
are crucial for optimizing the performance of large
language models (LLMs) (Wang et al., 2024b; Wei
et al., 2022; Wang et al., 2024d). However, creat-
ing effective prompts often requires in-depth task-
specific knowledge. In recent years, researchers
have begun to explore leveraging the capabilities
of LLMs themselves to automatically generate
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high-quality prompts (Fernando et al., 2023; Wang
et al., 2024d; Gao et al., 2025). This strategy
not only reduces reliance on human expertise but
also enables the dynamic generation of more tar-
geted prompts according to specific task require-
ments, with the PO method demonstrating great
potential in this process. However, when dealing
with complex tasks, relying on LLMs to generate
high-quality prompts usually requires the model
to possess strong comprehension abilities (Wang
et al., 2024c). At the same time, searching for
high-quality prompts within an unrestricted prompt
space further increases the difficulty and cost of
optimization. Our work proposes optimizing role-
playing prompts to further unlock the potential
of LLMs (Pryzant et al., 2023). By constraining
the optimization space of prompts, role-playing
prompts reduce the difficulty of generating high-
quality prompts and can be flexibly integrated as
plugin modules into existing research frameworks.

3 Method

Our method is divided into two stages: First,
through iterative optimization, we find high-quality
role-playing prompts for sample data that can effec-
tively elicit the model’s capabilities. Then, these
optimal prompts are used as few-shot examples to
guide the model in generating corresponding role
prompts for other problems.

3.1 Optimization Objective
Role-playing prompt optimization aims to automat-
ically generate the optimal role-playing prompt R
for an input question Q. Its core objective is to
set the most effective role prompt for the model,
thereby maximizing the model’s performance on
that question. This optimization objective can be
represented as:

R∗ = argmax
R∈R

S(M(Q|R))

where R represents the space of candidate role-
playing prompts, the scale of which is significantly
reduced compared to traditional prompt optimiza-
tion. M(Q|R) denotes the output generated by
model M for question Q given the role-playing
prompt R. And S is the evaluation function used
to quantify the quality of the model’s output.

3.2 Optimization Process
The optimization process first generates role-
playing prompts for the extracted samples, and then

iteratively refines them to ensure these prompts
meet high-quality standards. The resulting pairs of
high-quality samples and prompts will be used for
subsequent few-shot transfer learning.

As shown in Algorithm 1, the optimization pro-
cess mainly relies on the model’s own reasoning
and generation capabilities to achieve automatic
iteration and improvement of prompts. Previous
studies have shown that the quality of prompts is
reflected in the performance of the model’s out-
put (Deng et al., 2023; Xiang et al., 2025). Based
on this, our method relies on evaluating the quality
of the model’s output to optimize the prompts. This
is accomplished through using a reward model.

First, a small sample set Q is selected from
the training set of the dataset. For each question
q ∈ Q, the model M generates a baseline an-
swer Abase(q) = M(q) without any specific role
prompt. Then, the reward model Mreward evalu-
ates this baseline answer to obtain a baseline score
S(Abase(q)) =Mreward(q, Abase(q)), which serves
as a reference standard for measuring the effective-
ness of subsequent role-playing prompts.

During the optimization phase, for each ques-
tion q, the model first generates k initial candidate
role-playing prompts to form the initial prompt
set R0(q). Then, N rounds of iterative optimiza-
tion are performed. In each round i, the model
uses each prompt R ∈ Ri−1(q) from the current
prompt set to generate an answer M(q|R). The
reward model Mreward then calculates the score
S(M(q|R)). Throughout all rounds, the system
continuously records the highest-scoring prompt
found so far for question q, denoted Rbest(q), and
the lowest-scoring prompt, Rworst(q), updating
them as better or worse prompts are discovered
in each round’s evaluations.

In the analysis and improvement phase of each
iteration i, the goal is to generate an optimized
new prompt set Ri(q) based on the evaluation of
Ri−1(q). The model receives comprehensive feed-
back. This includes the globally best-performing
prompt Rbest(q) and globally worst-performing
prompt Rworst(q) identified across all rounds up to,
along with their corresponding answers and scores.
Furthermore, to avoid falling into cycles or local
optima, the model also considers the global best
prompt from the end of the immediately preceding
iteration, Rprev_iter

best (q) .
Based on this rich feedback, the model analyzes

the reasons for performance differences. This ana-
lytical process can be conceptualized as estimating
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Question: {question}
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Previous iteration best prompt (Iteration {last_iter}): 
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Improved Role-playing Prompts Generate

System Prompt

Prompt Execution
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To determine the appropriate 
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Figure 2: Illustration of ORPP: A two-stage role-playing prompt generation and optimization framework that
combines iterative optimization and few-shot learning. Using a real example from GPQA, in Stage One, high-quality
role-playing prompts are identified for sample data through an iterative optimization process. In Stage Two, these
optimized High-Quality Question & Role-Playing Prompt Pairs are used as few-shot examples to guide the model
in generating corresponding role-playing prompts for new questions, thereby efficiently improving the model’s
performance on a wide range of questions.

the effective "text gradient" of the reward func-
tion S with respect to the prompt R, denoted as
A(i−1) = ∇RS(R(i−1)

ref ; q). This gradient provides
directional guidance for prompt optimization. Here,
R

(i−1)
ref represents the reference prompt(s) from the

evaluation of Ri−1(q). A(i−1) contains the full
analytical context of the evaluation.

Based on this "gradient", the system formu-
lates targeted improvement suggestions. Following
these suggestions, the model generates a new set
of k candidate role-playing prompts, {R(i)

j (q)|j =
1, . . . , k}, which collectively form the next prompt
set Ri(q). The generation of each new candidate
prompt R(i)

j (q) can be described by the following
transformation:

R
(i)
j (q) =Mgen

(
R

(i−1)
set (q),∇RS

)

where R
(i−1)
set (q) is the prompt set, based on the

current global best prompt Rbest(q), the current
global worst prompt, and the previous round’s best
prompt Rprev_iter

best (q). Mgen is a model-based gen-
erative function used to generate optimized new
role-playing prompts.

After N rounds of iteration, for each question q,
the prompt with the highest score recorded across
all rounds, Rbest(q), is selected as the final opti-
mized result R∗(q) for that question.

3.3 Prompts Generation

After identifying an optimized high-quality role-
playing prompt R∗(q) for each question q in the
randomly selected training subset during the opti-
mization phase, we adopt a few-shot learning ap-
proach to generalize this optimization capability to
test questions, as shown in Algorithm 2.

Specifically, we first select the top m highest-
quality "question and optimal role-playing prompt"
pairs (qtrain, R∗(qtrain)) from the optimized sam-
ples to construct a few-shot example set Efs. The
quality of each pair is evaluated based on the im-
provement in answer score when using the role-
playing prompt compared to answering without
one.

Next, for each new question q in the test set
Qtest, the modelM receives the new question q
along with the few-shot example set Efs as input.
Through few-shot learning, the model can under-
stand the association patterns between questions
and prompts in the examples, and based on this un-
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Algorithm 1 Optimization Process Of ORPP

1: for all q ∈ Q do
2: for i = 0 to N − 1 do
3: if i = 0 then
4: Ri(q)←Mgen(q)
5: else
6: Rref ← {Rbest(q), Rworst(q),

Rprev_best(q)}
7: Ri(q)←Mopt(q,Rref )
8: end if
9: for all R ∈ Ri(q) do

10: A(q,R)←M(q|R)
11: Scurrent ←Mreward(q, A(q,R))
12: if Scurrent > Sbest(q) then
13: Sbest(q)← Scurrent

14: Rbest(q)← R
15: end if
16: if Scurrent < Sworst(q) then
17: Sworst(q)← Scurrent

18: Rworst(q)← R
19: end if
20: end for
21: Rprev_best(q) ← argmaxR∈Ri(q)

Mreward(q,M(q|R))
22: end for
23: R∗(q)← Rbest(q)
24: end for

derstanding, infer and generate an appropriate role-
playing prompt Rfs(q) for the current test question.
This process leverages the strong in-context learn-
ing ability of large language models, enabling them
to mimic the patterns in the examples and produce
high-quality role-playing prompts.

Finally, the generated role-playing prompt
Rfs(q) is used as the system prompt, and together
with the test question q to be inputed into the model
to obtain the final answer Afinal for the test ques-
tion. This method avoids time-consuming multi-
round optimization for each question, significantly
improves efficiency, and effectively transfers the
optimization strategies learned from the training
subset to new questions.

4 Experiments

4.1 Experimental Setup

Benchmarks We select a diverse set of tasks
to evaluate the effectiveness of our method in
enhancing model capabilities and to verify its
performance when combined with other meth-

Algorithm 2 Few-Shot Role Prompt Generation
and Final Answer Generation for Test Set

1: Select m pairs (qtrain, R
∗(qtrain)) where

qtrain ∈ Qsub to form the few-shot example
set Efs = {(q1, R∗(q1)), . . . , (qm, R∗(qm))}.

2: for all q ∈ Qtest do
3: Rfs(q)←Mfs(q, Efs)
4: A(q,Rfs(q))←M(q|Rfs(q))
5: Afinal ← A(q,Rfs(q))
6: end for

ods as a plugin. Specifically, we choose sev-
eral tasks that rely on model reasoning abilities,
including GPQA (Rein et al., 2023), MMLU-
CF (Zhao et al., 2024), MMLU-Pro (Wang et al.,
2024e), MATH (Hendrycks et al., 2021), AGIEval-
Math (Zhong et al., 2023), and Med QA (Jin et al.,
2021). For GPQA, we use the most challenging
GPQA-diamond subset as the test set, with the
remaining questions as the training set. In MMLU-
CF and MMLU-Pro, we select tasks from four cat-
egories: mathematics, physics, chemistry, and bi-
ology. Specifically, we randomly sample 50 data
points from each category as the training set, and
use the remaining data as the test set. For MATH,
we use the highest difficulty level, level 5, as the
test set. In AGIEval-Math, we use questions with
difficulty levels 4 and 5 as the test set, with the rest
as the training set. For Med QA, we use the entire
test set for evaluation. In Table 1, we present the
sizes of the training and test sets for each dataset
we used. Details of the dataset construction are
provided in Appendix A.2.

Dataset Training Set Test Set

GPQA 250 198
MMLU-CF 150 2528
MMLU-Pro 150 4299
MATH 7500 1324
AGIEval-Math 512 488
Med QA 10178 1273

Table 1: Training and Test Set Sizes of Datasets

Comparison Methods To evaluate the effective-
ness of ORPP in enhancing the capabilities of large
language models, we compare it with various ad-
vanced prompt engineering techniques. In this
study, direct question input is set as the baseline.
In the controlled experiments, we select several
classic prompting methods, including Chain-of-
Thought (Wei et al., 2022), Rephrase (Deng et al.,
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2023), and Step-Back (Zheng et al., 2024). In ad-
dition, our method is also compared with current
state-of-the-art prompt optimization approaches
such as OPRO (Yang et al., 2024) and SPO (Xiang
et al., 2025). Detailed experimental configurations
for each comparison method can be found in the
Appendix B.2. To further confirm the practical ap-
plication potential of our method as a plugin, we
also explore its combination with the aforemen-
tioned techniques and conduct relevant studies on
these combinations.

Implementation Details This study selects two
models of different scales, Qwen2.5-14B-Instruct
and Qwen2.5-32B-Instruct (Team, 2024) for ex-
perimental validation. All models are deployed
using vLLM (Kwon et al., 2023), and inference
is performed on NVIDIA L20 GPUs. To ensure
the reproducibility of the experiments, we set a
fixed random seed of 42 and use it to sample ini-
tial instances from the training set. During the
prompt optimization phase, we randomly select
ten samples from the training set for optimization.
In this process, we employ ArmoRM-Llama3-8B-
v0.1 (Wang et al., 2024a) as the reward model to
evaluate the quality of the generated content. The
model is deployed using Hugging Face Transform-
ers (Wolf et al., 2019). During the optimization
phase, we conduct ten rounds of iteration, generat-
ing three role-playing prompts in each round. In
the second stage, we set the number of few-shot
examples to 3 and further investigate the impact of
different numbers of examples on the final model
performance in subsequent experiments.

Regarding the temperature parameter, we set it
to 0.2 only when generating role-playing prompts
to introduce moderate diversity. In all other genera-
tion and evaluation steps, the temperature is set to 0
to ensure deterministic outputs. In the subsequent
transfer application stage, in order to maintain con-
sistency and reproducibility, the temperature re-
mains 0 for both generating role-playing prompts
and producing final answers with the model. De-
tailed experimental settings for the comparative
methods are presented in the appendix.

4.2 Experiments Results

Main Results In Table 2, we present the per-
formance of our method compared with other ap-
proaches on various benchmark tests. It shows
that our method achieves outstanding results in
most tasks, especially on multiple tasks such as

GPQA, AGIEval-Math, and MMLU-Pro, where it
achieves the best performance on its own. This
fully demonstrates the effectiveness of high-quality
role-playing prompts in improving model perfor-
mance and validates the effectiveness of our ap-
proach. It is worth emphasizing that, before being
used as a plugin, our method alone can effectively
enhance the model’s performance and achieve re-
sults comparable to advanced prompt-based meth-
ods.

Plugin Integration Effects ORPP focuses on op-
timizing and generating the final system prompt,
rather than the user prompt, which allows it to be
flexibly integrated as a plugin with various exist-
ing prompt strategies. In a series of comparative
experiments (see Table 3), we present a detailed
evaluation of ORPP when combined with other ap-
proaches. The results show that, for most tasks
such as MMLU-PRO, MMLU-CF, and MedQA,
ORPP can effectively enhance the performance of
existing methods. However, this performance im-
provement is not always consistently reproducible.
In certain cases, the final performance after inte-
gration may be inferior to using our method alone.
We also observe that, for some specific tasks, our
method could have a negative impact on certain
existing approaches, resulting in decreased perfor-
mance. These findings suggest the great potential
of our method as a plugin. At the same time, they
indicate that achieving optimal results requires care-
ful consideration of the specific tasks and methods
involved; simple stacking or combination may not
always yield the expected outcomes.

Effect of Number of Examples Based on Qwen-
14B, we further explore the impact of the number
of high-quality question and role-playing prompt
pairs used in the few-shot examples of the second
stage on the accuracy of ORPP across different
tasks. The experimental results are shown in Fig-
ure 3. In different task scenarios, the relationship
between model performance and the number of ex-
amples exhibits significant fluctuations. Especially
in test sets such as GPQA and AGIEval-MATH,
the model shows notable performance variations
as the number of examples changes. Experimental
analysis reveals that there is no specific number of
examples that consistently yields superior results
across all tasks. This phenomenon suggests that the
optimal number of examples may be closely related
to the characteristics of each specific task, and ded-
icated tuning is required for different application
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Method GPQA AGIEval-MATH MATH MMLU-Pro MMLU-CF Med QA

Qwen2.5-14B

base 43.43 67.21 59.29 71.27 70.02 63.63
CoT 43.94 (+0.51) 68.24 (+1.03) 60.57 (+1.28) 71.85 (+0.58) 71.88 (+1.86) 66.69 (+3.06)
Rephrase 40.40 (-3.03) 68.24 (+1.03) 58.01 (-1.28) 72.27 (+1.00) 72.47 (+2.45) 66.06 (+2.43)
Step-back 43.43 (+0.00) 70.08 (+2.87) 57.85 (-1.44) 72.18 (+0.91) 72.19 (+2.17) 65.83 (+2.20)
OPRO 43.94 (+0.51) 68.85 (+1.64) 61.78 (+2.49) 70.99 (-0.28) 71.24 (+1.22) 65.20 (+1.57)
SPO 42.93 (-0.50) 68.24 (+1.03) 59.74 (+0.45) 73.34 (+2.07) 70.93 (+0.91) 64.57 (+0.94)
ORPP 45.45 (+2.02) 70.29 (+3.08) 62.24 (+2.95) 72.85 (+1.58) 71.12 (+1.10) 65.67 (+2.04)

Qwen2.5-32B

base 42.93 73.36 65.33 75.62 73.38 65.67
CoT 46.46 (+3.53) 74.59 (+1.23) 65.94 (+0.61) 75.53 (-0.09) 76.48 (+3.10) 69.21 (+3.54)
Rephrase 47.47 (+4.54) 70.49 (-2.87) 62.84 (-2.49) 76.16 (+0.54) 75.12 (+1.74) 68.19 (+2.52)
Step-back 47.98 (+5.05) 72.34 (-1.02) 62.31 (-3.02) 75.65 (+0.03) 76.34 (+2.96) 69.91 (+4.24)
OPRO 43.94 (+1.01) 76.43 (+3.07) 63.67 (-1.66) 76.13 (+0.51) 75.91 (+2.53) 66.77 (+1.10)
SPO 43.43 (+0.50) 71.93 (-1.43) 62.92 (-2.41) 76.51 (+0.89) 75.71 (+2.33) 69.44 (+3.77)
ORPP 49.49 (+6.56) 75.20 (+1.84) 67.45 (+2.12) 76.86 (+1.24) 74.33 (+0.95) 67.40 (+1.73)

Table 2: Comparison of test results on the six benchmarks between other prompt methods and role-playing prompt
optimization, using both Qwen2.5-14B and Qwen2.5-32B models, with relative improvements shown.

Method GPQA AGIEval-MATH MATH MMLU-Pro MMLU-CF Med QA

Qwen2.5-14B

CoT+ 42.93 (-1.01) 71.52 (+3.28) 61.93 (+1.36) 74.02 (+2.17) 72.78 (+0.90) 66.85 (+0.16)
Rephrase+ 42.93 (+2.53) 70.49 (+2.25) 61.40 (+3.39) 72.62 (+0.35) 72.71 (+0.24) 67.95 (+1.89)
Step-back+ 42.42 (-1.01) 67.62 (-2.46) 59.67 (+1.82) 72.58 (+0.40) 72.85 (+0.66) 68.97 (+3.14)
OPRO+ 40.40 (-3.54) 69.47 (+0.62) 61.10 (-0.68) 73.53 (+2.54) 72.15 (+0.91) 65.91 (+0.71)
SPO+ 40.40 (-2.53) 70.08 (+1.84) 61.63 (+1.89) 73.25 (-0.09) 70.73 (-0.20) 66.06 (+1.49)

Qwen2.5-32B

CoT+ 42.42 (-4.04) 73.57 (-1.02) 65.48 (-0.46) 77.88 (+2.35) 76.19 (-0.29) 71.17 (+1.96)
Rephrase+ 47.47 (+0.00) 71.11 (+0.62) 64.12 (+1.28) 77.65 (+1.49) 75.16 (+0.04) 68.50 (+0.31)
Step-back+ 44.95 (-3.03) 72.54 (+0.20) 62.76 (+0.45) 77.58 (+1.93) 76.34 (+0.00) 72.11 (+2.20)
OPRO+ 46.97 (+3.03) 74.18 (-2.25) 64.20 (+0.53) 77.93 (+1.80) 75.47 (-0.44) 69.84 (+3.07)
SPO+ 44.96 (+1.53) 70.94 (-0.99) 63.37 (+0.45) 77.30 (+0.79) 75.67 (-0.04) 70.31 (+0.87)

Table 3: Performance of ORPP combined with other methods on six evaluation benchmarks. + indicates that the
method is combined with ORPP, and the number in parentheses represents the performance difference compared to
the original method.

scenarios.

Prompt Transferability We further investigate
the transferability of role-playing prompts gener-
ated through ORPP. Specifically, we apply the role-
playing prompts generated by Qwen-14B to Qwen-
32B and conduct performance tests. The results
art shown in Figure 4. The experimental results
show that using transferred prompts successfully
enhance Qwen-32B’s performance across different
tasks. Specifically, compared to using role-playing
prompts optimized and generated by Qwen-32B it-
self, employing role-playing prompts generated by
Qwen-14B achieve further performance improve-
ments on many tasks, with performance drops ob-
served only on the GPQA and MATH. These ex-
perimental findings suggest that the role-playing
prompts generated by our proposed method pos-

sess great cross-model transferability, and reveal
the effectiveness and application potential of lever-
aging smaller-scale models to generate high-quality
prompts for transfer to larger-scale models.

Out-of-Distribution Tests To better evaluate the
generalization ability of ORPP, we conduct fur-
ther evaluation on out-of-distribution (OOD) tasks.
Specifically, we apply the role-playing prompts
examples optimized in the source task as few-
shot examples to test on target tasks across do-
mains. Based on Qwen-14B, we test the perfor-
mance of the model on all six benchmark tasks
when using prompts optimized on GPQA, MedQA,
and AGIEval-Math as few-shot examples. The
results are shown in Figure 5. The experimen-
tal results suggest that our method exhibits great
cross-domain effectiveness. For instance, when
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out using any role-playing prompts.

applying the role-playing prompt optimized for
the medical domain (MedQA) to a mathematical
task, the model achieved an accuracy of 70.49% on
AGIEval-Math and 61.71% on MATH. Similarly,
when applying prompts optimized in the mathemat-
ical domain to a medical task, the model performed
well. This cross-task transferability fully suggests
that ORPP can learn a domain-independent role-
playing prompt generation strategy. In out-of-
distribution scenarios, the prompts generated by
ORPP still maintain stable performance.

4.3 Influence of Role-playing Prompts

We apply t-SNE (van der Maaten and Hinton, 2008)
to visualize the hidden states of different layers of
the model on GPQA data points in Figure 6 to
investigate whether the model can spontaneously
recognize changes in reasoning patterns triggered
by role-playing prompts.

In the shallow processing stage of the model, the
states of role-playing prompts and non-role-playing
prompts gradually show a trend of separation. By
the middle layer, these two types of prompts are
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Figure 5: Out-of-Distribution Generalization of ORPP.
Performance of role-playing prompts optimized for
GPQA, MedQA, and AGIEval-Math when transferred
as few-shot examples to all six benchmark tasks using
Qwen-14B.

clearly clustered into two distinct categories. This
phenomenon indicates that the model can effec-
tively identify role-playing prompts and perform
discriminative analysis.

As information enters the deeper layers, inter-
estingly, these two states begin to gradually merge.
At the deepest level, some representations are com-
pletely intertwined, while others remain close but
still form separate clusters. This pattern reveals that
the model can interpret questions in different ways
based on previously received role-playing prompts,
thereby generating innovative lines of thought.

4.4 Cost Trade-off Analysis

In practical applications, computational cost is an
important factor in evaluating the feasibility of op-
timization methods. ORPP shifts the additional
costs to the inference stage, thereby reducing the
costs of the preprocessing stage. During the pre-
processing optimization stage, ORPP only requires
one-time iterative optimization on a small number
of samples, effectively reducing costs. However,
during the inference stage, the generation of role-
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Figure 6: t-SNE visualization of the hidden states of
queries with and without role-playing prompts.
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playing prompts introduces additional overhead.
We conduct a quantitative analysis of this based on
Qwen-14B. In Figure 7, we show the average token
lengths of role-playing prompts generated by the
model during the inference stage and the model’s
responses across different benchmarks. The to-
ken length of model responses is generally much
greater than the length of role-playing prompts. In
complex tasks, the model response length is signif-
icantly greater than the role-playing prompt length.
For example, in GPQA, role-playing prompts aver-
age approximately 69 tokens, while the model’s re-
sponses average approximately 670 tokens. There-
fore, we think that the additional overhead intro-
duced during the inference stage is controllable.

4.5 Case Study
To further evaluate the effectiveness of our ap-
proach, we present case studies in Appendix C.
In these studies, we not only demonstrate examples
of iterative optimization of role-playing prompts,
but also illustrate the effectiveness of role-playing
prompts generated by our method in few-shot trans-
fer scenarios. In addition, we provide concrete ex-
amples to clearly compare the model’s performance
with and without the use of role-playing prompts.

5 Conclusion

We proposes an automated role-playing prompt
optimization method. The method iteratively op-
timizes role-playing prompts on a small num-
ber of samples and leverages these optimized in-
stances for few-shot learning, enabling the model
to autonomously generate high-quality role-playing
prompts and thus improve its performance on target
tasks. ORPP not only enhances model performance

on tasks but can also serve as a plug-and-play mod-
ule that integrates with existing prompt engineering
techniques. Experimental results show that ORPP
can effectively improve the model’s task perfor-
mance. Furthermore, when ORPP is combined
with other prompt engineering methods, model per-
formance can be further enhanced, demonstrating
its strong compatibility. Overall, ORPP provides an
effective new approach for automated prompt engi-
neering, namely by automatically generating high-
quality role-playing prompts to stimulate model
performance.

Limitations

Overall, utilizing high-quality role-playing prompts
generally enhances the performance of the model.
However, in certain specific tasks, introducing role-
playing prompts not only fails to improve perfor-
mance but also negatively impacts the model’s ca-
pabilities, thereby affecting the accuracy of the
final output. Future research will further explore
in which contexts role-playing prompts should be
used in order to avoid their potential negative ef-
fects.

When our method is used as a plugin in combi-
nation with other methods, it can further improve
the performance of those methods in most cases.
However, in some situations, it may still have a
negative impact. Additionally, when our method is
used as a plugin, its performance may sometimes
be inferior to using our method alone. In the future,
we will further explore better ways of integration
to fully realize the potential of our method as a
plugin.
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Ethics Statement

Our method improves model performance through
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A Prompt and Dataset

A.1 The prompts of ORPP
In this section, we provide a detailed presentation
of the prompts used in ORPP’s framework, includ-
ing those for iterative optimization and those for
generating role-playing prompts based on few-shot
learning, as shown in Table 4. During the analysis
and optimization phase, we incorporate the best-
performing role-playing prompt from the previous
iteration along with its evaluation score into the cur-
rent process to avoid redundant optimization. It is
worth emphasizing that, in the generation and opti-
mization of role-playing prompts, we relied solely
on concise expressions. For specific application
domains, these prompts can be further refined to
achieve improved performance.

A.2 Datasets
GPQA is a dataset designed to evaluate the
question-answering abilities of large language mod-
els in multidisciplinary and high-difficulty profes-
sional domains (Rein et al., 2023). Its license is CC
BY 4.0. In our experiments, following the approach
of (Xiang et al., 2025), we use GPQA-Diamond
as the test set, while the remaining questions in
GPQA, excluding GPQA-Diamond, are used as the
training set.

AGIEval-Math is the mathematics subset of the
AGIEval dataset, specifically designed to evalu-
ate the reasoning and problem-solving abilities of
large language models in the field of mathemat-
ics (Zhong et al., 2023). It is licensed under the
MIT License. In our experiments, we use the more
challenging ’Level 4’ and ’Level 5’ questions as the
test set, while questions of other difficulty levels
are used as the training set.

The MATH dataset is specifically designed to
evaluate the mathematical reasoning and problem-
solving abilities of large language models, and is
widely used for testing and researching model per-
formance in the field of mathematics (Hendrycks

et al., 2021). It is licensed under the MIT License.
In our experiments, we retain only the "Level 5"
problems in the test set to more thoroughly assess
the capabilities of the model.

The MMLU-Pro dataset is a more robust and
challenging large-scale multitask understanding
benchmark that covers multiple domains, aiming
to provide a stricter evaluation of large language
models (Wang et al., 2024e). It is licensed under
the MIT License. We select four domains—math,
physics, chemistry, and biology—as our test set,
and sampled 50 questions from each domain to
serve as the training set.

MMLU-CF is a multi-task language understand-
ing dataset that covers a wide range of disciplines.
It is designed to address the issue of benchmark
contamination in open-source benchmark testing
for large language models, thereby providing more
reliable evaluation results (Zhao et al., 2024). Its
license is Community Data License Agreement –
Permissive, Version 2.0. Our processing method is
the same as MMLU-Pro, selecting only four fields
for testing. The division of training and testing sets
is the same as above.

MedQA is a question answering dataset focused
on the medical domain, mainly used to evaluate the
ability of artificial intelligence in medical knowl-
edge understanding and reasoning (Jin et al., 2021).
Its license is CC BY 4.0. We choose this dataset
to test the model’s knowledge proficiency in the
medical field. Since MedQA already provides well-
organized training and testing sets, we do not need
to perform any additional data processing.

B Experiments Details

B.1 Model Input Formulation
The model input is composed of the following com-
ponents:

Input

System:<Role-Playing Prompt>
User:Question + <Options> + <Prompt> +
<Answer Format>

The model input mainly consists of two parts:
the system level and the user level. The core con-
tent at the system level is the role-playing prompt,
which is the main focus of our optimization efforts.
At the user level, the input includes the specific
question of the task, as well as optional components
such as corresponding options, a prompt generated
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PROMPT
Initial Role-
playing
Prompts
Generation

I need you to create a role-playing prompt based on the following question.
Question: {question}
Create a role prompt describing an role best suited to answer this question in brief. Im-
portant:The role prompt you generate must not include the specific text or details of the
question provided above. Focus solely on defining the expert role. Only return the role
prompt itself, without any additional explanation.

The
Prompt
for Analyz-
ing

You are an expert in evaluating AI responses to questions. You need to analyze different
responses to the same question.
Question: {question}
Response 1 (HIGHEST SCORE, {score}):
Role prompt: {Role-playing Prompt}
Response: response
Response 2 (LOWEST SCORE, {score}):
Role prompt: {Role-playing Prompt}
Response: response
Additionally, consider the best role prompt from the previous iteration (Iteration {last_iter},
Score: {score}): {Role-playing Prompt}
Please provide a detailed analysis of:
1. Why the highest-scoring role prompt might be more effective
2. What specific weaknesses are in the lowest-scoring role prompt
3. How the previous iteration’s best prompt influenced the results
4. What characteristics make an effective role prompt for this type of question
Format your analysis as detailed paragraphs with clear insights.

Improved
Role-
playing
Prompts
Generation

You are a prompt engineering expert specializing in creating role-based prompts for AI.
Question: {question}
Best performing prompt (Score: {highest_score}): {prompt}
Worst performing prompt (Score: {lowest_score}): {prompt}
Previous iteration best prompt (Iteration {last_iter}): {last_round_best_prompt}
Analysis of previous role prompts: {analysis}
Based on this analysis and the performance of previous prompts, create a new and improved
role prompt that would be more effective than the best performing one. The prompt should
describe a role, incorporating the strengths of the high-scoring prompt while avoiding the
weaknesses of the low-scoring one.
Only return the prompt itself, without any additional explanation.

Few-shot
Role-
playing
Prompt
Generate

I need you to create a role-playing prompt for a question. Here are examples of effective
role prompts for similar questions:
Example 1:
Question: {question}
Effective role prompt: {role_prompt}
Example 2:
Question: {question}
Effective role prompt: {role_prompt}
...
Now, create a similar role prompt for this question: {question}
Create a concise and powerful prompt describing a role who would be best suited to answer
this question. Only return the prompt itself, without any explanation.

Table 4: The prompts used in ORPP’s iterative optimization phase and few-shot generation phase.
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by existing methods, and specific answer format
requirements.

B.2 Implementations Configuration
Chain-of-Thought (CoT) significantly improves the
performance of large language models (LLMs) on
complex tasks by guiding them to generate a se-
ries of intermediate reasoning steps (Wei et al.,
2022).We use the zero-shot CoT prompt.

CoT

Question + <Options> + Let’s think step by
step. + <Answer Format>

Rephrase aims to improve the understanding and
accuracy of responses by large language models
(LLMs) through restating and expanding on the
questions posed by users (Deng et al., 2023).We
refer to the work of Xiang et al. (2025) to set the
prompts.

Rephrase

Question + <Options> + Please rephrase
the question in a way that is easier to under-
stand, minimizing ambiguity and consider-
ing edge cases.And Then provide a solution
step by step for the question. + <Answer
Format>

Step-Back Prompting is a prompting technique
that guides large language models (LLMs) to first
engage in abstract thinking by extracting high-level
concepts and fundamental principles, and then pro-
ceed to reason about specific problems (Zheng
et al., 2024).We refer to the work of Xiang et al.
(2025) to set the prompts.

Step-back

Question + <Options> + Please first think
about the principles involved in solving this
task which could be helpful.And Then pro-
vide a solution step by step for this question.
+ <Answer Format>

For the OPRO (Yang et al., 2024), we set up a 10-
round iterative optimization process. In each round,
the model generates 8 candidate prompts. For each
dataset, we first sample 200 examples from the orig-
inal training data to construct a new training subset.
OPRO is then comprehensively evaluated on this
subset to screen for better-performing prompts. It

is worth noting that the entire process of prompt
generation and execution is performed by the eval-
uation model itself. As for the temperature param-
eter, we follow the original OPRO settings: the
temperature is set to 1 during the prompt genera-
tion stage and adjusted to 0 during the execution
stage. Finally, we select the prompt with the high-
est score on the training subset and apply it to the
test set to obtain the final results.

For SPO (Xiang et al., 2025), we maintain the
original configuration and randomly select three
questions from the training set for each iteration.
Each task undergoes 10 iterations. During the ex-
periment, the execution model and the optimization
model both use the test model itself. Other settings
remain consistent with the official SPO program.
The initial prompt is set to "Let’s think step by
step.+<Answer Format>," where the format limita-
tion is determined based on the task.

C Case Study

In this section, we present case studies that illus-
trate the optimization trajectory of role-playing
prompts by ORPP on selected samples from
AGIEval-Math, as well as its performance in sub-
sequent few-shot prompt generalization tasks. In
addition, we compare example responses generated
using our role-playing prompts with those gener-
ated without such prompts.
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Iter Score Role-playing Prompt
1 1.58 You are a cellular biology expert specializing in mitochondrial function and

metabolism. Your deep understanding of how environmental factors affect
cellular processes, particularly in relation to ATP production, is unparalleled.
Your role involves analyzing and explaining the impact of various conditions on
mitochondrial activity.

2 1.61 You are a cellular biology expert specializing in mitochondrial function and
metabolism. Your unparalleled deep understanding of how environmental
factors affect cellular processes, particularly in relation to ATP production,
is essential for your role. You are tasked with analyzing and explaining the
impact of various conditions on mitochondrial activity, ensuring your response
is detailed, precise, and scientifically accurate.

3 1.65 You are a cellular biology expert specializing in mitochondrial function and
metabolism. Your unparalleled deep understanding of how environmental
factors affect cellular processes, particularly in relation to ATP production,
is essential for your role. You are tasked with providing a detailed, precise,
and scientifically accurate explanation of the impact of various conditions on
mitochondrial activity, ensuring that your response thoroughly explains the
mechanism by which low external pH affects ATP production and why other
potential explanations are incorrect.

4 1.75 You are a cellular biology expert specializing in mitochondrial function and
metabolism. Your unparalleled deep understanding of how environmental
factors affect cellular processes, particularly in relation to ATP production, is
essential for your role. You are tasked with providing a detailed, precise, and
scientifically accurate explanation of the impact of low external pH on ATP
production by mitochondria. Ensure your response thoroughly explains the
mechanism by which low external pH affects ATP production and explicitly
addresses why other potential explanations are incorrect, thereby enhancing the
educational value of your answer.

5 1.78 You are a cellular biology expert specializing in mitochondrial function and
metabolism. Your unparalleled deep understanding of how environmental
factors affect cellular processes, particularly in relation to ATP production,
is essential for your role. You are tasked with providing a detailed, precise,
and scientifically accurate explanation of the impact of low external pH on
ATP production by mitochondria. Your response must thoroughly explain the
mechanism by which low external pH affects ATP production, explicitly address
why other potential explanations are incorrect, and include specific examples to
enhance the educational value of your answer.

Table 5: An Example of Iterative Optimization of Role-Playing Prompts
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Base
User: trans-cinnamaldehyde was treated with methylmagnesium bromide, forming product 1.1 was
treated with pyridinium chlorochromate, forming product 2.3 was treated with (dimethyl(oxo)-l6-
sulfaneylidene)methane in DMSO at elevated temperature, forming product 3. how many carbon
atoms are there in product 3?
Assistant: To determine the number of carbon atoms in product 3, we need to follow the trans-
formations step by step:1. **Trans-cinnamaldehyde** (C9H8O) reacts with **methylmagnesium
bromide** (CH3MgBr) to form **product 1**. This reaction typically involves an addition of a
methyl group to the aldehyde carbon, forming a tertiary alcohol. The structure of product 1 would be
a substituted benzene ring with a methyl group and a hydroxyl group attached to the same carbon that
was originally the aldehyde carbon. This product would have the formula C10H11O.2. **Product
1** (C10H11O) is then treated with **pyridinium chlorochromate (PCC)**, which is an oxidizing
agent. This reaction would oxidize the hydroxyl group to a ketone, forming **product 2**. The
structure of product 2 would be a substituted benzene ring with a methyl group and a ketone group
attached to the same carbon. This product would also have the formula C10H10O.3. **Product 2**
(C10H10O) is treated with **(dimethyl(oxo)-16-sulfaneylidene)methane** in DMSO at elevated
temperature. This reagent is known to form a thioester, which involves the reaction of the ketone
with the thioester reagent. The reaction would replace the ketone group with a thioester group, but
the carbon count remains the same. Therefore, **product 3** would still have the formula C10H10O.
Thus, the number of carbon atoms in product 3 is 10. The correct answer is [3]. ✖

ORPP:
System: You are an organic chemist with extensive experience in organic synthesis and reaction
mechanisms. Your expertise includes the ability to predict and analyze the outcomes of complex
chemical reactions, particularly those involving Grignard reagents, oxidations, and thioacetal for-
mations. Your task is to determine the number of carbon atoms in the final product of a series of
chemical reactions based on your knowledge of reaction pathways and product structures.
User: trans-cinnamaldehyde was treated with methylmagnesium bromide, forming product 1.1 was
treated with pyridinium chlorochromate, forming product 2.3 was treated with (dimethyl(oxo)-l6-
sulfaneylidene)methane in DMSO at elevated temperature, forming product 3. how many carbon
atoms are there in product 3?
Assistant: Let’s analyze the reactions step by step to determine the structure of product 3 and
count the carbon atoms.1. **trans-cinnamaldehyde treated with methylmagnesium bromide (Grig-
nard reagent):** - trans-cinnamaldehyde has the structure: CH3 − CH = CH − CHO - Reaction
with methylmagnesium bromide (MeMgBr) will add a methyl group to the aldehyde carbon, form-
ing a tertiary alcohol: CH3 − CH = CH − CH2OH - This is product 1.2. **Product 1 treated
with pyridinium chlorochromate (PCC):** - PCC is an oxidizing agent that can oxidize primary
alcohols to aldehydes and secondary alcohols to ketones. - The tertiary alcohol in product 1
will be oxidized to a ketone: CH3 − CH = CH − CH2OH → CH3 − CH = CH − CH2O
- This is product 2.3. **Product 2 treated with (dimethyl(oxo)-l6-sulfaneylidene)methane in
DMSO at elevated temperature:** - (dimethyl(oxo)-l6-sulfaneylidene)methane is a thioacetal-
forming reagent. - It will form a thioacetal with the carbonyl group in product 2: CH3 − CH =
CH − CH2O + (dimethyl(oxo)-l6-sulfaneylidene)methane → CH3 − CH = CH − CH2SCH3 -
This is product 3.Now, let’s count the carbon atoms in product 3:- The structure of product 3 is
CH3 − CH = CH − CH2SCH3.- Counting the carbon atoms: 1 (from CH3), 1 (from CH=CH), 1
(from CH2), and 1 (from SCH3).- Total carbon atoms: 5 (from the original cinnamaldehyde) + 1
(from the methyl group added by the Grignard reagent) + 1 (from the thioacetal) = 7 carbons from
the original structure + 4 carbons from the added groups = 11 carbon atoms.Thus, the correct answer
is:[2] ✓

Table 6: A case study of ORPP on GPQA
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