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Abstract

Large language models are reshaping the norms
of human communication, sometimes decou-
pling words from genuine human thought.
This transformation is deep, and undermines
norms historically tied to authorship of text.
We draw from linguistic philosophy and Al
ethics to detail how large-scale text genera-
tion can induce semantic drift, erode account-
ability, and obfuscate intent and authorship.
Our work here introduces hybrid authorship
graphs (modeling humans, LLMs, and texts
in a provenance network), epistemic doppel-
gingers (LLM-generated texts that are indis-
tinguishable from human-authored texts), and
authorship entropy. We explore mechanisms
such as “proof-of-interaction” authorship veri-
fication and educational reforms to restore con-
fidence in language. LL.Ms’ benefits (broader
access, increased fluency, automation, etc.) are
undeniable, but the upheavals they introduce to
the linguistic landscape demand reckoning.

1 Introduction
“Last year’s words belong to last year’s language
And next year’s words await another voice”

A simple covenant has underwritten all written
language so far: that behind any text lies a human
mind. This link between text and cognition has
been the bedrock that made language an expres-
sion of human intention, demanding both attention
from the reader, and accountability from the au-
thor (Winograd, 1972; Bender and Koller, 2020).
Over a long evolutionary trajectory (including both
ancient cuneiform tablets and modern digital ones),
these assumptions steadily held true, and are woven
into the fabric of how we understand language.

But the swift ascent of large language models
(LLMs) in the past five years has begun to funda-
mentally reconfigure this relationship. These mod-
els (e.g., GPT (Brown et al., 2020), PaLM (Chowd-
hery et al., 2022), LLaMA (Touvron et al., 2023))
or DeepSeek (DeepSeek-Al, 2024) can generate
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Figure 1: LLMs introduce a shift in communicative dy-
namics. Traditionally, human-to-human communication
directly conveys intentional thought from speaker to
listener (top). But when mediated by LLMs, language
can lose direct intentional grounding, resulting in mes-
sages disconnected from the speaker’s original intent
and confusing the listener (bottom).

well-polished and coherent text with minimal guid-
ance. They can replicate stylistic nuances, rhetoric,
and emotional tones (Schick et al., 2021; Solaiman
et al., 2019), which were attributed solely to human
creativity till very recently.

On the one hand, these capabilities are surprising
and extraordinary, suggesting potential for a new
cognitive revolution in Al. On the other, this very
success corrodes what made language trustworthy:
its tether to a thinking, accountable mind. Consider
the implications: A judge reads a beautifully writ-
ten letter of remorse. A professor reads a student’s
deeply personal essay about overcoming adversity.
But what if they were generated by systems with no
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experience of remorse or adversity? This is already
happening. Teachers now worry that student essays
reflect an LLM’s fluency rather than messy human
thought (Cotton et al., 2023; Zhou et al., 2023).
Researchers question if a paper reflects a scholar’s
insights or a collage of existing work (Zellers et al.,
2019). Even this sentence that you are now reading,
how can you be certain that a human voice shaped
these words? (Duarte et al., 2022; Weidinger et al.,
2021). In this sense, it would be ironic if LLMs,
instead of illuminating and edifying human com-
munication, lead to its devolution.

To state that LLMs threaten language’s epistemic
foundations is not hyperbole, but an assessment of
systemic risk. Much as climate change threatens
coastal infrastructure by disrupting underlying sys-
tems rather than destroying every coastline, we
believe the structures underpinning language face
a similar strain. The broader NLP community, as
creators of LLM technologies, bears a direct re-
sponsibility for their societal implications (Gabriel,
2020; Bender et al., 2021). By ignoring the epis-
temic consequences of these systems, we risk hav-
ing text lose its role as an indicator of human intent
and thought (Floridi and Chiriatti, 2020; Raji et al.,
2022). This can fundamentally degrade how we
conduct discourse, value expertise, and maintain
trust (O’Neil, 2016; Zuboff, 2019).

This paper examines the tension between the
benefits of LLMs (NLLBTeam, 2022; Hutchinson
et al., 2023; Miller, 2019) and their impact on lan-
guage, mapping the challenges and potential so-
lutions for key stakeholders. Section 2 grounds
the discussion in linguistic philosophy. Sections
3 and 4, which introduce authorship entropy and
proof-of-interaction, are aimed at computer scien-
tists and technologists. Sections 5 and 7, which
cover implications and societal shifts, are intended
for instructors, policymakers, and cultural institu-
tions. Section 6 evaluates technical remedies, while
Section 8 summarizes alternative views and argu-
ments. We conclude with a reflection on the need to
maintain language’s cognitive and epistemic roles.

2  What Dies When Machines Write?

Language’s core function has been debated from
Plato’s dialogues on rhetoric to modern ana-
lytic philosophy (Plato, 1997; Wittgenstein, 1953).
While language is commonly viewed as an informa-
tion channel for transmitting information, linguists
argue that language is a communal sense-making

act. It has been closely linked to intention, context,
and the ability to hold speakers accountable (Searle,
1969; Austin, 1975; Floridi, 2013).

Language as an Intentional Act: Searle’s
speech-act theory (Searle, 1969) and Austin’s work
on performativity (Austin, 1975) argue that lan-
guage is not just a conduit for information transfer,
but also enacts intentions. To say something is of-
ten to do something: to promise, question, declare,
for example. The force of an utterance depends
on the speaker’s agency and recognition of those
intentions by a listener (Grice, 1975). This has
been fundamental to authorship, particularly in aca-
demic and legal discourse, where a text is an intel-
lectual act tied to its creator’s identity and respon-
sibility (Dworkin, 1996). Even when ghostwriters
were traditionally involved, the text ultimately re-
flected a coherent cognitive source (Foucault, 1984;
Chartier, 1994; Sperber and Wilson, 1986).

The rise of LLM-generated text disrupts these
frameworks (Floridi and Chiriatti, 2020). Do Al-
generated documents bear the same weight without
deliberate intent? This raises questions about au-
thorship, intellectual property and trust, especially
for scientific or legal text (Raji et al., 2022; Huang
and Rust, 2021; van Dis et al., 2023). Authorship
has historically entailed a social contract: a pub-
lished text can be challenged or critiqued, holding
its human creator(s) responsible for its shortcom-
ings (Woodmansee, 1994; Chartier, 1994). But
with LLM-authored text, accountability becomes
diffused: does it lie with the prompters, the model
trainers, or the data creators? This diffusion strains
legal and academic norms (Hacker et al., 2023;
Mittelstadt and Floridi, 2016; Kosseff, 2019). As
the intent and accountability of text gets murky, its
value and trustworthiness can become suspect too.

Language as a Cognitive Interface: Beyond
communication, language shapes cognition and our
capacity to abstract and solve problems (Clark and
Chalmers, 1998; Vygotsky, 1978; Whorf, 1956). It
is often considered an “interface" to thought. Re-
search in child cognitive development suggests that
engagement with language enables reasoning, cog-
nitive flexibility, and problem-solving (Tomasello,
2003; Bruner, 1983; Lakoff and Johnson, 1980).
While some argue that LLMs function as cognitive
enhancers (Clark and Chalmers, 1998; Warwick,
2003), others caution that reliance on LLM-driven
generation can lead to reduced cognitive engage-
ment (Nichols, 2021; Carr, 2011). In particular,
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LLM-driven writing and summarization has raised
concerns about cognitive deskilling (Carr, 2011;
Lai and Viering, 2022). Studies show that compo-
sition itself is integral to thinking, forcing individu-
als to clarify ambiguity, structure arguments, and
synthesize knowledge (Kellogg, 2008; Galbraith,
1999). Further, LLM-generated summarization
risks eroding cognitive effort, like digital offload-
ing has been shown to reduce critical engagement
(Sparrow et al., 2011; Nichols, 2021).

Chain-of-Thought and Cognitive Parallels:
The emergence of chain-of-thought prompting
(CoT) (Wei et al., 2022) represents a major shift
in LLM problem-solving. By externalizing logical
steps, CoT compensates for the depth limitations
of transformer architectures (Vaswani et al., 2017;
Yao et al., 2023). This mirrors how humans ar-
ticulate thoughts through language, diagrams, or
writing to enhance problem-solving (Clark and
Chalmers, 1998; Menary, 2010). Beyond com-
putational efficiency, CoT also bears parallels to
how externalizing reasoning through symbols has
been linked to the expansion of human intelligence
(Deacon, 1997; Dor, 2015). If language enabled hu-
mans to extend cognition beyond individual mem-
ory, CoT might mark a similar milestone in LLMs.

3 The Crisis of Language

LLMs shatter these foundations through two mech-
anisms. (1) Semantic Drift & Model Collapse, the
idea that the influx of Al-generated text can shift
the distribution and meaning of language, and lead
to compounding errors; and (2) Eroding Epistemic
Trust in text, epitomized by what we term epistemic
doppelgingers. We also suggest a metric, author-
ship entropy, to represent the uncertainty about the
origin of a text.

3.1 Semantic Drift and Model Collapse

Semantic drift refers to changes in language us-
age and meaning over time, reflecting cultural
and social evolution. However, large-scale LLM-
generated content can accelerate or redirect seman-
tic change. For example, they can reinforce com-
mon phrases while underrepresenting less frequent
expressions (Raji et al., 2022). LLMs trained on
text that partially includes their own synthetic out-
puts can experience compounding errors.

Model collapse occurs when Al repeatedly pro-
cesses its own text, leading to a decline in qual-
ity (Shumailov et al., 2024). Initially, early model

collapse erases rare linguistic forms and minority
perspectives from the data distribution (Menick
et al., 2022; Carlini et al., 2023). This can progress
to late model collapse, where the model’s range
becomes limited to the mean outputs of LLMs. Al-
though distribution shift has been studied in active
learning (Blitzer et al., 2007), LLM self-ingestion
is a new feedback loop. Each generation of models
trained on synthetic text loses another shade of hu-
man expression, like a photocopy of a photocopy,
until only the skeleton of language remains.

Semantic drift and model collapse are linked
in a loop of human and LLM language produc-
tion (Bommasani et al., 2021). Human writing
trains LLMs, whose outputs then affect human writ-
ing and future training data. This loop can reach
an unintended balance where language evolution is
driven by LLM statistical features, not human cre-
ativity, threatening the linguistic ecosystem. The
loss of the distributional tails during early model
collapse can reduce linguistic innovation and cogni-
tive diversity (Weidinger et al., 2021; Bender et al.,
2021) due to homogenized language. Subsequent
loss of variance during late model collapse can
leads to loss of semantic clarity as the model’s ca-
pacity to make fine-grained distinctions erodes. If
much of our reading becomes machine-generated,
we must also consider its societal impact on collec-
tive human cognitive diversity.

3.2 Eroding Trust and Accountability

Texts have long been vehicles for accountability.
Historically, authors were usually identifiable, and
could be praised, critiqued, or legally challenged
for their claims (Woodmansee, 1994; Chartier,
1994). LLM-generated content fragments this re-
sponsibility. This has significant implications for
defamation suits and retraction practices for erro-
neous statements (Kosseff, 2019). More pressingly,
online campaigns leveraging Al threaten political
discourse, as citizenry loses clarity on who authors
the narratives shaping public opinion (Weidinger
et al., 2021; Chesney and Citron, 2019).
Empirical evidence is growing that synthetic
text can fuel misinformation. Recent experiments
demonstrate that Al-generated content can cre-
ate convincing but deceptive social media cam-
paigns, obscuring authentic and automated dis-
course (Zellers et al., 2019). Language models
can also plagiarize, amplify biases, and perpetuate
stereotypes from their training data (Bender et al.,
2021; Hovy and Spruit, 2016; Carlini et al., 2023).
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Without strong authorship signals or provenance
tracking, establishing credibility and accountability
in digital information ecosystems becomes hard
(Gehrmann et al., 2019; Kirchenbauer et al., 2023).

3.3 Epistemic Doppelgingers and Authorship
Entropy

LLMs can produce text nearly indistinguishable
from human writing. We refer to such outputs
as epistemic doppelgédngers: texts that imperson-
ate human authorship so convincingly they can
fool not only casual readers, but even domain ex-
perts. As with a human doppelgiinger, the decep-
tion isn’t necessarily malicious, but its uncanniness
can be destabilizing. LLM-generated news articles
have been rated as more trustworthy than authen-
tic ones (Zellers et al., 2019), and even the best
Al detectors rarely surpass 70% accuracy. Worse,
detection systems are often only effective when
closely matched to the model they’re trying to
catch, making them vulnerable to fine-tuning, or
strategic prompting. In short, epistemic doppel-
gingers erode the assumption that a well-formed
sentence signals a human mind.

This epistemic ambiguity leads us to what we
call authorship entropy, a measure of uncertainty
of text authorship. In a world where all documents
are confidently human-written, authorship entropy
is low: the provenance of text is legible, even if
anonymous. But in an Al-saturated ecosystem, the
space of plausible authors expands. By modeling
this uncertainty as a probability distribution and
applying Shannon entropy, we can quantify how
“foggy” the authorship landscape is. Rising au-
thorship entropy destabilizes trust: people may be-
come suspicious of legitimate texts, or indifferent
to provenance altogether. It weakens accountabil-
ity: if we don’t know who wrote something, we
can’t assign responsibility.

Concretely, authorship entropy can be opera-
tionalized as the Shannon entropy over a prob-
ability distribution of potential authors A =
{human,llmy, ..., lUmy,,unknown}. The en-
tropy for a text 7" would be H(A|T) =
— > aca P(a|T)log P(a|T), where the posterior
probability P(a|T") could be estimated using a
combination of text classifiers, watermark detec-
tors, and provenance metadata. This information-
theoretic framing aligns with stylometric ap-
proaches to authorship attribution that also leverage
distributional features of text.

4 A Framework for Verifiable Provenance

Our discussion thus far has been primarily concep-
tual. In this section, we explore technical inter-
ventions for reclaiming human accountability and
reducing authorship entropy.

4.1 Author Graphs & Proof-of-Interaction

A possible direction is embedding provenance and
requirement of human interaction in the text gen-
eration process itself. For example, a hybrid au-
thorship graph can represent relationships between
human users, LLMs and texts that they generate
or indirectly influence. To explain, a document’s
node can have edges from an LLM node (if an
Al drafted it) and a human node (who guided or
edited it). If an AI’s training data included that doc-
ument, an edge from the document back to the Al
node (“trains”) can be included, forming a cyclic
network of influence. Figure 2 shows an example
of such a graph. Such explicit representations of
provenance and sources can provide grounding to
enforce downstream accountability.

A practical implementation of this can be
through Proof-of-Interaction (Pol) mechanisms
that ensure that a human was substantially involved
in creating a text. For instance, an editor can sign
off on an Al-generated passage after verifying it,
or a platform can require that any Al assistance be
logged and attested. Some have proposed proto-
cols where documents carry embedded metadata or
hashes that link to records of the human-Al collab-
oration that produced them. If a document cannot
present such proof-of-interaction, it may not be
trusted for certain uses.

Instead of inventing anew, this principle can be
robustly implemented using existing technologies
in cryptography, systems security, and authorship
verification research (Stamatatos, 2009; Layton and
Watters, 2020). Verifiable Computation aims to cre-
ate a tamper-proof record of interactions (Thaler,
2023). For example, a text-editing tool could pro-
duce a Zero-Knowledge Proof (ZKP) to confirm
human editing without revealing edit content (Ben-
Sasson et al., 2014; Goldwasser et al., 2019). This
Pol certificate can be embedded in a Secure Prove-
nance framework like the C2PA manifest, ensur-
ing a cryptographically secure record (Coalition
for Content Provenance and Authenticity (C2PA),
2022). Interaction logging can be secured with a
Trusted Execution Environment (TEE) to prevent
tampering (Sabt et al., 2015). Although these meth-
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ods add complexity, they represent a ‘cost of trust’
in a world where synthetic text dominates. This ap-
proach aligns Pol with human-in-the-loop systems,
combining human oversight with automation (Cec-
chi and Babkin, 2024; Kang et al., 2024).

Although it doesn’t address every issue, like
adversaries simulating edits, it raises the cost of
deception and offers an audit trail. This can be
done using W3C Verifiable Credentials, creating
a document-specific chain where each interaction
is a signed credential in a directed acyclic graph
(DAG) of contributions. To prevent Sybil attacks
with impersonating bots, light proof-of-work or so-
cial verification may be needed to sign a credential.

This idea also aligns with Chain-of-thought (Wei
et al., 2022; Kojima et al., 2022) oversight, where
an LLM seeks human verification for intermedi-
ate reasoning. Some developers propose user-
audited chains-of-thought, letting humans see ex-
actly which steps an LLM took (Wang et al., 2022).
Future research can unify chain-of-thought logs
with proof-of-work, offering a secure record of
how text was generated . This can clarify the roles
of LLMs and humans in authoring text, although
this approach may present challenges in preserving
user privacy (Khowaja et al., 2023; Abadi et al.,
2016; Glymour et al., 2023). These changes will
necessarily introduce friction, and may be tedious
for users. However, a proof-of-interaction system
can ensure that every text is connected to at least
one human via a “verified” edge. This can maintain
the principle that for any published text, one can
point to a human accountable for it.

4.2 Metrics for Semantic Drift

Verifying authorship addresses who wrote the text.
But we should also ask what is being written. We
propose tracking language changes by defining
metrics for semantic drift and linguistic diversity,
comparing human-authored and LLM-generated
text periodically. By measuring shifts in word fre-
quencies, syntax, or topics, we can identify drift
if metaphoric language or dialectal terms decrease
while Al-generated phrases increase.

It is also worth monitoring model-internal drift:
how successive generations of LLMs differ when
trained on data that includes prior LLMs’ outputs.
If Ppyman and Ppp g, indicate the probability dis-
tributions of language utterances at a discrete time
step ¢, and if o denotes the proportion of LLM gen-
erated data, then the distribution of training data
that will be used to train the next iteration of the

Human H1

'Avrites

Document 1

trains writes

LLM Agent

-\

Document 3 Document 2

Figure 2: An illustrative hybrid authorship graph, rep-
resenting provenance and interactions between human
agents, an LLM agent, and texts. In this example, Hu-
man H1 writes Document 1, which is later used in train-
ing the LLM. Document 2 is co-authored by H1 and the
LLM (perhaps H1 edited text generated by the LLM).
Document 3 is authored solely by the LLM. To imple-
ment a verifiable proof chain, each node can have an
associated cryptogrphic proof. Proof 1: Human H1
signs the initial version. Proof 2: an LLM Agent signs
the generated draft. Proof 3: Human H1 signs the final
edited version, with a previousProof property linking
to Proof 2. This created an immutable, ordered record
of contributions.

LLMs, PEE\/[, is given by:

P (%) = (1 = @) Puman(x) + P (%)

as LLM outputs re-enter training data (Shu-
mailov et al., 2024). If pY increasingly diverges

mix

from Pjyman, the model parameters 6 risk converg-
ing to a subspace that fails to capture the richness
of actual human language patterns. Further com-
putational or theoretical insights may be found in
work on catastrophic forgetting (Kirkpatrick et al.,
2017) and domain shift (Ganin et al., 2016). While
the notion is not new (prior studies on machine-
in-the-loop domain adaptation raise similar con-
cerns (Ruder, 2019)), our contribution is to high-
light how large volumes of synthetic text can nudge
language distributions away from natural usage.
We propose coupling distributional metrics (e.g.,
KL divergence) with textual diversity indices to
monitor linguistic homogenization.

Empirically testing these metrics on real corpora
that blend human and Al-generated text remains
a priority for future research. Experiments with
smaller LLMs (Carlini et al., 2023; Menick et al.,
2022) suggest that repeated synthetic ingestion am-
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Figure 3: Semantic Drift in Synthetic Text: The plot
shows the Jensen-Shannon divergence between a base
human-authored text distribution and iteratively drifted
synthetic text distributions. As synthetic text is repeat-
edly generated and reintroduced into training data, the
divergence increases, illustrating the risk of semantic
drift and potential loss of linguistic diversity over time.
At each iteration, the GPT2 model is fine-tuned on text
sampled from the GPT2 model in the previous step

plifies shallow lexical patterns. In Figure 3, we
provide a simple demonstration of this recursive
degradation. We plot the JS divergence between
unigram distributions from a base human-authored
text corpus, and the output of a GPT-2 model that
is iteratively fine-tuned on its own generated sam-
ples. The increasing divergence illustrates the pro-
cess of semantic drift, where the model’s output
distribution drifts progressively further from the
original distribution with each generation, consis-
tent with recent findings from (Shumailov et al.,
2024). While the GPT-2 architecture used here is
much simpler than modern LLMs, it isolates the
recursive feedback loop that is a growing concern
for contemporary models. Even large LLMs risk
forgetting the true data distribution when trained
on their own outputs (Shumailov et al., 2024) . We
see this experiment not as a finding limited to older
models, but as a demonstration of a systemic risk.

In summary, technical tools for authorship au-
thentication (like detection, watermarking, and
proof-of-interaction) and for linguistic monitoring
(measuring drift and diversity) will be crucial parts
of the solution. However, they are not panaceas.
Detection can be evaded; verification can be cum-
bersome; drift metrics can tell us there’s a problem
but not fix it. Next, we look at how education, pol-
icy, and cultural norms can adapt to safeguard the
epistemic foundations of language.

5 Societal Implications

LLMs seduce with their productivity and efficiency,
while corroding trust in academic integrity, schol-
arlship, professional hiring, and public discourse
(Coglianese and Lehr, 2017; Cotton et al., 2023;
van Dis et al., 2023).

Education LLMs are increasingly used as study
aids, enhancing access for learners with different
language skills (Khan et al., 2023; Chaudhuri et al.,
2021; Xu et al., 2022; Luckin et al., 2023). How-
ever, relying on LLMs for tasks like programming
or essay writing can weaken essential skills: algo-
rithmic thinking, structured argumentation, and cre-
ativity (Cotton et al., 2023; Perkins and Salomon,
1989). To address this, some schools use real-time
or proctored writing tasks or oral exams to ensure
understanding (Lund and Wang, 2023).

Academic Scholarship The academic ecosystem
assumes text is a reflection of an author’s intellect.
Automated text generation challenges this, raising
concerns over Al authorship and scholarly contribu-
tions (Willis and Williams, 2023). In the short term,
LLMs risk hallucinations (Ji et al., 2023) and pla-
giarism (van Dis et al., 2023). More seriously, they
can flood peer reviews and obscure genuine innova-
tion. Ideally though, LL.Ms should boost research
productivity and accelerate scientific progress.

Professional Settings In many industries, cover
letters, writing samples, and portfolio websites are
used to gauge candidates’ communication skills
and expertise (Sternberg and Williams, 1997).
LLM tools now make it easy to create polished
but shallow applications, complicating hiring man-
agers’ ability to assess true abilities. Some orga-
nizations are turning to live assessments like real-
time writing tests or structured panel interviews
(Koch et al., 2015; Levashina et al., 2014). But
these can be difficult for introverts, non-native
speakers, or candidates who do better with writ-
ten communication (van Tubergen and Kalmijn,
2014; Hu et al., 2020). Managing this requires a
delicate dance between fairness and authenticity.

The Public Sphere LLMs are reshaping public
discourse through Al-generated content, with con-
cerns about amplification and distortion (Zellers
et al., 2019; Ferrara, 2020). Disinformation cam-
paigns exploit Al’s capability to produce mislead-
ing content, drowning out human voices. At the
same time, LL.Ms present opportunities to reduce
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barriers for individuals with limited writing skills,
disabilities, or those who are non-native speakers
(Paritosh et al., 2022; Xu et al., 2022).

In all of these domains just discussed, a common
thread is that trust is threatened by automatic text
generation from LLMs. As trust erodes, institutions
will react by imposing stricter verification, leading
to friction, surveillance, or cynicism. The chal-
lenge is developing norms that preserve the value
of human contribution and ensure transparency.

6 Labels & Classifiers wont save us

Proposals such as watermarking and policy bans,
while helpful in the short term, offer only superfi-
cial remedies (Gehrmann et al., 2019; Zellers et al.,
2019; Papernot et al., 2016).

Watermarking and Detection Arms Races Wa-
termarking remains fragile against adversarial at-
tacks like paraphrasing (Kirchenbauer et al., 2023).
Detection classifiers also struggle with robustness
as LLMs adapt and human post-editing obfuscates
machine origins (Holtzman et al., 2020). This cre-
ates a resource-intensive cat-and-mouse dynamic
without stable solutions (Gallagher et al., 2023).
More critically, these methods do not resolve at-
tribution, leaving ethical and legal questions unan-
swered (Authors, 2023; Devinney, 2023). Table 1
contrasts the limitations of these detection-based
methods with our suggested frameworks.

Limitations of policy bans Bans on Al-assisted
writing are unenforceable due to weak detection
and strong incentives for LLM use, effectively be-
coming honor systems (Devinney, 2023). Lagging
legislation creates a fragmented regulatory land-
scape (Hacker et al., 2023), and the global nature
of digital communication allows easy circumven-
tion of local policies (Katyal and Epps, 2022).

Current measures do not restore a discernible
human presence. If language’s epistemic function
relies on text as an intentional artifact, superficial
fixes fail to reattach text to a human mind (Bender
and Koller, 2020), and risk putting us in a perma-
nently ambiguous linguistic landscape.

7 Rethinking Language & Authorship

We propose recalibrating the role of LLMs in lan-
guage by leveraging their benefits while preserving
human traits like intentionality, accountability, and
diversity of thought. In this section, we refine previ-
ous suggestions and introduce ideas on human-Al

collaboration frameworks, governance, and cultural
appreciation of human-only work (Mittelstadt and
Floridi, 2016; Floridi, 2019).

Chain-of-Thought with Human Oversight As
mentioned in Section 4, a proposed model involves
embedding Al within a structured chain-of-thought
framework where human oversight is a required
component at key decision points (Wei et al., 2022).
In this paradigm, LLMs can generate partial out-
lines, intermediate arguments, or suggested revi-
sions, but finalization has to be authenticated by a
human user after consideration. By logging human-
Al interactions through an auditable chain (with
appropriate privacy safeguards), this method es-
tablishes a transparent record that delineates Al-
generated content from human refinement, address-
ing concerns about accountability and intellectual
ownership (Wang et al., 2022; Christiano, 2022).

Governance & Collaborative Policy Gover-
nance for LLM-usage has to be a negotiation (be-
tween policymakers, educators, and user communi-
ties, etc.) for it to work, rather than a prescrip-
tion (Floridi and Chiriatti, 2020; Hacker et al.,
2023). Several directions seem promising. First,
Al contribution statements, similar to conflict-of-
interest disclosures, can prompt authors to declare
the extent and nature of LLM involvement (Devin-
ney, 2023). Second, labeling protocols for govern-
mental or legal texts can introduce metadata or dis-
claimers to flag LLM-generated contents (Union,
2023). Also, ethical Al certification programs,
modeled on data protection seals, can help LLM
developers conform with regulations such as the
EU AI Act (Union, 2023).

Educational Shifts To prevent cognitive
deskilling, education has to pivot. Assignments
will have to adapt to the inevitability of the use
of LLMs for drafting, but can require students
to justify revisions (Lai and Viering, 2022).
Assessments will have to focus on substance over
polish (Paul and Elder, 2007; Lipman, 2003; Chi
and Wylie, 2014; Freeman et al., 2014). Finally,
students have to be encouraged to play with LLMs,
and taught to interrogate them. Al literacy needs
to be a form of critical literacy, where students
learn not simply how to use LLMs, but to think
critically about their construction, capabilities,
and limitations (Bowman and Reeves, 2015).
This approach is already being implemented
through scalable, open-access curricula. For
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Method Basis

Epistemic Value

Limitations

Hidden statistical patterns
Declared metadata
Content-based classification

Watermarking
Provenance Tags
Authorship Detection

Low (indirect & fragile)
Low (unverifiable, spoofable)
Probabilistic (not auditable)

Breakable via paraphrasing
Fails under adversarial editing
Inaccurate under obfuscation

Authorship Graphs  Signed interaction DAGs
Proof-of-Interaction  Verifiable edit/dialogue logs
Authorship Entropy  Entropy over agency paths

High (full provenance)
High (grounded in behavior)
Medium (interpretable signal)

Requires structured logging
Needs Ul/platform integration
Sensitive to models

Table 1: Summary comparison of detection-based methods with proposed approaches.

example, Code.org’s ‘Al Foundations’ provides
K-12 modules on training data, bias, and soci-
etal impact (Code.org, 2024). Also notable is
Stanford University’s CRAFT initiative (Stanford
University, 2023), which offers free resources for
high school teachers to integrate Al topics into
humanities, arts, and social studies.

Human-Only Publishing Spaces A potential so-
cietal adaptation may be the emergence of “human-
only” publishing spaces: media outlets, or creative
communities that employ verification measures
(such as mechanisms like proof-of-work logs) to
ensure that any content reflects considerable hu-
man intellectual effort and creativity. These spaces
may offer a parallel track for those who value hu-
man expression without the aid of LLMs. Many
journals already forbid undisclosed Al collabora-
tion for final submissions (Board, 2023). A fiction
community might pride itself on entirely human-
crafted stories. Like organic labels in food, these
spaces can serve audiences that value authentic hu-
man expression, akin to culinary ‘slow food’ move-
ments (Petrini, 2001). While these enclaves could
serve as a valuable control group, they would also
introduce complex trade-offs, potentially leading to
information siloing or accusations of elitism. The
viability of such spaces would depend on whether
we value traditional norms of authorship enough to
support a potentially less efficient economy.

8 Alternate Views

Many scholars have a more sanguine outlook, and
do not see LLM-based text as a threat to language.

Increased Accessibility LLMs can enable non-
native speakers and individuals with disabilities
to participate in public discourse (Norvig and
Thrun, 2009; Ogawa et al., 2022). By automating
surface-level writing concerns, these tools allow
users to focus on substantive ideas. For example,
spell-checkers, were once controversial too (Felton,
2023; Christiansen, 2021). Additionally, LLMs

increase accessibility for users with impairments
(Wagner et al., 2020), reframing ‘linguistic inclu-
sivity’ as a positive evolution.

Accelerated Knowledge Dissemination Sum-
marization tools help researchers digest literature
efficiently (Fabbri et al., 2022; Sharma et al., 2022),
and multilingual translation expands access to spe-
cialized knowledge (Fan et al., 2021; Artetxe and
Schwenk, 2019). With editorial oversight, these
outputs can enhance comprehension without com-
promising reliability (Szegedy et al., 2022). Ad-
vocates argue that with transparency, LLMs can
strengthen epistemic ecosystems rather than harm
them (Diakopoulos, 2016).

Adaptive Norms of Collaboration In many do-
mains, collaborative authorship is standard (techni-
cal manuals, corporate reports, etc.), which rarely
reflect a single voice (Darics, 2020; Leonard and
Noonan, 2020). In this context, LLMs are seen as
additional collaborators (Krause et al., 2022; Dinan
et al., 2022). Rather than undermining authorship,
they may shift workflows, with new roles emerg-
ing for human editors and fact-checkers (Eisenstein
and McNamara, 2023; Roose and Sullivan, 2023).

Evidence of Positive Outcomes Some studies
suggest that, used responsibly, LLMs can enhance
writing without weakening critical thinking. They
support non-native and novice writers in building
fluency (Lee et al., 2022; Laubrock et al., 2022).
In collaborative environments, there is evidence
that Al systems help clarity, and can identify redun-
dancy (Yosinski et al., 2023; Rahimi et al., 2021).

Broadly, these perspectives argue that LLMs are
not existential threats to the integrity of language,
and that a ‘crisis’ of authorship is neither new nor
uniquely Al-induced. Rather, this is a natural evo-
lution in how we produce and share ideas. Possibly,
when questions about the origin and intent of a text
fade, newer and better-suited norms can emerge in
the linguistic landscape to replace them.
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9 Reflection

We have examined how LLMs disrupt the rela-
tionship between text and human cognition. Our
analysis reveals three mechanisms: epistemic dop-
pelgingers that destabilize textual interpretation,
rising authorship entropy that undermines commu-
nicative trust, and recursive semantic drift that dis-
rupt this link. The comfortable story would be that
we will develop better detectors, establish clearer
policies, and restore the old certainties. But our
analysis suggests otherwise. Watermarks will be
stripped, detection will be evaded, and the recursive
contamination of text has already begun.

Our proposed techniques: proof-of-interaction
protocols, hybrid authorship graphs, and semantic
drift metrics should be seen not as solutions but as
preservation mechanisms. These approaches may
maintain domains of verified human expression
within an increasingly synthetic textual landscape.
The human-only publishing venues we envision
function as controlled environments where tradi-
tional assumptions about authorship and intention-
ality can persist. While they can preserve certain
epistemic and educational functions, they implicitly
acknowledge that the broader linguistic ecosystem
has undergone irreversible transformation.

This transformation demands reconceptualizing
traditional ideas of authorship. Hybrid authorship
graphs may become a dominant mode of text pro-
duction: collaborative human-Al systems where at-
tribution and accountability must be tracked rather
than assumed, and LL.Ms augment human expres-
sion, rather than replace it. Similarly, our author-
ship entropy metric quantifies what practitioners
already experience: increasing uncertainty about
the cognitive origins of any given text.

The challenge is not preventing synthetic text
proliferation: this is both impossible and likely
undesirable. Rather, we must preserve the essen-
tial functions that human-originated language has
served: as evidence of thought, as a tool for cogni-
tive development, and as a basis for accountability.
This requires recognizing that we are not simply
adding new tools to existing practices, but poten-
tially altering the nature of language as a human
institution. Negotiating this requires both (1) tech-
nical standards like verifiable credentials, and (2)
new forms of Al literacy to equip people to navi-
gate a world where most text is no longer of human
origin. It may be possible to harness LLMs’ ad-
vantages without surrendering the uniquely human

dimensions of language. But a failure to act can
lead to communication devoid of color, and diluted
cognitive depth. The path to hell is famously paved
with good intentions. Still, through ingenuity and
foresight, we may steer LLM innovations towards
enhancing human creativity, rather than eroding its
intellectual bedrock.

Limitations

We introduce conceptual tools like epistemic dop-
pelgéingers and authorship entropy to make sense
of the shifting linguistic terrain. However, many of
these constructs remain speculative without empir-
ical grounding. Nor do we pretend that quantita-
tive metrics alone can capture the consequences of
LLM saturation. What we offer is a framework to
think with, not a solution to deploy.

Second, some of our proposals (such proof-of-
interaction logs, and human-only publishing en-
claves) are challenging to reify. They require infras-
tructure, cooperation, and cultural shifts that may
not be welcome. We also acknowledge a significant
tension: the paper champions the pre-eminence of
human intention in language, but we do not pro-
mote gatekeeping expression or discourage the in-
creasingly creative uses of LLMs. The challenge
is to protect the epistemic integrity of language
without devolving into purity tests. To truly solve
this challenge will requires contending with lived
social realities of people, not just technical design.
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