Do LLMs Behave as Claimed? Investigating How LL.Ms Follow Their Own
Claims using Counterfactual Questions

Haochen Shi, Shaobo Li*, Guoqing Chao, Xiaoliang Shi, Wentao Chen, Zhenzhou Ji

Harbin Institute of Technology (Weihai)
2022210159@stu.hit.edu.cn, {lishaobo,guogingchao}@hit.edu.cn,
{2022210214, 2022210202}@stu.hit.edu.cn, jizhenzhou@hit.edu.cn

Abstract

Large Language Models (LLMs) require robust
evaluation. However, existing frameworks of-
ten rely on curated datasets that, once public,
may be accessed by newer LLMs. This creates
arisk of data leakage, where test sets inadver-
tently become part of training data, compromis-
ing evaluation fairness and integrity. To miti-
gate this issue, we propose Behave as Claimed
(BaC), a novel evaluation framework inspired
by counterfactual reasoning. BaC constructs
a “what-if” scenario where LLMs respond to
counterfactual questions about how they would
behave if the input were manipulated. We refer
to these responses as claims, which are veri-
fiable by observing the LLMs’ actual behav-
ior when given the manipulated input. BaC
dynamically generates and verifies counterfac-
tual questions using various few-shot in-context
learning evaluation datasets, reducing their sus-
ceptibility to data leakage. Moreover, BaC pro-
vides a more challenging evaluation paradigm
for LLMs. LLMs must thoroughly understand
the prompt, the task, and the consequences of
their responses to achieve better performance.
We evaluate several LLMs and find that, while
most perform well on the original datasets, they
struggle with BaC. This suggests that LLMs
usually fail to align their claims with their ac-
tual behavior and that high performance on
standard datasets may be less stable than previ-
ously assumed.

1 Introduction

In-context learning is a fundamental capability of
LLMs. To evaluate specific aspects of LLM per-
formance, researchers publish datasets compris-
ing domain-specific questions and corresponding
ground-truth answers. Various datasets have been
introduced, such as mathematics (Collins et al.,
2023; Zhang et al., 2024a; Toshniwal et al., 2024),
logical reasoning (Parmar et al., 2024; Patel et al.,
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2024), and causal reasoning (Jin et al., 2023a;
Wang, 2024). A significant issue arises once a
dataset is published: the samples from the dataset
may be crawled from the Web and included in
the training data of newer LLMs (Aiyappa et al.,
2023), thereby undermining the reliability and fair-
ness of the evaluation (Wei et al., 2023). For ex-
ample, when newer LLMs outperform older ones,
it becomes difficult to determine whether the im-
provement stems from the advances in the LLMs’
capabilities or from the leakage of the published
datasets during training (Samala et al., 2020a; Zyl-
berberg et al., 2018; Wang et al., 2024a).

In this paper, we propose to evaluate LLMs’ abil-
ities using dynamically generated and verifiable
counterfactual questions (Gill, 2020). As shown in
Figure 1, during a typical few-shot prompting eval-
uation (Ma et al., 2023), we construct a few-shot in-
put using original examples (question-answer pairs)
and ask the LLM to respond to an additional ques-
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tion based on these demonstrations. The proposed
Behave as Claimed (BaC) framework transforms
the original few-shot input into a counterfactual
input, prompting the LLM what its output would
be if the last example were removed. The LLM’s
response to the counterfactual input is called its
Claim. This Claim is verifiable by modifying the
original input into a corresponding verification in-
put (e.g., removing the last example as specified
in the counterfactual question) and whether the
LLM’s actual behavior aligns with its claim.

The typical few-shot evaluation process in Fig-
ure 1 evaluates an LLM’s in-context learning (ICL)
ability (Dong et al., 2024; Li et al., 2024; Xu
et al., 2024) by prompting the model to answer
an additional question. However, if this additional
question and its answer have been included in the
LLM’s training data, the LLLM might rely on its
parametric memory rather than leveraging its ICL
ability to answer (Zhang et al., 2024b), leading
to data leakage and undermining the evaluation’s
reliability (Zhang et al., 2024c).

BacC uses counterfactual inputs to create “what
if” scenarios, requiring LLMs to predict changes
in output as inputs vary, e.g, how the output would
change if the last example were removed. The
ground-truth answers for counterfactual inputs de-
pend on actual model behaviors, which evolves
dynamically during training and is almost impossi-
ble to be explicitly contained in the training data,
making them resistant to data leakage. This distin-
guishing it from typical evaluation methods (Wang
etal., 2024b; Chang et al., 2024b; Zhao et al., 2023;
Zeng et al., 2024).

Moreover, BaC can also serve as a method to
evaluate the counterfactual reasoning ability of
LLMs. To predict the outcome of the assumed
action, the LLM must understand the cause-effect
relationship between changes in the input and the
corresponding changes in the output, specifically
the causal relationship between the input demon-
strations and the additional question. Since coun-
terfactual investigate alternative outcomes by ask-
ing what would have happened had some initial
conditions been different, it can be challenging
to determine a ground-truth answer to such ques-
tions. Because, in many cases, we cannot phys-
ically alter initial conditions and observe the re-
sulting outcomes in the real world. The proposed
BaC framework overcomes this limitation by fo-
cusing on counterfactual questions about the LLMs
themselves, which can be empirically verified. As

shown in Figure 1, we can create a verification in-
put by removing the last example from the input.
Then, we feed the verification input back into the
LLM and observe its output. So, we can verify
whether the LLM’s behavior changes as predicted,
making the counterfactual question empirically ver-
ifiable.

The contributions of this paper can be summa-
rized as follows:

* We propose BaC, a novel framework to
assess whether LLMs behave as claimed.
Unlike conventional few-shot evaluations that
focus on associative reasoning by requiring
models to generate responses from a set of ex-
amples, BaC introduces a challenging “what-
if” dimension. Ground-truth answers to these
counterfactual scenarios are empirically de-
rived from the behavior of the LLM itself, en-
suring the correctness of ground truth without
relying on static or heuristic assumptions.

* BaC dynamically generates evaluation data
in the form of counterfactual questions
paired with verification inputs. This pro-
cess can mitigate the issue of data leakage,
as ground-truth answers are generated during
the evaluation process rather than pre-existing
in static datasets. Furthermore, we design
targeted experiments that intentionally create
data leakage scenarios to empirically validate
the effectiveness of the framework in address-
ing this critical issue.

* Using BaC, we evaluate a wide range of
LLMs, including open-source models such
as 7B and 13B, as well as more advanced
models like GPT-3.5 and the GPT-4 models.
Our findings reveal that, while some LLMs
perform well on traditional metrics such as
accuracy, they struggle to achieve comparable
results on the proposed metrics, highlighting
the limitations of existing evaluation methods
and the importance of the BaC framework.

2 Related Work

Evaluation Framework For LLMs The evalua-
tion of LLLMs has garnered significant attention
as their capabilities expand across diverse appli-
cations. For automatic evaluation, standardized
metrics such as accuracy (Hendrycks et al., 2021),
calibration (Guo et al., 2017), fairness (Hardt et al.,
2016), and robustness (Zhu et al., 2023) are widely
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used to quantify model performance across vari-
ous tasks. Meanwhile, human evaluation remains
essential for subjective tasks like dialogue gen-
eration (Wang et al., 2023) and open-ended text
synthesis (Dhamala et al., 2021), where aspects
such as fluency, relevance, and safety require nu-
anced judgment. However, traditional automatic
evaluation frameworks suffer from test data leak-
age, while human evaluation is labor-intensive and
costly, posing challenges for scalable and reliable
assessment (Chang et al., 2024a). To address these
limitations, there is a growing need for automatic
dynamic evaluation methods that can adapt to di-
verse tasks, mitigate data leakage risks, and provide
more robust performance insights.

Counterfactual Reasoning Ability Evaluation
Counterfactual reasoning is a fundamental aspect
of human cognition (Gill, 2020; Mercier and Sper-
ber, 2011). For LLMs, it plays a crucial role in
understanding hypothetical scenarios and reason-
ing about causal relationships. While LLMs have
shown proficiency in associative reasoning, their
ability to perform counterfactual reasoning remains
an open research challenge (Liu et al., 2024b). Sev-
eral studies have been proposed to evaluate LLMs’
counterfactual reasoning ability. (Hobbhahn et al.,
2022) find that LLMs can be misled by superfi-
cial prompt variations, suggesting a reliance on
surface-level patterns rather than genuine causal
understanding. Similarly, (Yin et al., 2023) show
that LLMs struggle with causal discovery and pre-
cise effect estimation. (Zecevic et al., 2023) demon-
strate that LLMs often rely on correlations rather
than true causal inference, limiting their ability to
generate counterfactual predictions. These find-
ings emphasize that LLMs still lack a robust under-
standing of causality, which is essential for tasks
requiring reliable decision-making and hypotheti-
cal scenario evaluation (Jin et al., 2023b).

A major challenge in counterfactual evaluation
is obtaining ground-truth answers, especially when
interventions are hard to implement. The proposed
BaC framework addresses this by deriving ground-
truth answers from the model’s own outputs. This
self-referential approach eliminates the need for
external annotations or real-world interventions,
making BaC a scalable and efficient framework for
automatic evaluation.

3 Methods

The proposed Behave as Claimed (BaC) framework
consists of three key components: counterfactual
input, verification input, and evaluation metrics. In
the counterfactual input stage, we construct a hy-
pothetical scenario in which the original few-shot
input is modified, requiring the model to predict its
expected behavior under these altered conditions.
Next, we generate the verification input, which im-
plements the hypothetical scenario to evaluate the
model’s actual output when provided with the mod-
ified input. This step evaluates whether the model’s
responses to counterfactual inputs align with its be-
havior when given the altered input. Based on the
model’s answers to these two types of questions,
we define three metrics to quantify the model’s
performance:

* Counterfactual Accuracy (CFA): Measures
whether the model behaves as claimed;

* In-Context Learning Accuracy (ICL-A): Eval-
uates whether the model not only behaves as
claimed but also provides the correct answer;

3.1 Counterfactual Input

This section provides a detailed explanation of
counterfactual input. First, we introduce the con-
cept of counterfactual input and its role in eval-
uating LLMs. Then, we describe the process of
constructing counterfactual inputs from original
examples.

3.1.1 The Details of Counterfactual Input

Counterfactual input refers to a hypothetical modi-
fication of the original few-shot input, designed to
evaluate how a model predicts its expected behav-
ior under altered conditions. These modifications
challenge the model to determine whether and how
its response should change.

In the Behave as Claimed (BaC) framework,
counterfactual inputs play a central role in eval-
uating an LLM’s counterfactual reasoning abilities.
By modifying the original input, BaC examines
whether the model can adjust its responses. This
approach ensures a rigorous and fair evaluation
of the model’s capacity to generalize and adapt to
hypothetical changes.

Typically, counterfactual questions are struc-
tured clearly, such as asking: “What will your
answer be if a specific part X is removed from
the text?” Such carefully formulated questions re-
quire the model to recognize causal dependencies
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between input and output and adjust its reasoning
accordingly. By evaluating the model’s ability to
respond to these alterations, BaC provides insights
into its capacity for counterfactual reasoning (Li
et al., 2023).

3.1.2 Constructing the Counterfactual Input
from the Original Example

Counterfactual Input

Remove the Last Example N

g
@) (=) (=

Q, :What if I remove {the last example}, can youl
answer O, correctly?

Original few-shot Input

2
~N

Remove the Example Most Similar

Q. :What if I remove {example most similar to
the question}, can you answer O, correctly?

A.:

Figure 2: The process of generating counterfactual in-
puts from the original few-shot input. The original input
is displayed on the left side and consists of five question-
answer pairs (Q1, A1), (Q2, A2),...,(Qs5,As). The
right side displays two examples of counterfactual in-
puts constructed by selectively removing either the last
example or the example most similar to the question.
Other possible counterfactual inputs are omitted for
brevity (indicated by the ellipsis).

To generate a counterfactual input, we start with an
original set of question-answer pairs

{(Qla Al)a (QQ’AQ)’ sy (Q5’A5)}

and selectively modify its elements. This process
tests the model’s ability to reason under altered
conditions.

As shown in Figure 2, the original few-shot input
(left) consists of five examples, each represented by
a question-answer pair. On the right, various coun-
terfactual inputs are constructed by altering the
original input and posing a counterfactual question
to challenge the model’s reasoning. We designed
five distinct scenarios for constructing counterfac-
tual inputs:

(1) Remove the Last Example: The last exam-
ple is excluded (gray box), and the model is asked:
“What if [ remove the last example, can you answer
Q. correctly?”

(2) Remove the Most Similar Example (TF-
IDF): Utilizing the TF-IDF algorithm, the most
similar example is identified and removed, prompt-
ing:“What if I remove the example most similar to

the question (using TF-IDF), can you answer Q).
correctly?”

(3) Remove the Most Similar Example (Co-
sine Similarity): Leveraging cosine similarity, the
most similar example is identified and excluded,
prompting the question:* “What if I remove the ex-
ample most similar to the question (using cosine
similarity), can you answer ). correctly?” In our
implementation, cosine similarity is computed over
embeddings generated by the all-MiniLM-L6-v2
model from the Sentence-BERT library (Reimers
and Gurevych, 2019).

(4) Remove the Last and Second Last Exam-
ples: Both the last and second last examples are
removed, prompting: “What if I remove the last
and second last examples, can you answer (). cor-
rectly?”

(5) Remove Examples Randomly: Two exam-
ples are removed randomly from the original set,
prompting the model with:“What if I remove ran-
domly selected two examples, can you answer ).
correctly?”

All counterfactual questions follow the same
structured template: “What if [ remove M, can you
answer (). correctly?”, where M varies depending
on the modification method. Figure 2 illustrates
this process, showcasing different counterfactual
inputs derived from a single original input.

To motivate the design of these removal strate-
gies, we highlight two considerations. First, the
removal of the “last example(s)” is motivated by
prior findings on positional bias in LLMs (Liu
et al., 2024a), which demonstrate that examples
located near the beginning or end of a context of-
ten exert disproportionate influence on model rea-
soning. Examining the impact of excluding these
final examples therefore allows us to test whether
models can adapt when the most immediately in-
fluential demonstrations are removed. Second, in
the case of the “most similar example,” the ra-
tionale is that LLMs frequently rely on semanti-
cally related demonstrations to anchor their predic-
tions. Eliminating the example most similar to the
query—identified through TF-IDF or cosine simi-
larity—directly challenges this reliance. While in
rare cases the most similar example may coincide
with the last one, in our design each counterfac-
tual scenario is treated independently, and such
overlaps occur infrequently enough that they do
not undermine the distinct purposes of positional
versus semantic similarity removal.
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Figure 3: The process of constructing verification inputs
from the original few-shot input. The illustration on the
left depicts the original input. The right side illustrates
two distinct verification inputs generated by removing
either the last example or the example most similar to
the question. Additional verification inputs are omitted
for brevity (indicated by the ellipsis).

3.2 Verification Input

This section provides a detailed explanation of the
verification input. First, we describe the verifica-
tion input and its role in validating the model’s
behavior in response to counterfactual scenarios.
Then, we outline the process of constructing verifi-
cation input from the original example.

3.2.1 The Details of Verification Input

In the Behave as Claimed (BaC) framework, ver-
ification input plays a crucial role in evaluating
the behaved as claimed ability of counterfactual
reasoning. By modifying the original input and ob-
serving the model’s actual response, BaC examines
whether the model’s behavior matches its stated
claims under hypothetical conditions.

This process provides a robust validation of the
model’s counterfactual reasoning performance, en-
suring that its responses are not just declarative
but also consistent with its own outputs when con-
fronted with modified inputs.

3.2.2 Constructing the Verification Input
from the Original Example

In the Behave as Claimed (BaC) framework, veri-
fication input serves as an empirical test to assess
whether an LLM’s counterfactual claims align with
its actual behavior. We generate verification inputs
by modifying the original few-shot input using five
distinct methods, each corresponding to a specific
counterfactual scenario. As illustrated in Figure 3,
these modifications implement the conditions de-
scribed in the counterfactual input while keeping
identical to :

(1) Remove the Last Example: The last exam-

ple is removed, reducing the number of examples
from five to four.

(2) Remove the Most Similar Example (TF-
IDF): The example identified as most similar to
using the TF-IDF algorithm is excluded from the
verification input.

(3) Remove the Most Similar Example (Co-
sine Similarity): The example identified as most
similar to using cosine similarity is removed.

(4) Remove the Last and Second Last Exam-
ples: Both the last two examples are excluded,
leaving three examples.

(5) Remove Examples Randomly: Randomly
selected two examples from the original set are
removed, providing a randomized scenario to test
the model’s generalization.

By comparing the predictions on the counterfac-
tual input with actual outputs on the correspond-
ing verification input, we can evaluate whether the
model’s reasoning is consistent and reliable. With-
out this verification step, ensuring the correctness
of the ground-truth answers to the counterfactual
inputs would be challenging.

3.3 Counterfactual Metrics Evaluation

3.3.1 Counterfactual Accuracy (CFA)

The Counterfactual Accuracy (CFA) is a metric
that measures how accurately the model responds
to counterfactual questions when compared to the
correct or expected answer. It indicates whether the
model can reason about the hypothetical change
introduced in the counterfactual scenario and ad-
just its output accordingly. Table 1 illustrates how
we calculate the Counterfactual Accuracy (CFA)
in detail. In Table 1, A. is the LLM’s answer to
the counterfactual input we constructed, which we
define in this paper as the “Claim”. “A,, is correct”
indicates the accuracy of the LLM’s answer to the
verification input compared to the correct answer.
The CFA determines whether the LLM “Behaves
As Claimed” based on whether both “A,. is Yes”
and “A, is correct” are either “Yes” and “True”, or
“No” and “False”. Lastly, ICL-A refers to whether
the LLM correctly answers the verification input,
assessing its in-context learning ability.
Specifically, a response is considered correct if:
1. When the verification answer (A4,) is cor-
rect, the model’s counterfactual answer (A.) must
affirm this (i.e., A. = Yes). 2. When the verifi-
cation answer (A,) is incorrect, the model’s coun-
terfactual answer (A.) must acknowledge this (i.e.,
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Outcomes Metrics
A, is correct | A.is Yes | A, is correct CFA ICL-A
1 True Yes True Behave As Claimed v
2 True Yes False Behave Contrary To Claimed X
3 True No True Behave Contrary To Claimed X
4 True No False Behave As Claimed X
5 False Yes True Behave As Claimed v
6 False Yes False Behave Contrary To Claimed X
7 False No True Behave Contrary To Claimed X
8 False No False Behave As Claimed X

Table 1: Visualization of the determination process for
CFA and ICL-A for each example, based on all possible
combinations of the model’s response correctness within
the BaC framework, incorporating both counterfactual
and verification inputs. Notably, ICL-A deliberately
integrates both correctness on the verification input and
consistency with the model’s self-assessment, since our
goal is to capture a stricter notion of in-context learning
beyond either component alone.

A. = No).
The CFA metric is then calculated as:
BAC_count
CFA = ——— 1
N ) (D

where BAC_count represents the number of in-
stances satisfying the “Behave as Claimed” con-
dition, and NV is the total number of evaluated in-
stances.

From Table 1, the “Behave as Claimed” cases
correspond to rows 1, 4, 5, and 8, illustrating the
conditions under which the model’s responses align
with expected counterfactual reasoning ability. A
higher CFA score reflects stronger counterfactual
reasoning abilities, highlighting the model’s capac-
ity to respond to hypothetical input modifications
and accurately predict their effects.

3.3.2 In-context Learning Accuracy (ICL-A)

The proposed BaC framework also assesses the
model’s in-context learning ability (ICL-A) under
a more challenging setting. The ICL-A score is
calculated as the proportion of cases where the
model correctly answers the verification input (A,)
and simultaneously affirms its ability to do so in the
counterfactual input (A, = Yes). This ensures that
the model’s self-assessment aligns with its actual
in-context reasoning capability.

Mathematically, the ICL-A metric is calculated
as:

ICLA — ICL—A_count’ 2

N
where ICL-A_count represents the number of in-
stances where both: 1. The model’s answer to
the verification input (A,) is correct. and 2. The

model’s response to the counterfactual input (A.) is

“Yes” (indicating confidence in its ability to answer
correctly).

From Table 1, A, represents the model’s in-
context learning ability in the original few-shot
evaluation, while A, reflects its ability under the
modified few-shot input in the BaC framework. Al-
gining A, and A, offers a more comprehensive and
challenging assessment of the model’s ICL capa-
bilities.

For example, in Table 1, rows 2 and 4 show cases
where A, is correct, but A, is incorrect, while rows
5 and 8 show cases where A, is incorrect, but A,
is correct. These variations provide deeper insights
into how the model’s performance is influenced
by contextual modifications. A significant drop in
accuracy when removing the most similar example
suggests that the model heavily relies on contextual
similarity for in-context learning (ICL).

3.3.3 Behave as Claimed Confidence Level

Interestingly, based on the A, values in Table 1,
we can calculate the Confidence Level (CL), which
quantifies the model’s “confidence” when respond-
ing to counterfactual inputs. The formula for this

calculation is as follows:

N
1
CL = z; 1(A, = True) 3)

The detailed results are provided in Ap-
pendix A.2.4

3.3.4 Connections to the Causality
Framework

Pearl’s Ladder of Causation classifies causal rea-
soning into three hierarchical levels: (i) Associ-
ation, (ii) Intervention, and (iii) Counterfactuals
(Gill, 2020). The proposed BaC can align with
the counterfactual level of Pearl’s framework by
testing whether LLMs can reason about hypothet-
ical modifications to their input and predict how
their responses should change accordingly. Un-
like traditional few-shot evaluations that primarily
assess associative learning, BaC requires models
to anticipate and verify the consequences of their
own claims, making it a more rigorous test of their
causal reasoning abilities. By empirically verifying
counterfactual behavior, BaC provides insights into
whether LLMs truly "understand” causal dependen-
cies.
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| Remove the Last Example |

Remove the Most Similar Example (C) |

Remove the Most Similar Example (7)

Models \ GSMSK \ TriviaQA \ GSMSK \ TriviaQA \ GSMSK \ TriviaQA \
| CFA | ICL-A | CFA | ICL-A | CFA | ICL-A | CFA | ICL-A | CFA | ICL-A | CFA | ICL-A |
Mistral-7B 03798 | 03798 | 0.6640 | 0.6638 | 03475 | 03374 | 0.6606 | 0.6606 | 03472 | 03472 | 0.6613 | 0.6562
Llama3-8B 05428 | 00000 | 03287 | 00003 | 05372 | 00000 | 03304 | 00002 | 05663 | 00000 | 03306 | 0.0002
Llama3.1-8B 05216 | 0.0000 | 03389 | 00001 | 05302 | 00000 | 03383 | 00000 | 05406 | 0.0000 | 03414 | 0.0002
Yi-1.5-6B 05095 | 04897 | 05117 | 03609 | 05073 | 05072 | 05116 | 04109 | 05057 | 05041 | 04994 | 0.3849
Qwen2-7B 02654 | 0.0394 | 04573 | 01358 | 03168 | 0.221 | 04905 | 0.2470 | 0.6975 | 0.6709 | 05294 | 04110
Qwen2.5-7B 04397 | 02039 | 04463 | 00001 | 05288 | 04253 | 04444 | 00000 | 06141 | 05527 | 04454 | 0.0000
InternLM2.5-7B | 04154 | 00091 | 04372 | 0930 | 04281 | 00098 | 04439 | 0.0941 | 0.6080 | 0.0043 | 04395 | 0.0000
Qwen2.5-13B 04511 | 00061 | 04463 | 0.0057 | 04778 | 00067 | 04345 | 00075 | 04576 | 00024 | 04376 | 0.0047
Yi-15-6B-CoT | 0.5201 | 0.1873 | 05155 | 0.1456 | 05163 | 0.1457 | 05042 | 0.1286 | 05265 | 0.1793 | 05167 | 0.2003
Liama3.1-8B-CoT | 0.5216 | 0.0000 | 0.3504 | 0.0000 | 0.5504 | 0.0000 | 0.3775 | 0.0000 | 0.5368 | 0.0000 | 0.3417 | 0.0000
Qwen25-7B-CoT | 04567 | 02103 | 04352 | 0.0001 | 04357 | 02286 | 04329 | 0.0001 | 04892 | 02768 | 04589 | 0.0001
GPT-40 07718 | 0.5178 | 0.8052 | 0.5045 | 0.7953 | 0.5086 | 0.7854 | 0.5023 | 0.7749 | 0.5203 | 0.7965 | 0.4905
GPT-4.1 0.8264 | 00000 | 0.8265 | 05061 | 0.8357 | 05042 | 0.8265 | 0.5208 | 0.8348 | 05221 | 0.8216 | 0.5307

Table 2: Performance of various LLMs across different counterfactual input generation methods: (1) Remove
the Last Example, (2) Remove the Most Similar Example (Cosine), and (3) Remove the Most Similar Example
(TF-IDF). CFA and ICL-A are the evaluation metrics proposed by BaC, measuring whether LLMs behave as claimed
and can answer few-shot questions consistently. CoT refers to constructing the questions using the Chain-of-Thought
reasoning approach. The results show no substantial improvement in CFA or ICL-A. The results for generation
methods (4) and (5) are presented in Table 7. Bolded values indicate the best performance among models of the

same parameter scale.

4 Experiment

4.1 Evaluation Setup

We evaluate our framework using GSM8K and
TriviaQA, two widely used benchmarks for test-
ing LLMs’ reasoning abilities. We selected these
datasets because GSM8K’s focus on multi-step
problem-solving aligns with our counterfactual
reasoning framework, while TriviaQA allows us
to evaluate model performance on knowledge-
intensive tasks. Additionally, both datasets are well-
represented in the LLM research community and
included in the Hugging Face LLM leaderboard,
ensuring reliable benchmarking and reproducibil-
ity.

To assess the effect of reasoning augmentation,
we applied Chain-of-Thought (CoT) prompting
(Wei et al., 2022; Kojima et al., 2022) to three rep-
resentative models. An example of our CoT-style
prompt is as follows:

These are the five few-shot examples to
help you answer the following question.
Now, think step by step about how each
of the five examples helps you answer
this question: [Question]” ...

4.2 Results

In this section, we present the results of evaluating
several LLMs using the BaC framework. The eval-
uation primarily employs two proposed metrics:
Counterfactual Accuracy (CFA) and In-Context

Learning Accuracy (ICL-A). CFA assesses whether
the LLM behaves as claimed, regardless of whether
the final answer to the original question is correct.
In contrast, ICL-A evaluates whether the LLM not
only behaves as claimed but also provides the cor-
rect final answer. The models are evaluated across
three counterfactual scenarios: (1) Remove the Last
Example, (2) Remove the Most Similar Example
cosine similarity based, and (3) Remove the Most
Similar Example TF-IDF based. The results are
summarized in Tables 2.

Conterfactual Ability Evaluation CFA evaluates
a model’s accuracy in responding to counterfactual
inputs by comparing its output to its actual behav-
ior, thereby assessing whether the LLM behaves
as claimed. As shown in Table 2, the evaluated
LLMs achieve relatively low CFA scores, averag-
ing 0.5223 across all models and datasets. This
result highlights the limited general counterfactual
reasoning capabilities of these models in under-
standing and reflecting on their own behavior. Such
findings raise a critical question about the potential
for LLMs to develop a degree of self-awareness,
particularly their ability to comprehend and reason
about the implications of their own claims.

Across all evaluated LLMs, a consistent trend
emerges: more resource-intensive models, out-
perform smaller models such as Mistral-7B and
Qwen2-7B, on CFA. This highlights the critical
need for further advancements in model architec-
tures and training methodologies to enhance self-

29049



reasoning capabilities. Interestingly, LLMs per-
form worse on CFA when the removed example
is the last one in the input sequence (averaging
0.5093 on GSM8K) compared to scenarios where
the removed example is identified as the most sim-
ilar using cosine similarity or TF-IDF (averaging
0.5775 on GSM8K). This observation suggests that
LLMs may rely more heavily on the structural po-
sition of examples within a context than on their
semantic similarity to the query.
In-Context Learning Ability Evaluation ICL-A
requires LL.Ms to not only answer the original task
correctly but also behave as claimed. As shown in
Table 2, certain models, such as Llama3-8B and
Llama3.1-8B, struggle to achieve a meanful ICL-A
score, demonstrating that ICL-A is a more chal-
lenging metric compared to CFA. This difficulty
underscores the inherent challenge of ensuring both
alignment with claimed behavior and correctness
in responses across original tasks. Establishing a
more robust benchmark for evaluating LLMs on
their ICL-A performance could provide better guid-
ance for future research and model development.
Even the more advanced LLMs fail to achieve
consistently high ICL-A scores. This suggests that
even advanced models struggle to generalize ef-
fectively to counterfactual reasoning tasks that in-
corporate verification. These results highlight a
critical limitation: LL.Ms do not yet fully under-
stand the causal relationships between inputs
and outputs, nor do they exhibit self-awareness
in reasoning about their own behavior.

4.3 Empirical Verification of the BaC’s
Robustness to Data Leakage

Mechanically, BaC is inherently robust to data leak-
age due to its dynamic nature, whereby the ground-
truth responses for counterfactual inputs depend on
the continuously evolving behavior of the model
rather than fixed, static answers. This dynamic
property inherently restricts the precise replication
of verification data within the training datasets.

To empirically validate the effectiveness of the
proposed metrics, CFA and ICL-A, in addressing
data leakage issues, we conducted targeted exper-
iments that deliberately introduced test data into
the training dataset to create explicit data leakage.
Across these experiments, the proportion of leaked
test data was systematically increased from 0% to
25%, and subsequently to 50%, thereby simulating
scenarios of progressively worsening data leakage.
If a metric does not consistently increase as the

extent of leakage information grows, it suggests
that the metric is less influenced by data leakage
(Samala et al., 2020b).

We fine-tuned the LLMs (Llama3-8B and
InternLM2.5-7B) on the curated training data of
GSMSK and TriviaQA using QLoRA (Dettmers
et al., 2023), with a batch size of 16 and a learning
rate of le-5. The same number of training steps
was employed while varying the percentages of
leaked test data, as previously described. The fine-
tuned LL.Ms were subsequently evaluated on both
datasets. The evaluation was conducted using the
proposed metrics, CFA and ICL-A, alongside the
overall 5-shot Accuracy (ACC).

The results are presented in Table 3. It can be ob-
served that the traditional metric ACC consistently
increases as the level of data leakage rises. In con-
trast, CFA and ICL-A remain largely stable across
all data leakage scenarios, with their values in some
cases remaining unchanged. This observation indi-
cates that the proposed metrics are not sensitive to
contamination in the training set. Conversely, the
upward trend in ACC scores as the leakage level
increases from 0% to 25% and then to 50% con-
firms that ACC is more susceptible to the effects
of data leakage. This discrepancy underscores the
robustness of BaC metrics in assessing true model
generalization and demonstrates the efficacy of the
BaC framework in mitigating data leakage biases
during LLM evaluation.

To complement the above fine-tuning experi-
ments, we additionally design a loss-based diagnos-
tic metric, A5 , to further evaluate the robustness
of CFA and ICL-A against data leakage. The in-
tuition is that, under normal conditions, reducing
the number of in-context examples should degrade
model performance, whereas anomalous stability
or improvement may indicate reliance on memo-
rized answers. This metric is principled and in-
terpretable in a manner comparable to established
evaluation metrics such as BLEURT (Sellam et al.,
2020)and BERTScore (Zhang et al., 2020), which
similarly ground their design in intuitive expecta-
tions of model behavior. Due to space constraints,
detailed definitions, results, and discussions of A5
are provided in Appendix Appendix A.2.6, but we
reference it here to clarify its role in strengthen-
ing the empirical validation of BaC’s robustness to
leakage.
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Models ‘ Leaked Percentage ‘ GSM8K ‘ TriviaQA
| | CFA ICL-A ACC | CFA ICL-A ACC
0% 0.5919 0.0000 0.5905 | 0.5648 0.0000 0.6689
Llama3-8B 25% 0.5914 0.0000 0.5913 | 0.5762 0.0000 0.6796
50% 0.5853 0.0000 0.5996 | 0.5830 0.0000 0.6874
0% 0.4255 0.1235 0.5728 | 0.4481 0.1654 0.5711
InternLM?2.5-7B 25% 0.4197 0.1456 0.6141 | 0.4394 0.1719 0.5822
50% 0.4206 0.1349 0.6428 | 0.4454 0.1786 0.5976

Table 3: CFA, ICL-A, and 5-shot accuracy (ACC) on GSMS8K and TriviaQA with different percentages of leaked

test data.

5 Conclusion

In this paper, we introduced the Behave as Claimed
(BaC) framework, a novel approach for evaluating
LLMs using dynamically generated counterfactual
questions and answers derived from existing few-
shot evaluation datasets. By dynamically gener-
ating evaluation data rather than relying on static
datasets, BaC mitigates the risk of data leakage, en-
suring a more robust and fair evluation. BaC also
introduces two new metrics: Counterfactual Ability
(CFA) and In-Context Learning Ability (ICL-A),
which quantify a model’s performance in counter-
factual reasoning and in-context learning in a more
challenging way, respectively. Our evaluation re-
sults show that even LLMs are good enough on
some complex tasks but still lack a deeper under-
standing of how changes in input could affect their
outputs, limiting their ability to handle counter-
factual reasoning tasks effectively. These findings
highlight the need for more advanced evaluation
methodologies beyond standard few-shot assess-
ments to better measure the reasoning capabilities
of LLMs.

Limitations

The proposed framework offers a novel approach
to evaluating LL.Ms through dynamically gener-
ated counterfactual questions. However, it has cer-
tain limitations. For example, BaC has not yet
been applied to long-term or multi-turn interactions,
which are essential for evaluating models in more
complex conversational settings. Furthermore, the
framework presumes that models can reliably inter-
pret and respond to counterfactual queries, an as-
sumption that may not hold if the evaluated LLM’s
overall capability is inadequate. Future research
should prioritize refining counterfactual generation
techniques, broadening the evaluation scope, and
exploring BaC’s applicability to a wider range of

LLMs and tasks, including code generation and
commonsense reasoning.
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A Appendix

A.1 Notation and Definitions
A.1.1 Counterfactual Input

To formally describe the structure of counterfactual
input, we define the key elements as follows: Let
X denote the counterfactual input. Each example,
as illustrated in the yellow boxes in Figure 1, con-
sists of corresponding questions (1, Q2,...,Qn
and their respective answers Ay, Ao, ..., A,. The
specific counterfactual question that the LLM must
answer is denoted as ()., and the model’s generated
response to input X is represented as LLM(X) =
A.. Here, A, serves as the answer to the counter-
factual question, which we refer to as the model’s
“Claim” throughout this paper.

A.1.2 Verification Input

To formally define the structure of verification in-
put, we introduce the following notation: Let Y
denote the Verification Input. In each example F,
there are corresponding questions (1, Qo, . .., Qn
and their respective answers Aj, Ao, ..., A,. The
specific verification question that the LLM must
answer is represented as (), and the model’s out-
put for input Y is given by LLM(Y') = A,,.. Here,
A, serves as the answer to the verification ques-
tion, which we refer to as the model’s “Behavior”
throughout this paper.
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A.2 Detailed Results

A.2.1 Comparison of GSM8K-acc, ICL-A,
and CFA

08 Performance Comparison of Different Models
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Figure 4: Performance comparison of different language
models across three evaluation metrics. Average ICL-A
is defined as the mean of the ICL-A obtained in the three
tasks of removing the last example, removing the last
and second examples, and removing the most similar
example (TF-IDF). Similarly, Average CFA is the mean
CFA across these same tasks.

ICL-A and CFA do not increase steadily with
GSM8K-acc. The line graph shows that while
some models perform well in GSM8K-acc, there
is no consistent upward trend in ICL-A and CFA.
For example, Qwen2-7B achieves a GSM8K-acc
of 0.7635, but its ICL-A of 0.6709 is not a signif-
icant improvement. Similarly, MPT-7B, despite
a low GSM8K-acc of 0.0849, performs well in
CFA. Meanwhile, Llama3-8B, with a GSM8K-acc
of 0.442, shows no capacity for in-context learn-
ing (ICL-A = 0.0000). These observations demon-
strate that an increase in GSM8K-acc does not
necessarily correlate with a consistent rise in ICL-
A or CFA, suggesting that these metrics capture
different aspects of the models’ abilities.ICL-A
is a more challenging metric for evaluating in-
context learning than GSM8K-acc. Models strug-
gle more with ICL-A, as shown by Llama3.1-8B,
which scores 0.0000 on ICL-A despite a GSM8K-
acc of 0.464. In contrast, Yi-1.5-6B shows better
adaptability, with a GSM8K-acc of 0.5095 and an
ICL-A of 0.5072. However, even models with high
GSMS8K-acc face challenges in ICL-A, especially
in complex tasks like "Remove the Most Similar
Example." This highlights that ICL-A is a more
stringent measure of a model’s adaptability and in-
context learning capabilities compared to GSM8K-
acc.

A.2.2 Extending BaC Evaluation to DROP
and Winogrande

To further demonstrate the applicability of the BaC
framework across a broader range of tasks, we ex-
tended our evaluation to two additional benchmark
datasets: DROP (?) and Winogrande (?). These
datasets differ substantially from GSM8K: DROP
focuses on reading comprehension with discrete
reasoning, while Winogrande targets commonsense
reasoning in a pronoun resolution setting. Evaluat-
ing BaC on these diverse tasks allows us to assess
the framework’s robustness beyond mathematical
problem solving.

Models DROP Winogrande
CFA ICL-A CFA ICL-A
Qwen2-7B  0.3162 0.1232  0.4905 0.2081

Table 4: Evaluation of BaC metrics (CFA and ICL-A)
on additional datasets DROP and Winogrande.

As shown in Table 4, BaC yields consistent and
interpretable outcomes across both datasets. By
incorporating DROP and Winogrande, we demon-
strate that the framework generalizes to tasks
involving different forms of reasoning, thereby
strengthening the empirical validation of BaC’s
effectiveness.

A.2.3 Effect of Different Embedding Methods
on Cosine Similarity Results

To clarify, the cosine similarity results reported
in our main experiments were computed using
embeddings generated by the al1l-MinilLM-L6-v2
model from the Sentence-BERT library (Reimers
and Gurevych, 2019).

To further examine the robustness of our find-
ings and address potential concerns that different
embedding methods may yield different results, we
additionally experimented with pre-trained GloVe
embeddings to compute cosine similarity. We then
re-evaluated a representative subset of models on
GSMSK. This comparison enables us to contrast
transformer-based embeddings with classic count-
based embeddings.

As shown in Table 5, while the use of GloVe
embeddings results in minor variations in absolute
CFA/ICL-A scores, the overall performance trends
remain consistent. Therefore, we report SBERT-
based results as our primary setting in the main text,
and include this GloVe-based comparison here for
completeness.
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Models Metric SBERT GloVe
Mistral-7B CFA 0.3475  0.3461
ICL-A 0.3374 0.3372
Qwen2-7B CFA 0.3168  0.3152
ICL-A 0.1221 0.1201
Yi-1.5-6B CFA 0.5073  0.5087
ICL-A 05072  0.5065

Table 5: Comparison of cosine similarity results com-
puted using SBERT (all-MiniLM-L6-v2) versus GloVe
embeddings on GSMSK.

A.2.4 Confidence Level Results

The Confidence Level (CL) reflects a model’s con-
fidence in its response, indicating how strongly
it believes in its ability to provide the correct an-
swer. The results in Table 6 compare the confidence
scores of various models across three counterfac-
tual scenarios: (1) Remove the Last Example, (3)
Remove the Most Similar Example (TF-IDF), and
(4) Remove the Last and Second Last Examples.

A.2.5 Loss Curve of the Fine-Tuning Process

—e— Loss

Figure 5: Loss curve for fine-tuning Llama3-8B in the
data leakage setting.

Figure 5 presents the loss curve for fine-tuning
Llama3-8B on the crafted training data, which in-
cludes test data leakage. As expected, the loss
decreases over the course of training and stabilizes
at 60 Epoch, indicating that the training process is
proceeding as intended.

A.2.6 Further Empirical Validation of BaC’s
Effectiveness Against Data Leakage

The experiments in Section 4.3 require fine-tuning
the LLMs. In contrast, the experiment presented
here aims to validate BaC’s effectiveness against
data leakage while keeping the LL.Ms unchanged,
without applying any fine-tuning. To achieve this,
we require metrics to evaluate the presence of po-
tential data leakage in existing LLMs, rather than
precisely controlling the extent of data leakage as in

Table 3. Inspired by the loss-based measurements
proposed in (Wei et al., 2023), we introduce A5,
a metric grounded in the assumption that the few-
shot learning performance of a reasonable LLM
should decline as the number of examples in the
prompt decreases. This expectation arises from the
fact that fewer examples provide less contextual
information for effective in-context learning. How-
ever, in the presence of data leakage, the model
may exhibit anomalous behavior, as it no longer
depends on the provided context and instead relies
on memorized answers. The metric is rooted in
interpretable principles. Similar to (Zhang et al.,
2020; Sellam et al., 2020), such metrics remain
valuable and provide practical insights.

Here is the definition of A5. Let Accuracy, g,
and Accuracy; g, denote the model’s performance
with ¢ and j examples in the prompt. We can define
the metric A5:

A5 = Z <Accuracyi_shot - Accuracyj_sh0t>

L N
1<i<j<h
“4)
where
N = Z(j—z’), i,j€{1,2,3,4,5}, and i < j.
1<J
&)

As shown in Table 8, a higher A5 value suggests
potential data leakage, as the model maintains or
even improves accuracy.

We can quantify the robustness of the metric
to data leakage by examining the correlation be-
tween A5 and evaluation metrics. For instance, if
an evaluation metric increases as A5 increases, it
suggests that the metric is more susceptible to data
leakage, and vice versa. The correlations, based on
the results in Table 8, are summarized in Table 9.

The positive correlation (0.8011) between 5-shot
accuracy and Ab suggests that models achieving
higher accuracy in many-shot settings are more
prone to data leakage. This is because their perfor-
mance does not degrade as expected when provided
with fewer prompt examples, indicating potential
memorization rather than in-context learning. The
proposed ICL-A metric exhibits a negative cor-
relation (-0.4727) with A5, suggesting that it
degrades as the extent of data leakage increases.
This is because ICL-A evaluates the consistency
between behaviors and claims across counterfac-
tual and verification inputs, which are dynamically
generated during evaluation, thereby mitigating the
effects of data leakage.
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\ Remove the Last Example \ Remove the Last and Second Last Examples \ Remove the Most Similar Example (7)

Models
\ GSMS8K \ TriviaQA \ GSMBK \ TriviaQA \ GSM8K \ TriviaQA

Mistral-7B 1.0000 0.6642 1.0000 0.6607 1.0000 0.6637
Llama3-8B 0.0015 0.6714 0.0000 0.6698 0.0023 0.6694
Llama3.1-8B 0.0000 0.6611 0.0000 0.6616 0.0008 0.6586
Yi-1.5-6B 0.9712 0.5205 0.9879 0.5179 0.9962 0.5243
Qwen2-7B 0.0743 0.5693 0.1842 0.5653 0.8939 0.5681
Qwen2.5-7B 0.3169 0.5538 0.6748 0.5555 0.8324 0.5560
InternLM2.5-7B 0.2145 0.5756 0.2411 0.5711 0.6141 0.5762

Table 6: Confidence Level (CL) comparison of various models across different counterfactual scenarios: (1) Remove
the Last Example, (3) Remove the Most Similar Example (TF-IDF), (4) Remove the Last and Second Last Examples.

Remove the Last and Second Last Examples Remove Examples Randomly

Models | GSMBK | TriviaQA \ GSMSK \ TriviaQA \
\ CFA | ICL-A | CFA | cL-A | CFA | ICL-A | CFA | ICL-A |
Mistral-7B 0.3374 0.3374 0.6606 0.6606 0.3475 0.3475 0.6509 0.6509
Llama3.1-8B 0.5504 0.0000 0.3383 0.0000 0.5605 0.0000 0.3306 0.0000
Yi-1.5-6B 0.5163 0.5072 0.5116 0.4109 0.4979 0.5067 0.4908 0.4079
Qwen2.5-7B 0.5490 0.4253 0.4444 0.0000 05320 0.4324 0.4308 0.2466
InternLM2.5-7B 0.4481 0.0098 0.4439 0.0941 04316 0.0101 0.4478 0.0893

Table 7: Performance of various LLMs across different counterfactual input generation methods: (4) Remove the
Last and Second Last Examples and (5) Remove Examples Randomly.

Models ~ S-shot d-shot 3-shot 2-shot I-shot ICL-A A5 derings, we observed that the variation in CFA and

Mistral-7B 03692 0.3791 0.3374 0.3116 0.1319 035 -0.10842 ICL-A scores remained within a narrow range of
Llama3-8B  0.442 04556 0.4526 0.4041 03108 055 -0.06278

Yi-156B 05095 04989 05102 04678 0213 049 -0.12482  +0.008.

Qwen2.5-7B 0.6998 0.6513 0.627 0.74 0.5512 039 -0.04170

Qwen2-7B  0.7635 0.7392 0.7521 0.7536 0.74 0.28  -0.00652 A.3 Information About Use Of AI Assistants

Table 8: The k-shot accuracy and A5 on the GSM8K ~ We used Al models for grammar checking and in a
test set. ICL-A is the average ICL-A score for GSM8K  few instances for code writing.
in Table 2.

Metrics Correlation with A5
5-shot accuracy 0.8011
ICL-A -0.4727

Table 9: Correlations between A5 and the metrics

A.2.7 Additional Methods for Creating
Counterfactual and Verification Inputs

We designed five distinct scenarios for construct-
ing counterfactual inputs. In Table 2, we present
scenarios (1)—(3), while the remaining scenarios
(4)—(5) are shown in Table 7. The general trend
remains consistent: the selected LLMs perform
poorly on the CFA tasks and even worse on the
ICL-A tasks, demonstrating that the proposed met-
rics are challenging.

A.2.8 The claim of error bounds

We conducted multiple runs of our key experiments
on ChatGPT-3.5-turbo and ChatGPT-40-mini to as-
sess the stability of our metrics. Across repeated
trials with different random seeds and prompt or-
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