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Abstract

Extensive research on LLM-based spoken di-
alogue systems has significantly advanced the
development of intelligent voice assistants.
However, the integration of role information
within speech remains an underexplored area,
limiting its application in real-world scenar-
ios, particularly in multi-party dialogue set-
tings. With the growing demand for person-
alization, voice assistants that can recognize
and remember users establish a deeper connec-
tion with them. We focus on enabling LLMs
with speaker-awareness capabilities and en-
hancing their understanding of character set-
tings through synthetic data to generate con-
textually appropriate responses. We intro-
duce Persona-Dialogue, the first large-scale
multi-party spoken dialogue dataset that in-
corporates speaker profiles. Based on this
dataset, we propose PAChat, an architecture
that simultaneously models both linguistic con-
tent and speaker features, allowing LLMs to
map character settings to speaker identities in
speech. Through extensive experiments, we
demonstrate that PAChat successfully achieves
speaker-specific responses, character under-
standing, and the generation of targeted replies
in multi-party dialogue scenarios, surpassing
existing spoken dialogue systems. For more
details, please visit our demo page at https:
//persona-dialogue.github.io/.

1 Introduction

The impressive natural language understanding and
dialogue generation capabilities of large models
have quickly been applied to the field of chat assis-
tants, significantly improving the quality of human-
computer interaction. With the introduction of mul-
timodal technology (Cheng et al., 2023; Huang
et al., 2023; Li et al., 2023; Fu et al., 2024; Yan
et al., 2025; Yang et al., 2024), researchers have
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Figure 1: Examples of identity information used in
spoken conversations. (a) Speaker-Aware: The model
can accurately recognize the user and address them cor-
rectly. (b) Speaker-Understanding: The model is ca-
pable of identifying the identities of different speakers
in a conversation. (c) Persona-Aware: The model can
generate personalized responses by linking the identity
information in the speech to the user’s profile.

built a bridge between the text input of large lan-
guage model and human speech, enabling more
direct communication between large models and
users (OpenAI, 2024a). Compared to cascade mod-
els that used ASR to transcribe speech and then
generated responses from text input models (Hoy,
2018; Hachman, 2019), spoken dialogue models
capable of accepting speech can extract more infor-
mation beyond the word to support more intelligent
interaction.(Ji et al., 2024; Cheng et al., 2025c,b,a)

Initial speech-related MLLM research focused
on content-centered spoken language modeling
(Zhang et al., 2023a), and later some researchers ex-
plored speech audio processing (Kong et al., 2024;
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Chu et al., 2023; Tang et al., 2023), while others
focused on mining style and emotional factors in
speech (Lin et al., 2024). Furthermore, considering
the complexity of real-world dialogue scenarios
where there may be more than two participants,
the ability to identify voices is an important mea-
sure of the intelligence of a spoken dialogue model.
Some research tested their models’ capabilities on
speaker recognition Q&A tasks, achieving impres-
sive results (Chu et al., 2023; Tang et al., 2023).
However, these models do not have the ability to
handle voice and speaker information in dialogue,
missing out on two types of real-world applica-
tions: understanding multi-role chat scenarios, and
generating personalized responses for users.

Considering that voice assistants are gradually
expanding from personal assistants to more com-
plex scenarios, we believe that the model’s role
understanding ability should be reflected in three
aspects, as shown in Figure 1. (a) Speaker-Aware,
can be exemplified in the scenario where the model,
upon receiving the user’s voice signal, can re-
turn the correct address, thereby ensuring the fun-
damental etiquette of an assistant. This func-
tion can be completed under the training of most
models’ speaker verification tasks. (b) Speaker-
Understanding, which means in a multi-party con-
versation, the model can establish a mapping with
the role according to different timbres to under-
stand the content of the conversation. For ex-
ample, in a meeting scenario, the voice assistant
can organize meeting minutes based on different
people’s speeches, completing tasks like meeting
records and summaries. (c) Persona-aware abil-
ity, which means the model needs to understand
the personal information behind the speaker’s iden-
tity, linking voice and personal background, and
maintaining the intelligence of personal voice as-
sistants in multi-party scenarios to meet users’ per-
sonalized needs. For instance, in a family scenario,
when faced with dinner suggestions, the voice as-
sistant needs to generate personalized responses
based on the background information of different
family members.

Current voice models have not paid attention to
the latter two types of user needs, resulting in a
lack of related ability. At the same time, due to
the high cost of voice data collection, the privacy
of spoken language, and copyright issues, there
are very limited dialogue corpus datasets related to
personalization, limiting the progress of dialogue
models on personalization issues.

Table 1: Comparison of Spoken Dialogue Datasets. In
the ’Source’ column: Env means controlled environ-
ments, Wild means in-the-wild collection, and AI gen-
eration for (AI-Gen). #Dialogues represents the number
of dialogues.

Dataset Multi-Party Persona Source Dialogues
Text-Based Dialogue Dataset

Ubuntu IRC Logs ✔ ✗ Wild 665k
Reddit Dataset ✔ ✗ Wild 120k
Synthetic-Persona-Chat ✗ ✔ AI-Gen 10,906
Live-Chat ✔ ✔ Wild 1.33m

Spoken Dialogue Dataset
MELD ✔ ✗ Wild 1,433
DailyTalk ✗ ✗ Env 2,514
SpokenWOZ ✗ ✗ Env 5,700
StyleTalk ✗ ✗ AI-Gen 2,967
Persona-Dialogue ✔ ✔ AI-Gen 21,760

In view of the above problems, we choose to
use large-scale synthetic data to simulate personal-
ized needs scenarios to enhance the oral dialogue
model’s understanding of the identity information
implied behind the voice. With the powerful data
generation capabilities of large models (OpenAI
et al., 2024), we have established a comprehensive
text data generation process, including character
information generation, background dialogue gen-
eration, and chat generation. Through high-fidelity,
controllable TTS models (Du et al., 2024b), we gen-
erate oral dialogues in a zero-shot manner using
open-source timbres and verify the speaker’s iden-
tity to ensure the validity of the dataset. As shown
in Table 1, we propose Persona-Dialogue, the first
large-scale synthetic oral dialogue dataset that in-
cludes multi-party dialogue and role information,
generating personalized responses for users from
the perspective of voice assistants, covering the un-
derstanding of both dialogue content and role infor-
mation. For the task of personalized voice assistant,
we introduce PAChat, the first voice dialogue sys-
tem designed to handle multi-party conversations
and role understanding. PAChat explicitly mod-
els voice information and user representation and
aligns with LLM to achieve natural personalized
responses. We establish a benchmark for person-
alized responses in multi-party conversations, and
comprehensively measure the performance of the
model from both objective and subjective perspec-
tives. Extensive experiments show that our model
achieves state-of-the-art performance. In addition,
we conduct more experiments on available real
datasets, and the excellent performance of PAChat
proves the effectiveness of synthetic data in dia-
logue system training. Our contributions are as
follows:
• We propose Persona-Dialogue, the first large-
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scale multi-role spoken dialogue dataset that in-
cludes detailed user profiles, with the aim of ad-
vancing the development of personalized voice
assistants.

• We introduce PAChat, the first spoken dialogue
model focused on personalized responses in mul-
tiparty conversations. The model simultaneously
models semantic and speaker information, aid-
ing the model in understanding the role identity
behind the speech.

• We establish a benchmark for assessing whether
the model understands the user’s identity be-
hind the speech, comprehensively measuring the
model’s persona understanding ability in various
task forms.

• PAChat achieve the state-of-the-art performance
on both our established benchmark and real-
world data, demonstrating the effectiveness of
Persona-Dialogue.

2 Related Work

The powerful semantic understanding and dialogue
generation capabilities of large models have made
them efficient chat assistants. Meanwhile, the de-
velopment of multimodal technology (Cheng et al.;
Yang et al., 2025; Xu et al., 2024; Shi et al., 2024;
Xie et al., 2025; Yan et al., 2024; Yang et al., 2025)
has aligned the sound modality to the input of large
models, enabling large models to achieve extensive
audio understanding. SpeechGPT (Zhang et al.,
2023a) is the first to incorporate discrete speech
units into the LLM framework, with subsequent
work such as AudioPaLM (Rubenstein et al., 2023)
continuing research on speech content. Some re-
searchers are dedicated to using a unified model
to handle speech and audio issues. SALMONN
(Tang et al., 2023) enables LLMs to directly pro-
cess and understand general audio inputs, which
can be seen as a step towards AI with generic hear-
ing abilities. Qwen-Audio1 (Chu et al., 2023) and
Qwen-Audio2 (Chu et al., 2024) established the
first comprehensive large-scale audio model capa-
ble of handling over 30 audio-related tasks, achiev-
ing excellent results in tasks such as speech recogni-
tion, speech translation, and audio event detection.
As the audio understanding ability of the model
improves, more intelligent spoken dialogue mod-
els emerge. StyleTalk (Lin et al., 2024) focuses
on mining the style factors of spoken dialogue to
generate responses with different emotional tones.
While recent end-to-end speech dialogue models

have developed rapidly (Fang et al., 2024; Zeng
et al., 2024), they are more focused on the genera-
tion end compared to generating text through TTS
to generate speech responses, only focusing on the
semantic content of speech at the input end, ignor-
ing the need for emotion information or identity
information mining in spoken dialogue.

Some spoken dialogue models already have iden-
tity recognition capabilities, but are limited to sim-
ple Q&A tasks and have not achieved personalized
dialogue based on identity information, overlook-
ing the huge application value in this field. One
obstacle to achieving personalized dialogue is the
lack of datasets. The high cost of speech data col-
lection means that some models can only exper-
iment on small-scale data (Lin et al., 2024), and
personal information is difficult to record. The text
dialogue field has in-depth research on personal-
ized dialogue (Jandaghi et al., 2023; Gao et al.,
2023), but there is still a certain difference between
text dialogue data such as online chat data and
spoken dialogue. Some researchers use publicly
available resources such as TV shows to compile
spoken dialogue datasets (Poria et al., 2018; Chen
et al., 2020), providing valuable resources. How-
ever, these resources, despite their value, are in-
herently constrained by their scale and the format
of dialogues, which potentially limits their appli-
cability in the context of voice assistant training.
With the advancement of LLM technology, the syn-
thesis of data leveraging its robust generative ca-
pabilities has emerged as a significant source for
dialogue data training materials. StyleTalk (Lin
et al., 2024) used a large language model (OpenAI,
2024b) combined with controllable text-to-speech
(TTS) technology (Du et al., 2024a) to enhance the
model’s ability to capture varied speaking styles
and respond properly in spoken conversations.

To endow the model with the ability to under-
stand identity information and respond accordingly,
we introduce Persona-Dialogue, the first large-scale
synthetic spoken dialogue dataset with persona in-
formation annotations. By leveraging synthetic
data, Persona-Dialogue significantly enhances the
conversational capabilities of spoken dialogue sys-
tems, pushing their application boundaries in di-
verse and challenging environments.

3 Dataset: Persona-Dialogue

Unlike personal voice assistants, persona-dialogue
focuses on assistant scenarios serving multiple
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users, such as a home steward or shopping mall as-
sistant, fulfilling roles such as chatting, answering,
and guiding. Users register their voice identities
in the corresponding scenarios and engage in spo-
ken dialogue with other users or the assistant. The
assistant then uses the users’ voice information to
understand the dialogue and generate personalized
responses for answers or chat. We have established
a comprehensive data construction process to en-
sure the naturalness and realism of the dataset, as
shown in Figure 2. More details can be found in
Section A.

3.1 User Profile Construction.
Taking into account the possibility of multiple user
registrations within the scenario, we systematically
collected and designed 21 representative multi-
party conversational situations that necessitate the
involvement of an intelligent assistant. The detailed
scenario information was subsequently input into
a large-scale language model, which, by virtue of
its advanced inference capabilities, is employed to
generate a diverse set of user profiles correspond-
ing to each scenario. Each user may be present
in the given scenario, and is characterized by a
five-sentence background description encompass-
ing identity, personal interests, and other scenario-
relevant information. All details collectively depict
an independent user profile, with each piece of in-
formation potentially serving as a contextual clue
that the model must consider when generating re-
sponses.

3.2 Textual Dialogue Scripts Generation.
Each user may participate in the corresponding
scenario and engage in relevant dialogues. Accord-
ingly, for each scenario, users are randomly paired,
and the selected user profiles are utilized as pre-set
backgrounds to facilitate the generation of poten-
tial dialogues between users with the assistance
of a large language model. Each set of dialogues
encompasses both user-to-user communication and
interactions between users and the voice assistant.

To ensure data diversity, we employ multiple
data generation strategies. From the perspective
of user-assistant interaction, we employ two pri-
mary methodologies. In the first approach, a large
language model is utilized to generate complete di-
alogues encompassing both user and assistant utter-
ances in a single process. While this method tends
to produce highly coherent conversations, it may
blur the distinction between user profile informa-
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Figure 2: Spoken dialogue generation pipeline of
Persona-Dialogue. Before constructing the dialogue, the
user profile is first designed to ensure a close connection
between the two parties. Additionally, multiple verifi-
cation processes are employed to ensure the dataset’s
realism and naturalness.

tion and dialogue history. In the second approach,
dialogues are initially generated exclusively be-
tween users, after which a selected user engages
in subsequent interaction with the assistant. This
sequential generation process more closely mir-
rors conversational patterns commonly observed in
real-world scenarios. Furthermore, with respect to
the inclusion or masking of user information, we
generated dialogues under two settings: one that
incorporates user profile information and another
that omits it. Omitting user information helps pre-
vent potential interference of pre-defined profiles
with the assistant’s understanding during dialogue,
while incorporating user information enables the
generation of more diverse and persona-consistent
conversations.

3.3 Textual Dialogue Verification.
We utilize large language model as automated ref-
eree to ensure the quality and appropriateness of
generated dialogues. Given the close relationship
between user profiles and dialogue content in our
scenario, we implement a multi-faceted evaluation
framework comprising three distinct criteria. First,
the faithfulness evaluation examines whether user
utterances are consistent with their assigned profile
attributes and flags any unreasonable or inconsis-
tent statements, thereby reducing the risk of hallu-
cinations and contradictions. Second, the relevance
evaluation assesses, given a set of user profiles
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and two candidate dialogues, which dialogue more
appropriately corresponds to the provided user in-
formation. Third, the toxicity evaluation screens
for the presence of prejudiced or hateful content,
ensuring that harmful dialogues are excluded. This
comprehensive approach ensures that the generated
dialogues are not only coherent and contextually
appropriate, but also safe and aligned with the in-
tended user characteristics.

3.4 Spoken Dialogue Generation.
Since voice serves as the sole means for the model
to identify users, we employ an open-source timbre
corpus (Chung et al., 2018) as reference and lever-
age the powerful zero-shot generation capabilities
of the TTS model CosyVoice2 (Du et al., 2024b) to
synthesize voice data for each user. This approach
ensures that each user’s timbre is both unique and
consistent across multiple dialogue turns, thereby
minimizing the risk of voice confusion that could
compromise the model’s ability to accurately dis-
tinguish and understand individual speakers.

3.5 Speaker Verification
Due to the stringent requirements of the TTS
model’s zero-shot generation capability for refer-
ence audio, short or ambiguous reference samples
may result in synthesized speech that is completely
unintelligible. Therefore, we conduct rigorous vali-
dation of the generated results to ensure the qual-
ity and reliability of the spoken dialogue data. A
speaker verification model (Plaquet and Bredin,
2023) is employed to confirm that the synthesized
speech for each individual user maintains a con-
sistent timbre across all utterances. In addition,
we apply an automatic speech recognition (ASR)
model (Radford et al., 2023) to control the word
error rate of the generated samples within a low
range, thereby ensuring the semantic accuracy of
the synthesized speech. For each dialogue, multi-
ple rounds of generation were performed until the
synthesized data met the required standards.

4 Spoken Dialogue System: PAChat

The framework of PAChat is shown in Figure 3,
including Llama 3.1 (Dubey et al., 2024) as large
language model, Whisper model (Radford et al.,
2023) as semantic encoder, identity encoder, the
corresponding alignment layer Q-Former (Zhang
et al., 2023b), and the TTS system CosyVoice2 (Du
et al., 2024b). Considering the complexity of
multi-role dialogue, we limit the model’s response
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Figure 3: Overview of PAChat. PAChat explicitly mod-
els both semantic features and speaker representations.
The semantic features employ Whisper and Q-former
for more delicate feature extraction, aligned to the input
of LLM. The model comprehends both the user profile
and dialogue history information, generating personal-
ized responses for specific users.

to interaction with a single user. We define the
problem as: given a group of user information
U = {U1, U2, . . . , UM} and dialogue history S =
{Sspeakerx,1,Sspeakery ,2, . . . ,Sspeakerz ,T }, where
T represents the total number of dialogue turns and
speakerx could be any speaker, potentially includ-
ing the assistant. The current round is initiated by a
user to the assistant, and the model generates a cor-
responding personalized text response Rassistant,
and the efficient TTS system generates a real-time
voice response Sassistant.

4.1 Base Large Language Model

We adopt Llama 3.1-Instruct 8B as our base large
model for two considerations. From the model
perspective, the Llama series, as the leading open-
source model, possesses strong dialogue generation
capabilities. Secondly, the 8B size serves as the
golden dimension for dialogue assistants, exhibit-
ing intelligent performance without high training
costs. During the training process, the Llama 3.1-
Instruct model remains frozen. We use the trainable
LoRA adapter (Hu et al., 2021) for efficient param-
eter fine-tuning.

4.2 Speech Encoder

Compared to cascade models that use ASR to di-
rectly obtain text format for large model input, our
model adopts feature extraction and alignment ap-
proach to understand the hidden information be-
hind the acoustic features of speech. We simulta-
neously model semantic features and speaker fea-
tures in speech, enabling the model to understand
what the speaker is expressing while recognizing
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the speaker’s identity, thus acquiring the ability
to understand dialogue and user identity informa-
tion. For semantic features, we employ the Whisper
encoder, which is trained with weak supervision
on large-scale speech corpora, for feature extrac-
tion. The process of obtaining semantic features
Fw
i ∈ RN×Dw , where N is the number of frames

in each audio feature, can be represented as fol-
lows:

Fw
i = Whisper-Encoder(Suser,i) (1)

For the whisper-encoded feather, we employ a
window-level Q-Former to synchronize audio and
language between frozen audio encoders and a
frozen large language model, which can be for-
mulated as:

Fw′
i = Q-Former(Qw,Fw

i ) (2)

where Qw represents trainable queries and Fw′
i ∈

R[N×K/L]×Dw represent window-level attribute
features.

For the extraction of speaker identity features,
we employ the efficient PyAnnote.audio library
(Plaquet and Bredin, 2023). The process can be
represented as follows:

Fs
i = Speaker-Encoder(Suser,i) (3)

The obtained speaker representation is a sequence-
level feature, which no longer requires further en-
coding. We use a simple linear layer structure to
align the extracted features with the input of the
large model. The speaker identity information is
concatenated with the frame-level semantic repre-
sentation, and combined with the user profile and
dialogue history as the input sequence to the large
model.

4.3 Training
During the model training process, we froze the
large model and encoder, and trained the LoRA
adapters and alignment module separately. The
overall training objective of the model can be de-
noted as:

L = −
N∑

t=1

m∑

j=1

log p(Rj
t |Z1:t,R1:t−1,R

1:j−1
t ), (4)

where N is the total number of dialogue turns, m
is the number of tokens in the t-th turn’s response,
Rj

t is the j-th token in the response for the t-th
turn, Z1:t represents the audio features up to the

t-th turn, and R1:t−1 refers to the tokens from all
previous turns, while R1:j−1

t denotes the preceding
tokens within the same turn. This training objective
guarantees that the model acquires the ability to
produce contextually suitable responses across sev-
eral dialogue exchanges, utilizing both the dialogue
history and the audio features.

5 Experiment

5.1 Evaluation

For the metric, we draw on previous work (Lin
et al., 2024) and adopt objective and subjective
evaluations to evaluate the text output of mod-
els, which is aligned with the output format of
other audio large language models. For objec-
tive evaluation, we utilized widely recognized
text generation metrics, including vocabulary level
scores such as BLEU (Papineni et al., 2002),
ROUGE-L (Lin, 2004), and METEOR (Banerjee
and Lavie, 2005), as well as semantic-level metrics
like BERTScore (Zhang et al., 2019). For sub-
jective evaluation, we used GPT-eval and Human-
eval. We established detailed scoring criteria for
the quality of questions as the standard for referee
judgment, and each sample was scored by multiple
referees and averaged to ensure the fairness of the
results. More details can be found in Section C.1

For the evaluation dataset, we partitioned 1000
dialogues in Persona-Dialogue as the test set, in-
cluding scenarios and tasks not found in the train-
ing set to verify the model’s robustness to test
the model’s ability to understand dialogue and
identity information. Furthermore, we employed
zero-shot evaluation of Persona-Chat (Zhang et al.,
2018), a classic persona dialogue dataset, to test
the model’s generalization performance on out-of-
domain datasets. Since it is a text dialogue and
consists of dialogues between two parties, which
does not align with our assistant scenario, we con-
structed a spoken dialogue format using a TTS
approach similar to Persona-Dialogue and added a
round of dialogue between the speaker and the as-
sistant for evaluation with the same way mentioned
in Section 3.

For comparison, we selected FunAudioLLM
(SpeechTeam, 2024), Salmonn (Tang et al., 2023),
Qwen-audio (Chu et al., 2023), and Qwen-
audio2(Chu et al., 2024), some of the most pow-
erful dialogue models, as baselines. As they were
not designed to handle multi-party conversations,
we modified their data input format: before the dia-
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Table 2: Performance comparison of various methods for spoken dialogue systems on the Persona-Dialogue and
Persona-Chat datasets. The content metrics include @B (BLEU), @R (ROUGE-L), @M (METEOR), @BS
(BERTScore), @GPT (GPTeval) and @H (Humaneval). FunAudioLLM* represents the result of providing the
speaker identity as a text prompt to FunAudioLLM.

Persona-Dialogue Persona-Chat
Methods

@B @R @M @BS @GPT @H @B @R @M @BS @GPT @H

FunAudioLLM 2.1 7.2 9.2 82.1 1.7 1.9 1.48 7.89 10.02 82.91 2.12 2.22
FunAudioLLM* 4.3 15.2 15.2 85.1 3.1 3.2 2.44 11.29 12.11 84.33 3.99 3.44

Qwen-Audio 3.1 9.2 11.2 85.1 2.8 2.8 2.11 9.23 11.23 84.12 3.02 2.98
Salmonn 2.9 12.4 14.2 86.3 2.9 2.8 2.34 10.19 12.09 85.32 3.12 3.21
Qwen2-Audio 3.4 14.1 15.4 86.5 3.1 3.0 2.41 11.23 13.02 84.91 3.15 3.18

PAChat (ours) 5.2 19.2 17.4 88.9 3.8 3.6 2.51 12.66 13.49 85.33 4.04 3.45

logue, the character’s information and a speech seg-
ment were input as prompts into the model. They
perform zero-shot generation on both evaluation
datasets.

5.2 Implementation Details

All audio data are resampled to 16 kHz for consis-
tency. In the windowed Q-Former, we set K = 1 ,
resulting in a single trainable query, and use L = 17
, which corresponds to approximately 0.33 seconds
per window. The models are trained for 30,000
steps with a batch size of 48 on eight A800 GPUs.
CosyVoice2 (Du et al., 2024b) is used for speech
generation during data construction, as well as for
generating spoken responses after the text replies
produced by PAChat, with all parameters kept at
their default settings.

5.3 Main Results

5.3.1 Persona-Dialogue Results
As shown in Table 2, we evaluated the perfor-
mance of spoken dialogue models on the Persona-
Dialogue dataset. PAChat achieves the best re-
sults across all metrics, demonstrating significant
improvements in personalized response genera-
tion and particularly winning favor with both GPT
and human judges. Among the models, FunAu-
dioLLM, which receives input through ASR tran-
scription, performs poorly due to its inability to
access speaker identity information from the au-
dio. When provide with speaker identity as a text
prompt, its performance improved considerably,
however, its ability to understand user information
and dialogue history still lagged behind PAChat.
PAChat outperformed the best audio-input model
by 0.7 points in the GPT evaluation and by 0.6

points in the human evaluation, indicating that the
model not only understands the dialogue but is also
able to generate responses conditioned on the per-
sona. Other models also achieved relatively high
scores due to their identity recognition capabilities,
but based solely on evaluation metrics, their under-
standing remains at a basic level and does not meet
the requirements for practical application.

5.3.2 Persona-Chat Results

PAChat, trained on the Persona-Dialogue dataset,
naturally excels on the test set generated in the
same manner. It is expected to have higher BLEU
scores under similar training corpus conditions. For
a fairer comparison, we conducted more experi-
ments on the out-of-domain dataset: Persona-Chat,
which focuses more on personalized chat results.
As shown in the Table 2, PAChat still achieved
the best performance. Comparing results on two
distinct datasets, PAChat and other models have
closer BLEU scores on Persona-Chat, indicating
that PAChat does not have a significant advantage
in text comparison. However, PAChat achieves
excellent results in subjective evaluations, scoring
4.02 and 3.45, respectively, widening the gap with
other models. This suggests that PAChat gener-
ates more reasonable responses that align with the
persona of the dialogue user.

Training on large-scale synthetic data has en-
dowed PAChat with a stronger understanding
of multi-party conversations and a greater abil-
ity to capture user personas. Its robust perfor-
mance across different tasks indicates that Persona-
Dialogue promotes personalized responses in multi-
party conversations.
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Figure 4: Performance comparison of different data scale on chat task.

5.4 Impact of data scale

Training data is essential for large models to learn
and generalize in dialogue tasks, with data scale
directly impacting performance. While large-scale
audio data benefits model training as we previously
discussed, the optimal amount needed remains un-
clear. To explore this, we conducted ablation ex-
periments on training data size, as shown in Figure
4. Results indicate that with small datasets (1k,
2k), model performance is poor and it can hardly
complete the task. As the data volume increases,
the model’s performance exhibits a steep-then-flat
effect. With 20k data for training, the model’s
performance still improves, but gradually less no-
ticeably. From a gradient perspective, continuing to
increase the data scale can still enhance the model’s
performance, but excessive data, with a lot of text
repetition, may increase the risk of overfitting and
also raise costs. Therefore, 20k data appears to be
a reasonable scale for personalized assistant tasks.

Table 3: Performance comparison of different settings
on Persona-Dialogue. U-P stands for user profile and
H-D stands history dialogue

setting @B @R @M @BS @GPT
U − P H −D

✔ 2.7 17.5 11.3 86.4 2.3

✔ 3.2 18.2 14.2 86.5 2.8

✔ ✔ 5.2 19.2 17.4 88.9 3.8

5.5 More dicussion about the task setting.

As the first work in the spoken dialogue domain
aimed at generating personalized responses in
multi-party conversations, we first need to ascertain
the rationale of this approach. In real life, multi-
party conversations are widespread, and a voice

assistant participating in such conversations must
have the ability to perceive information about the di-
alogue participants. The assistant needs to identify
the speaker to understand the entire dialogue and
generate targeted, more natural responses based on
the speaker’s information.

Thus, one might question whether our current
modeling approach, which simultaneously consid-
ers user information and dialogue history, is rea-
sonable if we aim to enhance the assistant’s under-
standing of user information. It is worth noting that
scenarios requiring responses based on both these
types of information are not common. However,
they complement each other in a dialogue. The di-
alogue topic and user information are like a query
and key; we need the dialogue to know what to
say next, and through the topic, we connect to the
user’s information to generate more targeted and
reasonable responses, bringing satisfaction to the
user. We tested scenarios where the generation does
not include dialogue history or user information.
From the results shown in Table 3, some model
responses deviated significantly from the user’s ex-
pected outcome, reflecting a decline in evaluation
metrics. This corroborates from another perspec-
tive that this modeling approach helps enhance the
model’s information capture capabilities.

6 Conclusion

The exploration of speaker identity in multi-party
dialogues has significant application potential but
remains under-researched due to a lack of high-
quality data. In an attempt to address this issue,
we propose the utilization of large-scale synthetic
data to augment models’ ability to capture and un-
derstand multi-party dialogues and user-specific
information. I n this paper, we introduce Persona-
Dialogue, the first spoken dialogue dataset fea-
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turing multi-party conversations and user profiles.
Leveraging this dataset, we develop PAChat, a spo-
ken dialogue framework that jointly models speech
identity and semantic information to deliver per-
sonalized responses by interpreting user profiles
and dialogue history. Extensive experiments show
that our system can recognize speaker identity from
speech and generate high-quality responses, pro-
viding valuable insights for advancing personalized
voice assistants.

Limitations

From the experimental data on data scale, the per-
formance gain brought by data scale has not yet
reached its peak. The extent to which the scale of
data no longer improves the performance of the
model is still unknown, and the boundary of data
volume needs to be further explored in the future.

Furthermore, the focus of this paper is on
whether the text of the response is consistent with
the speaker’s identity information. Similarly, for
different speakers, the model should also have the
ability to reply in different tones, such as a gentle
tone for children and a caring tone for the elderly,
which we have not yet explored. We plan to intro-
duce an end-to-end speech model, unify the speech
generation module into the model, and achieve a
more natural spoken dialogue system.

In addition, as AI assistants become increasingly
human-like, it is crucial for them to acquire the
ability to perceive speaking turns, similar to hu-
man participants in a conversation. This includes
knowing when to speak and when to interrupt oth-
ers. This paper focuses primarily on the textual
quality of model responses and does not investigate
these turn-taking abilities. If PAChat is to be ap-
plied in real-world dialogue scenarios in the future,
equipping the model with turn-taking perception
capabilities remains an important issue for further
research.
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A More Details about Persona-Dialogue

A.1 Scenarios

In constructing the Persona-Dialogue dataset, we
drew upon both everyday knowledge and insights
from large language models to identify 21 poten-
tial application scenarios for voice assistants, as
detailed in Table 5. We used these scenarios as
categories to generate user profiles and dialogues.
The proportion of data for each scenario, measured
by the number of dialogues, is shown in Figure 5.
Among these, scenarios such as Family Life, Com-
pany Meeting, and School Classroom are more
common and exhibit a greater demand for voice
assistants, therefore, we generated more dialogues
for these scenarios. 1.

11.0%

7.0%

8.0%

4.3%
5.2% 5.2%
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4.0%

5.0%

5.0%

40.0%

Figure 5: Proportion of Dialogue Numbers for Each
Scenario.

A.2 Dialogue Topics

To avoid similarity among dialogues generated by
the large language model within the same scenario,
we not only randomly selected interlocutors but
also created multiple dialogue topics for each sce-
nario. This approach ensures diversity in user in-
teractions and comprehensive coverage of various
aspects within each scenario. Examples of sce-
narios and their corresponding dialogue topics are
presented in Table 6.

1All data will be made publicly available after the paper is
accepted.

A.3 User Profiles

We input scenario information into a large language
model to generate possible dialogue users, along
with their identities and descriptive information
about their hobbies. For each scenario, we gen-
erate 3-4 groups of users according to different
categories. Dialogue participants are selected from
users within these groups. The distribution of the
generated user information can be visualized using
a word cloud, as shown in Figure 6.

Figure 6: Word Cloud of User Profile Descriptions

A.4 Dataset Statistics

We have collected some statistics of Persona-
Dialogue and presented them in the Table 7.

B More Details about Data Construction

All text generation tasks and evaluation tasks were
completed by GPT-4-0613 (OpenAI et al., 2024)

B.1 Prompt Template for User Generation

The prompt template for user generation can be
found in Table 8.

B.2 Prompt Template for Textual Dialogue
Scripts Generation

In order to produce a wider variety of textual di-
alogue forms, we adopt two distinct approaches.
In the first approach, direct dialogue generation,
the LLM directly reads user information and, with
reference to the scenario and dialogue topic, gen-
erates a complete dialogue segment. In the second
approach, contextual interaction generation, the
LLM first generates historical dialogue informa-
tion between users, and then selects one user to
generate an interaction turn with the voice assistant.
The corresponding prompts for each approach can
be found in Table 9. Note that the term "house-
keeper" is used to create an assistant that expresses
itself in a human-like manner, and this designation
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may be replaced with different forms depending on
the scenario.

B.3 Prompt Template for Textual Dialogue
Verification

As a judge, the LLM is categorized into three types:
faithfulness evaluation, relevance evaluation, and
toxicity evaluation. The corresponding prompt tem-
plates can be found in Table 10.

C More Details about Evaluation

C.1 Evaluation Setting and Criteria
Here, we provide a detailed description of the eval-
uation procedures discussed in Section 5. For
both GPT-based and human evaluations, the as-
sessment criteria are the same, as shown in Ta-
ble 11. For GPT-based evaluation, we used GPT-4-
0613(OpenAI et al., 2024). For human evaluation,
we invited five volunteers to score the responses,
and the final score is the average of their ratings.

C.2 More Comprehensive Evaluation
As a dialogue model, PAChat ultimately outputs
speech. However, since we employ an open-source
TTS model and the current mainstream audio large
language models primarily generate text outputs,
the main experiments evaluate results from the per-
spective of text generation only. In this section, we
further evaluate the model’s end-to-end speech out-
put performance. We use the MOS metric to assess
the quality of the generated speech. Additionally,
volunteers are asked to perform role-playing based
on a given user profile or a custom profile. After
freely interacting with each other, they commu-
nicate with the model to test its real-world abil-
ity to understand dialogue and user information.
Each group consists of 3 to 5 participants, who
jointly evaluate the model’s responses and their
scores are averaged. This process is repeated for
10 trials, and the overall average score is calculated.
The evaluation criteria are consistent with those
described in Section C.1. A comparison with the
current open-source SOTA models, Qwen2-Audio
+ CosyVoice2, is shown in Table 4. The results
indicate that PAChat achieves stronger real-world
dialogue understanding capabilities, while the qual-
ity of generated speech is similar due to the use of
the same TTS module.

Table 4: The Evaluation for Generated Speech.

Model Mos Human Score

Qwen2-Audio 3.88 2.81

PAChat 3.87 3.03
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Table 5: Scenarios list

Family life Company meeting School classroom

Friends gathering Shopping center Travel group

Restaurant Library/Bookstore Stadium/Sports game

Concert/Music festival, Concert/Music festival, Art gallery, Gym, Park, Technology exhibition
Sports club, Amusement park, Public transportation, Hospital, Pet shop, Cafe

Table 6: Dialogue Topics in Main Scenarios

Family life Upcoming Family Vacation Plans, Strategies for Challenging Homework Assignments, Discussion on
Surprising News Headlines, Surprise Birthday Party Organization, Weekly Grocery Shopping List, Book
Club Discussion, Debate on Household Chore Allocation, Living Room Redecoration Ideas, Adoption
of a Healthy Lifestyle Plan, Family Movie Night Selection, Financial Budgeting Discussion, Recent
Local Events Impact, Daily Work and School Event Sharing, Weekly Meal Planning and Preparation,
Pet Ownership Challenges and Rewards, Bullying Incident Advice and Concerns, Electronics Usage
Rules during School Week, Updates on After-School Sports Activities, Home Renovation Project Plans,
Family Reunion Planning and Preparation

Company meeting Annual Company Performance, Upcoming Marketing Strategies, New Product Launch, Future Invest-
ment Ideas, Quarterly Financial Report, Improving Customer Service, Expansion Plans, Employee
Performance Reviews, Introduction of New Technologies, Charity/Community Involvement Oppor-
tunities, Remote Work Policies, Employee Benefits and Compensation, Workplace Safety Measures,
Company Culture and Values, Company’s Sustainability Initiatives, Fostering Innovation and Creativity,
Team Building Activities, Upcoming Training Opportunities, Regulatory Compliance Issues, Competi-
tive Analysis

School classroom Mathematics Class Review, Cultural Event Planning, Political Subjects Debate, Literature Book
Discussion, Music Album Release Discussion, Science Research Developments Conversation, Sports
Game Strategies, Art Project Brainstorming, Computer Class Coding Strategies, Economics Class
Financial Strategies, Science Experiment Discussion, Exam Preparation Tips, School Trip Recap,
School Policy Changes Debate, TV Shows and Movies Discussion, Climate Change and Environmental
Issues Talk, Homework Discussion, Fashion Trends Chat, School Charity Event Planning, Health and
Wellness Tips Discussion

Friends gathering Upcoming holiday plans, Recent movies or TV shows, Workplace stories and experiences, Personal
fitness and health, Current political events, The latest technology trends, Food and restaurant recom-
mendations, Home improvement and decoration ideas, Traveling experiences and dream destinations,
Sports and recent games, Books and literature, New music or concerts, Mutual friends’ life updates,
Family and children, Pets and their funny stories, Childhood memories, Latest fashion trends, Cooking
and recipes, Personal hobbies and interests, Wedding and special events preparations

Shopping center Comparing prices between different stores, New fashion trends, Where to get the best deals, Recom-
mendation for a good restaurant in the shopping center, Upcoming sales or events, The best time to shop
to avoid crowds, Quality of customer service at a particular store, Recent purchases and their reviews,
Newly opened stores in the shopping center, Current promotional offers or discounts, Comparing
online shopping vs in-store shopping, Issues with parking space in the shopping center, Kids-friendly
stores and amenities in the shopping center, Navigating through the shopping center, Health and safety
measures in the shopping center due to COVID-19, Topics related to latest gadgets or electronics,
Sharing experiences about a movie recently watched in the shopping center’s cinema, Different payment
methods accepted by stores, The effectiveness of a product they recently purchased, Whether or not a
certain store accepts returns or exchanges

Travel group Trip Itinerary Discussion, Personal Travel Experiences Sharing, Local Food and Cuisines Conversation,
Best Time to Visit Debate, Travel Insurance and Safety Discussion, Cultural Heritage Thoughts Sharing,
Weather-based Clothing Packing Discussion, Pick Up and Drop Locations and Timings Planning, Trip
Expenses Division Planning, Local Attractions Decision, Destination City Transportation Options
Discussion, Favorite Global Travel Destinations Conversation, Local Language Key Phrases Learning,
Destination Country Travel Regulations and Requirements Discussion, Personal Preferences and Special
Needs Discussion, Local Customs and Traditions Talk, Group Travel versus Solo Travel Pros and Cons
Debate, Physical Demands of the Trip Chat, Photography and Site Specifications Conversation, Trip
Extension or Next Trip Planning Discussion
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Table 7: Statistics of Persona-Dialogue

Turns Dialogues Average Number
of Turns per Dia-
logue

Duration(h) Average Number
of User Profiles
per Scenarios

159933 21760 7.34 217 27

Table 8: Prompt Template for User Generation

Imagine a {DIALOGUE SCENARIO} scene with many individuals, and there may be a dialogue
between two or more people, please construct 8 possible characters, and describe each character in 5
sentences, in the following format:
[{

"name": ,
"identity": ,
d̈escription": ["", "", "", "", ""]

}]
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Table 9: Prompt Template for Dialogue Generation

Direct Dialogue Generation

Consider that in a {DIALOGUE SCENARIO} scenario, the fol-
lowing speaker and a human housekeeper are having a multi-
person multi-turn conversation, and the interlocutor information
is: {USER PROFILE}
The topic of the conversation is {DIALOGUE TOPIC}
please organize a conversation, the length of the dialogue is 4-10
rounds, each speaker’s speech needs to match his or her identity,
towards the end of the conversation, there needs to be a speaker
to communicate with the housekeeper, it may be to chat or ask for
advice, the housekeeper needs to reply to each person’s identity
characteristics and historical conversation data.
Make sure that the whole conversation is natural and reasonable,
and each speech should not be too long.
Your response should be guaranteed in the following format:

[
{"speaker":<name>, "utterance": },
{"speaker":<name>, "utterance": }
]

Contextual Interaction Generation

Consider that in a {DIALOGUE SCENARIO} scenario, the fol-
lowing speakers and a human housekeeper have already had a
multi-person, multi-turn conversation. The interlocutor informa-
tion is: {USER PROFILE}.
The topic of the conversation is {DIALOGUE TOPIC}.
The dialogue history is as follows: {DIALOGUE HISTORY}
Now, please select one speaker from the participants to initiate a
new conversational turn with the housekeeper. The speaker can
either chat with the housekeeper or ask for advice.
The housekeeper needs to reply according to the speaker’s identity
characteristics and the historical conversation data.
Make sure the interaction is natural and reasonable, and each
utterance should not be too long.
Your response should be guaranteed in the following format:

[
{"speaker": <name>, "utterance": },
{"speaker": "assistant", "utterance": }
]

Table 10: Prompt Template for Textual Dialogue Verification

Faithfulness Evaluation
Given users profiles respectively, does the following conversation between
the users contradict either of their profiles?
{USER PROFILE} {DIALOGUE}

Relevance Evaluation
Which one of Conversation 1 and Conversation 2 between users {USER
PROFILE}?
Conversation 1: {DIALOGUE 1} Conversation 2:{DIALOGUE 2}

Toxicity Evaluation
Is this conversation toxic?
{DIALOGUE}
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Table 11: The Evaluation Criteria for Human and GPT-4.

1 The response is completely irrelevant to the context, showing no understanding of user information
or historical dialogue.

2 The response is partially relevant to the context, but unnatural and awkward. There is limited use
of user information or historical dialogue.

3 The response is partially relevant to the context and demonstrates some understanding of user
information or historical dialogue, but overall lacks fluency and naturalness.

4 The response is highly relevant to the context, expressed in a natural and fluent manner, and
accurately references and utilizes user attributes or historical information.

5 The response is fully relevant to the context, expressed very fluently and naturally, makes full
and skillful use of user attributes and historical dialogue knowledge, and demonstrates a strong
understanding of the conversation.
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