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Abstract

Despite Greece’s pivotal role in the global econ-
omy, large language models (LLMs) remain
underexplored for Greek financial context due
to the linguistic complexity of Greek and the
scarcity of domain-specific datasets. While
multilingual financial NLP has revealed large
performance gaps across languages, no bench-
marks or LLMs have been tailored for Greek
financial tasks until now. To bridge this gap,
we introduce Plutus-ben, the first Greek Fi-
nancial Evaluation Benchmark, and Plutus-8B,
the first financial LLM fine-tuned on Greek-
specific financial data. Plutus-ben addresses six
core tasks: numeric/textual named entity recog-
nition, question answering, extractive summa-
rization, abstractive summarization, and topic
classification. To support these tasks, we re-
lease four new expert-annotated Greek finan-
cial datasets and incorporate two existing re-
sources. Our comprehensive evaluation of 24
LLMs reveals persistent challenges in Greek
financial NLP, driven by linguistic complexity,
domain terminology, and financial reasoning
gaps. Experiment results underscore the limita-
tions of cross-lingual transfer and the need for
Greek-specific financial modeling. We publicly
release Plutus-ben, Plutus-8B, and all associ-
ated datasets1 to promote reproducible research
and advance multilingual financial NLP.

1 Introduction

As an official language of the European Union2

and the dominant language of Greece’s merchant
navy, which controls over 20% of the world’s mer-
chant fleet3, Greek is central to international trade,

1We released all code in https://anonymous.4open.
science/r/FinBen-379E/ and will release the datasets at-
tached to the paper later.

2https://european-union.europa.eu/
principles-countries-history/languages_en

3https://ugs.gr/en/greek-shipping-and-economy/
greek-shipping-and-economy-2024/
the-international-perspective/

Figure 1: Radar graph of model performance on Plutus-
ben, the first Greek financial benchmark. Plutus-
8B achieves the best performance, surpassing GPT-4
by 8.33%, GPT-4o by 26.83%, and Deepseek-V3 by
67.74%.

banking, and regulatory affairs. Greek financial
documents such as regulatory filings, maritime
trade records, and economic reports hold substan-
tial international relevance, yet their processing
remains difficult (Esarey, 2020). Greek’s complex
morphology, inflectional system, and unique ortho-
graphic structures (Holton et al., 2012; Efthymiou
and Koutsoukos) make it fundamentally different
from high-resource financial languages such as En-
glish and Chinese. These linguistic complexities
introduce challenges in financial information ex-
traction, entity recognition, and numerical reason-
ing (Papantoniou and Tzitzikas, 2024).

Despite recent advancements in applying large
language models (LLMs) to financial natural lan-
guage processing (NLP) tasks, Greek remains
largely unexplored. Extensive financial LLMs have
been developed for English (Xie et al., 2024b;
Wu et al., 2023; Xie et al., 2023a; Yang et al.,
2023b,a), Chinese (Chen et al., 2023; Li et al.,
2023), and Spanish (Zhang et al., 2024). Moreover,
financial benchmarks have been established for En-
glish (Xie et al., 2024a, 2023a; Shah and Chava,
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2023), as well as for Chinese (Nie et al., 2024),
Spanish (Zhang et al., 2024), and Japanese (Hirano,
2024). However, no dedicated benchmark exists
for Greek, and while some multilingual evaluations
include Greek (Bandarkar et al., 2024), they lack
financial-specific datasets, making it difficult to as-
sess LLMs’ performance on Greek financial area.
At the same time, Greek LLM research has largely
overlooked finance. While Meltemi (Voukoutis
et al., 2024a) is the first Modern Greek LLM, it
lacks financial domain adaptation. Existing Greek
datasets focus on general NLP tasks (Clark et al.,
2018; Lin et al., 2022; Zellers et al., 2019), fail-
ing to capture the domain-specific terminology and
numerical reasoning essential for financial applica-
tions.

In this work, we introduce Plutus-ben, the first
Greek financial evaluation benchmark and Plutus-
8B, the pioneering Greek financial LLM. Plutus-
ben addresses the aforementioned gap by defining
six core financial NLP tasks in Greek, including nu-
meric and textual named entity recognition (NER),
question answering (QA), extractive summariza-
tion, abstractive summarization, and topic classifi-
cation, establishing a foundation for systematic and
reproducible assessments of LLMs in Greek finan-
cial area. Notably, tasks such as financial numeric
NER and financial QA are introduced in Greek
for the first time. To support these tasks, we de-
velop four high-quality Greek financial datasets, in-
cluding GRFinNUM, GRFinNER, GRFinQA, and
GRFinSUM, each carefully annotated by expert
native Greek speakers with deep financial and lin-
guistic expertise. Annotations follow strict, stan-
dardized guidelines to ensure consistency, accuracy,
and high inter-annotator agreement. These newly
developed datasets are curated from authoritative
financial sources, including Greek financial reports
and university exams, and are further supplemented
by two existing financial resources, GRFNS-2023
and GRMultiFin. Beyond benchmarking, we in-
troduce Plutus-8B, the first Greek financial LLM
fine-tuned on domain-specific data, demonstrating
the impact of targeted adaptation in bridging per-
formance gaps for Greek financial tasks.

We evaluate 24 representative LLMs, spanning
English-centric and Greek models across general
and financial domains in various sizes, alongside
our Plutus-8B, and uncover fundamental limita-
tions in handling Greek financial tasks. Despite
their success in high-resource languages, top mod-
els like GPT-4o underperform on Greek finan-

cial text, while smaller open-source models (e.g.,
LLaMA-3.2-1B, Qwen2.5-1.5B, Mistral-7B) fail
entirely on key tasks such as NER. The chal-
lenge extends beyond language: financial text intro-
duces specialized terminology, numerical reason-
ing, and ambiguous context. English-trained finan-
cial models fail to transfer effectively to Greek, and
Greek-oriented models like Meltemi-7B, though
excelling in general tasks, lack domain-specific
competence. Scaling models offers limited benefit
(e.g., Qwen2.5-72B does not outperform its 32B
variant), highlighting the limits of scale alone. In
contrast, our domain-adapted Plutus-8B achieves
the highest mean performance, demonstrating the
effectiveness of fine-tuning on Greek financial data.
Nonetheless, significant challenges remain, particu-
larly in summarization, where all models including
Plutus-8B struggle with long-form financial docu-
ments.

Our main contributions are: 1) We introduce
Plutus-ben, the first comprehensive Greek finan-
cial evaluation benchmark covering six key tasks
and Plutus-8B, the first Greek financial LLM that
achieves state-of-the-art (SOTA) performance on
the Plutus-ben benchmark. 2) We develop four new
high-quality Greek financial datasets, annotated by
expert native speakers, and augment them with two
existing resources to enhance task coverage. 3)
We evaluate 24 LLMs on Plutus-ben, revealing per-
sistent challenges in Greek financial NLP due to
linguistic complexity, domain-specific terminology,
and financial reasoning gaps. Our findings under-
score the limitations of cross-lingual transfer and
the need for domain-adapted Greek models. 4) We
release Plutus-ben, Plutus-8B, and all associated
datasets to drive reproducible research and promote
multilingual inclusivity in financial NLP.

2 Plutus-ben: the First Greek Financial
Evaluation Benchmark

In this section, we introduce Plutus-ben, the first
Greek financial evaluation benchmark. As shown
in Table 1, Plutus-ben encompasses a wide range of
tasks, including numeric NER, textual NER, ques-
tion answering, extractive summarization, abstrac-
tive summarization, as well as topic classification,
enabling a comprehensive evaluation of models. To
support these tasks, we developed four new high-
quality Greek financial datasets from scratch, in-
cluding GRFinNUM, GRFinNER, GRFinQA, and
GRFinSUM. Additionally, we use two established
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resources, GRFNS-2023 and GRMultiFin, with
examples provided in Table 6 4. These datasets
were rigorously annotated by expert native Greek
speakers with deep financial and linguistic exper-
tise, following standardized guidelines to ensure
consistency and accuracy.

2.1 Task Definition and Dataset Curation
2.1.1 Numeric NER
Numerals are crucial in financial narratives, con-
veying essential quantitative information and ac-
tionable insights (Chen et al., 2018). Accurate nu-
meral recognition is vital for interpreting nuanced
financial data, especially when various categories
exist simultaneously, i.e, monetary values, times-
tamps, and quantities (Chen et al., 2019b; Yang
et al., 2022).

Task Definition: We introduced the first
Greek financial numeric NER task, involving
both number span identification and classification
into fine-grained numeral types. Inspired by the
English numeric NER framework FinNum (Chen
et al., 2019a), we approach this task as a sequence
labeling problem. Our task processes the input
sentence X = (x1, x2, . . . , xn) consisting of n
tokens xi to the output labels Y = (y1, y2, . . . , yn)
consisting of n labels yi. The goal is to assign
each token xi a label yi from the predefined set C =

{MONETARY, PERCENTAGE,TEMPORAL,QUANTITY,

OTHERS, O} , which includes specific numeric
entity types and the “outside” label O. Among
these categories, MONETARY includes financial
amounts, such as prices, quotes, and changes,
which are central to financial analysis. PERCENT-
AGE denotes ratios or relative changes, crucial for
trend and growth tracking. TEMPORAL covers
dates, times, and durations, integral to time-series
analysis. QUANTITY captures measurable or
countable values, such as inventory levels or
investment positions. OTHERS encompasses nu-
meric data not captured by the previous categories,
leaving room for future exploration.

Data Source: To create our novel high-quality
GRFinNUM dataset, we collected real-world, pub-
licly available financial annual reports from Greek
firms listed on the Athens Stock Exchange 5. These
reports include textual information and reviews pro-
vided by the firm’s management and board of di-
rectors, offering rich, detailed financial data and

4More details in Appendix G.
5https://www.athexgroup.gr/el/web/guest/financial-

statements-in-pdf-format

narratives. We curated a dataset of 64 financial
reports, each spanning 30 to 267 pages, with an av-
erage length of 105 pages or approximately 44,000
words per document. Due to their extensive length
and inclusion of non-essential content, we meticu-
lously filtered the text to extract sentences contain-
ing target entities. This rigorous selection process
yielded a refined dataset of 500 sentences, ensur-
ing relevance and quality for fine-grained numeral
classification.

Expert Annotation: Rigorous annotation guide-
line (Appendix H) was developed for GRFinNUM,
comprising both general rules for the overall task
and specific rules tailored to each numeral category.
These guidelines were iteratively refined through
multiple rounds of pre-annotation and collabora-
tive discussions, focusing on resolving ambigu-
ous cases to ensure high consistency and accuracy
across the dataset. To minimize annotator vari-
ability, only numbers, decimal points (.), and the
percent sign (%) were included in annotated spans.
To construct novel high-quality dataset, we enlisted
three highly educated Greek native speakers with
expertise in economics, business, and informatics
from leading academic institutions (Appendix L).
The annotation process was conducted using La-
bel Studio platform (Tkachenko et al., 2020-2025)
(Appendix M), ensuring a streamlined and repro-
ducible workflow.

Quality Validation: To gauge the quality and re-
liability of our GRFinNUM annotation process, we
utilized three key inter-annotator agreement met-
rics: F1 score (Goutte and Gaussier, 2005), Co-
hen’s Kappa (Wongpakaran et al., 2013), and Krip-
pendorff’s Alpha (Hayes and Krippendorff, 2007)
(Appendix O). F1 Score evaluated annotator consis-
tency in span identification and classification. Co-
hen’s Kappa adjusted for random agreement, while
Krippendorff’s Alpha addressed category distribu-
tion imbalances. The results demonstrated excel-
lent inter-annotator agreement for the GRFinNUM
dataset, with an F1 score of 0.988, a Cohen’s Kappa
of 0.979, and a Krippendorff’s Alpha of 0.978 (Ta-
ble 2). These high scores confirm the robustness
and quality of our GRFinNUM dataset.

2.1.2 Textual NER
Identifying core financial entities, such as com-
panies, is crucial for extracting meaningful in-
sights from financial activities in the Greek finan-
cial domain. Unlike numeric NER, which focuses
on recognizing numerical values, textual NER in
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Task Dataset Raw Processed Source Train Valid Test Metrics License Tested Capabilities

Numeric NER GRFinNUM 64 500 Annual Reports1 320 80 100 Entity F1 Public Numeric information extraction
Textual NER GRFinNER 64 500 Annual Reports2 320 80 100 Entity F1 Public Textual information extraction
Question Answering GRFinQA 540 540 Exam Questions 267 48 225 Acc Public Language comprehension and reasoning
Extractive Summarization GRFinSUM 187 187 Annual Reports3 119 29 39 Rouge-1 Public Extractive summarization of long financial texts
Abstractive Summarization (Zavitsanos et al., 2023) GRFNS-2023 (Zavitsanos et al., 2023) 262 262 Annual Reports 169 43 50 Rouge-1 CC-BY-4.0 Long-form financial document comprehension
Topic Classification (Jørgensen et al., 2023) GRMultiFin (Jørgensen et al., 2023) 268 268 Article Headlines 171 43 54 Acc CC BY-NC 4.0 Language comprehension and topical content categorizing

Table 1: Overview of the Plutus-ben benchmark. For each task, both raw data volume and processed size are listed,
along with dataset source, split sizes for train/validation/test, evaluation metrics, licenses, and tested capabilities.

1 https://www.athexgroup.gr/web/guest/company-fin.-statements/
2 https://www.athexgroup.gr/web/guest/company-fin.-statements/
3 https://www.athexgroup.gr/web/guest/company-fin.-statements/

Dataset F1-score Cohen’s Kappa Krippendorff’s alpha

GRFinNUM 0.988 0.979 0.978
GRFinNER 0.974 0.993 0.948

Table 2: Inter-annotator agreement metrics for human
expert annotations on GRFinNUM and GRFinNER
datasets.

Greek presents unique challenges due to the lan-
guage’s distinct expression patterns. For instance,
long-form names with attribution, such as “George
Demetriou of Konstantinos”, should be treated as a
single entity span.

Task Definition: To test LLMs’ understand-
ing of Greek financial entities, we introduce the
first Greek financial textual NER task. Inspired
by FinNER-ORD (Shah et al., 2023) and Far-
makiotou et al. (Farmakiotou et al., 2000), our
task involves span identification and classifica-
tion of company-related information into three
key entity types: Person, Location, and Organi-
zation. Our task processes the input sentence
X = (x1, x2, . . . , xn) consisting of n tokens xi
to the output labels Y = (y1, y2, . . . , yn) con-
sisting of n labels yi. The goal is to assign
each token xi a label yi from the predefined
set C = {PERSON,LOCATION,ORGANIZATION, O} ,
which includes specific textual entity types and the
“outside” label O.

Data Source: We constructed the GRFinNER
dataset using the same set of financial annual re-
ports from Greek firms as in GRFinNUM. A total
of 64 reports were collected. Similar sentences
filtering is utilized for a different final dataset of
500 sentences with high relevance and quality for
company-related entity classification.

Expert Annotation: Rigorous annotation guide-
line (Appendix I) was also iteratively developed
for GRFinNER through multiple rounds of pre-
annotation and collaborative discussions, consist-
ing of general rules for the entire task, specific rules
for each entity category, and distinct rules for han-
dling ambiguous situations. The same three highly

educated Greek native speakers (Appendix L) com-
pleted the annotation process. The entire annota-
tion workflow was carried out using Label Studio
platform (Appendix M).

Quality Validation: The inter-annotator agree-
ment was meticulously assessed using the same rig-
orous framework: F1 score (Goutte and Gaussier,
2005), Cohen’s Kappa (Wongpakaran et al., 2013),
and Krippendorff’s Alpha (Hayes and Krippen-
dorff, 2007) (Appendix O). The GRFinNER task
exhibited exceptional inter-annotator reliability,
achieving an F1 score of 0.974, Cohen’s Kappa of
0.993, and Krippendorff’s Alpha of 0.948 (Table 2),
ensuring the dataset’s quality for application.

2.1.3 Question Answering
Effective financial decision-making and question
answering require LLMs to comprehend and reason
within financial contexts. The nuances of Greek
financial terminology, combined with the complex
morphology of the Greek language, pose unique
challenges that demand rigorous assessment.

Task Definition: To evaluate LLMs’ compre-
hension and reasoning capabilities in Greek finan-
cial contexts, we introduce the first Greek financial
question-answering task. This task requires mod-
els to infer the correct answer using provided text
under a multiple-choice format, testing their ability
to process financial terminology, apply reasoning,
and understand contextual nuances in Greek. Each
question, along with its answer choices, is given
as input, with the correct answer designated as
the output. Our task processes the input question
Q = (q1, q2, . . . , qn) consisting of n tokens qi and
the possible choices C = {c1, c2, . . . , ck} which is
the set of k possible choices ci. The task aims to
map the question Q and choices C to the correct
answer A, selected from C.

Data Source: We propose the novel GRFinQA
dataset which is the first in the Greek financial
domain. It is comprised of 540 financial exam
questions sourced from Greek university courses
and publicly available Greek finance, business and
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economics textbooks. To ensure the quality of
the dataset, we categorized GRFinQA questions
into three distinct types: (1) right/wrong questions,
which require a binary judgment on whether a state-
ment is correct or incorrect; (2) fill-in-the-gap ques-
tions, where a missing word or phrase must be com-
pleted based on contextual understanding; and (3)
multiple-choice questions, which present several
answer options with only one correct choice. The fi-
nal dataset consists of 68 right/wrong questions, 36
fill-in-the-gap questions, and 436 multiple-choice
questions.

Quality Validation: To ensure the quality of the
dataset, we first identified three distinct types of
questions present in the QA dataset: (1) right and
wrong questions, which require a binary judgment
on whether a statement is correct or incorrect; (2)
fill-in-the-gap questions, where a missing word or
phrase must be completed based on contextual un-
derstanding; and (3) generic multiple-choice ques-
tions, which present several answer options, with
only one being correct. From this dataset, we se-
lected a representative sample that included several
questions from each category. The domain experts
manually reviewed these questions to confirm that
the designated correct answer was factually accu-
rate. Following that, we used GPT-4o to process
the questions, prompting it to read the text and ex-
plain its reasoning for selecting an answer. This
helped us verify both the factual accuracy of the
dataset’s answers and the difficulty of questions.

2.1.4 Extractive Summarization
Financial annual reports are lengthy and
information-dense, often spanning hundreds of
pages with only a few sections containing the
most crucial insights. Extractive summarization is
therefore an essential task for evaluating LLMs’
ability to identify salient information in financial
texts. Extractive summarization assesses models’
capacity to directly select the most informative
sentences, thereby testing comprehension and
prioritization skills.

Task Definition: We introduce the first Greek
financial extractive summarization task to eval-
uate LLMs’ capability of identifying key sen-
tences within narrative financial reports. Formally,
the task can be defined as a mapping function
f : D → S, where D = (d1, d2, . . . , dn) rep-
resents the input document of n tokens di, and
S = (s1, s2, . . . , sm) denotes the extractive sum-
mary of m tokens si. The objective is to construct

Annotator Pair Rouge-1 Rouge-2 Rouge-L

Annotator1 & Annotator3 0.9382 0.9173 0.8670
Annotator1 & Annotator2 0.9816 0.9600 0.8924
Annotator2 & Annotator3 0.9475 0.9263 0.8563

Table 3: Inter-annotator Rouge scores for GRFinSUM.

a concise summary S that preserves the essential
information from D, with all tokens in S directly
selected from the source document.

Data Source: For the GRFinSUM dataset, we
collected 187 annual reports from Greek companies
listed on the Athens Stock Exchange. From these
reports, we extracted the “Overview of Financial
Performance” section, typically one to three pages
long. Extraction followed a two-stage process: (1)
GPT-4o-mini was prompted to scan each report
and identify the relevant section; (2) manual post-
processing and cleaning ensured precise boundaries
and consistent formatting.

Expert Annotation: Annotation guideline was
iteratively refined through multiple rounds of pilot
annotation and discussion (Appendix J). Three do-
main experts independently annotated the data by
marking sentences that captured the most impor-
tant financial information. Disagreements were re-
solved through adjudication, ensuring high-quality
gold annotations for the task.

Quality Validation: To assess annotation reli-
ability, we evaluated inter-annotator consistency
using Rouge scores, which measure the overlap in
selected summary sentences. The pairwise results
are reported in Table 3, demonstrating high align-
ment across annotators. These findings confirm the
robustness and quality of the GRFinSUM dataset.

2.1.5 Abstractive Summarization
The task of abstractive summarization origi-
nates from the Financial Narrative Summarization
Shared Task (FNS 2023), which focuses on sum-
marizing annual reports from the UK, Greece, and
Spain (Zavitsanos et al., 2023). This task aims
to test LLMs’ abilities in understanding and re-
organizing the given context. The challenge lies
in condensing essential information while preserv-
ing factual accuracy and coherence. The structural
and linguistic complexities of Greek financial texts
further heighten this difficulty, requiring models to
generate fluent, paraphrased summaries that remain
faithful to the original content.

Task Definition: To evaluate LLMs’ abilities
of understanding the Greek financial contexts, we
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adopt the abstractive summarization task from
FNS 2023 (Zavitsanos et al., 2023). This task
involves generating concise summaries of Greek
financial annual reports, emphasizing both infor-
mativeness and readability while preserving key
details. The task processes the input document
D = (d1, d2, . . . , dn) consisting of n tokens di to
the abstractive summary S = (s1, s2, . . . , sm) con-
sisting of m tokens si. The goal is to map the doc-
ument D to a concise summary S that conveys the
essential information in natural language, which
is paraphrased or restructured rather than directly
copied from D.

Data Source: The FNS 2023 shared task (Za-
vitsanos et al., 2023) comprises UK, Greek, and
Spanish financial annual reports. The dataset in-
cludes narrative sections from financial annual re-
ports, each paired with both a short and long gold
summary. For GRFNS-2023, we focus solely on
the Greek portion, using the short gold summary
as our target. As the original authors did not re-
lease a test set, we repurposed their validation set
as our test set and split the training data to create
our training and validation sets.

2.1.6 Topic Classification
The topic classification task is derived from Multi-
Fin (Jørgensen et al., 2023), and it focuses on cate-
gorizing financial news headlines into predefined
financial topics. This task is particularly challeng-
ing due to the brevity and ambiguity characteristic
of financial news headlines. Furthermore, finan-
cial categories often exhibit thematic and lexical
overlaps, demanding that models discern the ap-
propriate category from limited context and shared
terminology.

Task Definition: To improve LLMs’ compre-
hension of Greek financial topics, we incorporated
the Greek financial topic classification task adapted
from MultiFin (Jørgensen et al., 2023). This task
requires assigning financial article headlines to one
of six predefined thematic categories. The objec-
tive is to evaluate models’ proficiency in distin-
guishing between overlapping topics and extract-
ing significant insights from brief and ambiguous
texts. Our task processes the input document D =
(d1, d2, . . . , dn) consisting of n tokens di and the
possible topics C = {Topic1,Topic2, . . . ,Topick}
which is the set of k possible topics. The goal is to
map the input document D to the correct topic T
from C, based on the content of D.

Data Source: The dataset utilized for this task

is the MultiFin dataset (Jørgensen et al., 2023). It
comprises 10,048 financial article headlines in 15
languages, each reflecting diverse language fami-
lies and writing systems. These headlines are cate-
gorized into one of six classes: Business & Man-
agement, Tax & Accounting, Finance, Technology,
Government & Controls, and Industry. For our
specific analysis, we extracted the Greek subset to
create the GRMultiFin dataset.

2.2 Evaluation

To optimize task-specific performance, facilitate
effective benchmarking, and support instruction
fine-tuning for the Greek financial LLM, we con-
verted our raw datasets into structured instruction
datasets6. Task-specific prompts were thoughtfully
crafted by Greek domain experts, as shown in Ta-
ble 77. We partitioned our dataset into training,
validation, and test subsets, as detailed in Table 1.
To comprehensively assess model performance, we
conducted both automated metrics and human eval-
uations.

Automatic Evaluation We adopt the same met-
rics following previous studies in financial NLP
tasks (Zhang et al., 2024; Xie et al., 2024a). The
Entity F1 score (Derczynski, 2016) is applied to
numeric and textual NER tasks due to its balance
of precision and recall, crucial for accurate entity
identification. Accuracy (Acc) (Makridakis, 1993)
is used for QA and topic classification tasks as
it straightforwardly measures the correctness of
predictions. Rouge-1 (Lin, 2004) is employed for
abstractive and extractive summarization tasks to
assess the overlap in content between gold-standard
and generated summaries focusing on unigram
comparison.

Human Evaluation Beyond automated metrics,
we implement a human evaluation to rigorously
assess the quality of outputs from LLMs. This
evaluation specifically concentrates on abstractive
summarization task. We selected four represen-
tative models, including GPT-4, FinLLaMA-8B,
Meltemi-7B, and Plutus-8B. Expert native Greek
speakers with deep financial and linguistic ex-
pertise8 compare the model-generated summaries
against gold standard summaries following a rig-
orous, standardized annotation guideline9 using

6More details in Appendix B.
7More details in Appendix G
8More details in Appendix L
9More details in Appendix K
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Label Studio platform10. The evaluation focuses
on three critical dimensions: (1) Language Ap-
propriate Fluency (Fluency): This dimension as-
sesses the readability and naturalness of the sum-
maries, emphasizing grammatical correctness, lexi-
cal accuracy, absence of repetition, and the use of
domain-specific terminology, all within the context
of Greek’s linguistic intricacies. (2) Coherence:
We examine the logical progression and structural
consistency of the summaries, vital for maintain-
ing integrity in financial narratives. (3) Factual-
ity: This dimension verifies the factual accuracy
of summaries against the original financial content,
ensuring reliability and trustworthiness.

2.3 Model Evaluation
We conduct a comprehensive evaluation of 24
prominent LLMs encompassing11: (1) 6 propri-
etary models from OpenAI (Brown et al., 2020;
OpenAI et al., 2024; Hurst et al., 2024; Achiam
et al., 2023), (2) 13 open-source general-purpose
models with both large size and small size mod-
els from Mistral, Qwen, Gemma, LLaMA, and
DeepSeek (Mistral AI team, 2023; Dubey et al.,
2024; Yang et al., 2025a; Team et al., 2024; Liu
et al., 2024), (3) 2 financial domain-specific mod-
els including FinMA and OpenFinLLM (Xie et al.,
2023b, 2024c), and (4) 2 Greek general models in-
cluding Meltemi-7B (Voukoutis et al., 2024b) and
Llama-Krikri-8B-Base12.

For evaluation integrity, we develop our own
benchmark suites based on LM Evaluation Har-
ness (Gao et al., 2024). Models such as GPT and
DeepSeek, are interfaced via their own APIs. In-
house evaluation of open-source models is con-
ducted using a cluster of four A100 GPUs, each
equipped with 80GB memory. We standardize the
maximum generation token length to 8192 tokens
for abstractive summarization and 1024 tokens for
other tasks.

3 Plutus-8B: the First Greek Financial
LLM

To investigate the impact of fine-tuning on Greek
financial data on enhancing model performance
across various tasks, and to determine its effective-
ness in addressing the challenges posed by low-
resource language conditions and domain-specific

10More details in Appendix M
11More details in Appendix C
12https://huggingface.co/ilsp/

Llama-Krikri-8B-Base

complexities, we developed Plutus-instruction, the
first instruction dataset tailored to the Greek finan-
cial domain. As shown in Table 1, we adopted
GRFinNUM, GRFinNER, GRFNS-2023, and GR-
MultiFin. Specifically, the GRFinQA and GRFin-
SUM datasets are withheld to evaluate the general-
ization performance of the trained model.

Based on the instruction dataset, we selected
Llama-Krikri-8B-Instruct for further instruction-
tuning13, as this model performs best on the bench-
mark compared to other models of similar size.
This is due to its training on extensive Greek texts,
as well as its inclusion of code and mathematical
data to enhance its mathematical reasoning abili-
ties. We further evaluate our Plutus-8B model in
Plutus-ben and compare it with all evaluated mod-
els14.

4 Results

In this section, we present the results of evaluated
models on the Plutus-ben benchmark, addressing:
(i) how current models handle Greek financial tasks
under low-resource, linguistically complex, and
domain-specific conditions; and (ii) whether fine-
tuning on Greek financial data mitigates those chal-
lenges.

4.1 Main Results

Table 415, Figure 1, and Figure 2 summarize
the performance of various LLMs on our Greek-
oriented financial benchmark, Plutus-ben. Overall,
results confirm that both linguistic and domain-
specific limitations significantly hinder LLM per-
formance.

Most models struggle with Greek’s rich mor-
phology and inflectional structure, particu-
larly in NER. Smaller open-source models (e.g.,
LLaMA-3.2-1B, Qwen2.5-1.5B, Mistral-7B) per-
form poorly across all tasks, often scoring near zero
on GRFinNER and GRFinNUM. Even larger mod-
els like LLaMA-3-70B and Gemma-2-27B offer
limited improvement, especially in numeric com-
prehension. Proprietary models such as GPT-4
achieve higher mean scores (up to 0.48) but still
underperform compared to their performance on
English benchmarks (Xie et al., 2023a, 2024a).

13For training details, please see Appendix D.
14For demo, please see Appendix F.
15Ranked results are visualized on our leaderboard. For

more details, refer to Appendix E.
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Model GRFinNUM GRFinNER GRFinQA GRFinSUM GRFNS-2023 GRMultiFin Mean

Entity F1 Entity F1 Acc Rouge-1 Rouge-1 Acc

Open-source Small Models
LLaMA-3.2-1B 0.00 0.00 0.29 0.02 0.14 0.39 0.14
LLaMA-3-8B 0.00 0.13 0.33 0.19 0.07 0.70 0.24
LLaMA-3.1-8B 0.10 0.21 0.40 0.20 0.20 0.54 0.27
Qwen2.5-1.5B 0.00 0.00 0.36 0.09 0.02 0.31 0.13
Qwen2.5-7B 0.00 0.13 0.43 0.09 0.07 0.54 0.21
Gemma-2-2B 0.00 0.16 0.22 0.00 0.03 0.41 0.14
Gemma-2-9B 0.02 0.05 0.31 0.02 0.06 0.61 0.18
Mistral-7B-Instruct-v0.1 0.00 0.00 0.30 0.10 0.14 0.39 0.15

Open-source Large Models
Deepseek-V3 0.07 0.00 0.50 0.32 0.38 0.61 0.31
LLaMA-3-70B 0.05 0.45 0.60 0.16 0.08 0.61 0.32
Qwen2.5-32B 0.37 0.55 0.60 0.14 0.10 0.70 0.41
Qwen2.5-72B 0.32 0.39 0.74 0.05 0.04 0.72 0.38
Gemma-2-27B 0.18 0.18 0.25 0.03 0.09 0.61 0.22

Proprietary Models
GPT-3.5-Turbo 0.14 0.30 0.51 0.47 0.31 0.50 0.37
GPT-4o-Mini 0.25 0.30 0.12 0.52 0.36 0.59 0.36
GPT-4o 0.09 0.31 0.78 0.41 0.26 0.59 0.41
GPT-4 0.28 0.60 0.71 0.26 0.38 0.63 0.48
GPT-o1 0.12 0.12 0.00 0.00 0.11 0.00 0.06
GPT-o3 0.19 0.33 0.00 0.00 0.00 0.00 0.09

English Financial Models
Finma-7B 0.00 0.00 0.25 0.06 0.11 0.35 0.13
FinLLaMA-8B 0.00 0.00 0.28 0.01 0.03 0.39 0.12

Greek General Models
Meltemi-7B 0.12 0.50 0.48 0.09 0.19 0.43 0.30
Llama-Krikri-8B 0.19 0.45 0.57 0.05 0.22 0.39 0.31

Greek Financial Models
Plutus-8B 0.70 0.57 0.64 0.17 0.34 0.72 0.52

Table 4: LLM performance on the Plutus-ben bench-
mark, evaluated across multiple Greek financial NLP
tasks. Bold values denote the highest scores, while un-
derlined values indicate the second-highest scores in
each column.

Financial text introduces additional chal-
lenges, including specialized terminology, com-
plex numeric formats, and context-dependent
semantics. English-trained financial models (e.g.,
Finma-7B, FinLLaMA-8B) fail to transfer effec-
tively to Greek, scoring only 0.12 to 0.13 on av-
erage and failing on NER tasks. Even GPT-4o,
while better on GRFinNER (0.31), performs poorly
on GRFinNUM (0.09), highlighting limitations
in adapting to Greek-specific financial numeracy.
Greek-centric models (e.g., Meltemi-7B, Llama-
Krikri-8B) show better linguistic adaptation, out-
performing their backbone models. For instance,
Meltemi-7B achieves a mean score of 0.30 (vs.
0.15 for Mistral-7B), and Llama-Krikri-8B reaches
0.31 (vs. 0.27 for LLaMA-3.1-8B). However, both
underperform in GRFinNUM (0.12 and 0.19, re-
spectively), despite strong GRFinNER scores, indi-
cating that linguistic adaptation alone is insufficient
for financial reasoning.

While larger models generally perform better,
gains from scaling plateau quickly. Qwen2.5-
32B outperforms Qwen2.5-72B on multiple tasks
despite its smaller size, and LLaMA-3-70B strug-
gles with numeric tasks (GRFinNUM = 0.05). GPT-
4o (mean = 0.41) offers only marginal improve-
ments over GPT-3.5-Turbo (0.37). These results
suggest that scale alone does not ensure better per-
formance without financial and linguistic adapta-
tion.

Figure 2: Radar graphs of model performance on Plutus-
ben across six categories: (1) open-source small models,
(2) open-source large models, (3) proprietary models,
(4) English financial models, (5) Greek general models,
and (6) Greek financial models. These breakdowns high-
light performance patterns within each category, show-
ing that Plutus-8B consistently outperforms domain-
general models in Greek financial tasks.

Finally, fine-tuning on a dedicated Greek fi-
nancial corpus significantly enhances model per-
formance but also reveals explicit bottlenecks
that require further improvements. Our model,
Plutus-8B, fine-tuned exclusively on Greek finan-
cial data, achieves the highest mean score (0.52),
surpassing all baselines. It particularly excels
in GRFinNUM (0.70), demonstrating strong nu-
meric reasoning capabilities. Plutus-8B also per-
forms well on GRFinNER and GRMultiFin, high-
lighting the benefits of targeted fine-tuning. On
GRFinQA and GRFinSUM (held out during fine-
tuning), Plutus-8B achieves 0.64 and 0.17, outper-
forming Meltemi-7B (0.48 and 0.09) and Llama-
Krikri-8B (0.57 and 0.05), indicating strong gener-
alization. However, performance on GRFNS-2023
remains modest due to the difficulty of modeling
long-range dependencies in financial documents.
These findings highlight the critical role of domain-
specific pretraining, especially for tasks requiring
numeric reasoning, while also indicating areas for
further improvement.
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Domain Model Fluency Coherency Factuality

English general model GPT-4 4.97 4.33 3.06
English financial model FinLLaMA-8B 2.09 1.48 1.54
Greek general model Meltemi-7B 3.99 1.49 1.60
Greek financial model Plutus-8B 3.90 3.51 2.93

Table 5: Human evaluation results assessing fluency,
coherence, and factuality of representative LLMs, evalu-
ated on the GRFNS-2023 dataset within the Plutus-ben
benchmark.

Figure 3: Comparison of model win rates in fluency,
coherence, and factuality between Plutus-8B and GPT-
4, evaluated on the GRFNS-2023 dataset within the
Plutus-ben benchmark.

4.2 Human Evaluation

To complement automatic metrics, we conducted
a human evaluation of selected models on Greek
financial tasks (Appendix K). Results in Table 5
show that while GPT-4 leads in fluency, our
domain-specific Plutus-8B outperforms similarly
sized models in coherency (3.51) and factuality
(2.93), underscoring the benefits of domain-aware
fine-tuning. These findings highlight the need to
strengthen both linguistic and domain-specific ca-
pabilities when adapting general-purpose LLMs
to specialized, low-resource settings. The strong
performance of Plutus-8B, especially compared to
models like FinLLaMA-8B which is trained on En-
glish financial data, demonstrates the limitations
of cross-lingual transfer and the importance of in-
language financial supervision. Notably, Meltemi-
7B, trained for general Greek tasks, ranks second
in fluency (3.99) but lags in coherency (1.49) and
factuality (1.60), suggesting that fluency benefits
from Greek-specific training, whereas factual con-
sistency requires domain-specific grounding.

We further compare Plutus-8B and GPT-4 us-
ing a pairwise win-rate evaluation on long-context
processing (Figure 3), focusing on GRFNS-2023,
a long-form dataset derived from financial reports

averaging 60 pages (31.5k words). Due to its larger
size and more advanced architecture, GPT-4 out-
performs Plutus-8B across most metrics. However,
Plutus-8B achieves a 23.1% win rate in factual-
ity and closes the performance gap with a factual-
ity score of 2.93 vs. GPT-4’s 3.06. These results
suggest that Plutus-8B benefits from instruction
tuning with financial disambiguation patterns and
Greek-specific numerical structures, enhancing its
reliability in financial summarization. Although
it struggles with long-context inputs compared to
GPT-4, Plutus-8B demonstrates that targeted fine-
tuning significantly improves domain-specific per-
formance in low-resource languages.

Overall, Plutus-8B’s domain-aware fine-tuning
equips it to better navigate financial contexts, nar-
rowing the gap with larger, general-purpose mod-
els like GPT-4. This highlights the critical role
of combining linguistic and domain-specific train-
ing to enhance LLM performance in non-English,
domain-focused tasks.

5 Conclusion

In this study, we introduced Plutus-ben, the first
Greek financial evaluation benchmark, and Plutus-
8B, the first Greek financial LLM. Addressing
a critical resource gap, Plutus-ben includes six
key NLP tasks, numeric and textual NER, QA,
extractive summarization, abstractive summariza-
tion, and topic classification. To support these
tasks, we develop and release four novel datasets,
GRFinNUM, GRFinNER, GRFinQA, and GRFin-
SUM, carefully annotated by expert native Greek
speakers, establishing the first high-quality re-
sources for Greek financial NLP. Our evaluation
of 24 models, including a detailed human study,
demonstrates that current LLMs face significant
challenges due to linguistic complexity, domain-
specific requirements, and cross-lingual transfer.
Plutus-8B achieves SOTA results across most tasks
and demonstrates strong factuality in long-context
evaluation, underscoring the importance of domain-
aware, language-specific adaptation. By releasing
Plutus-ben, Plutus-8B, and associated datasets, we
aim to advance research in Greek financial NLP,
promote multilingual inclusivity, and encourage
further innovation.

Limitations

While this study offers valuable insights, it is im-
portant to acknowledge the following limitations:
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(1) Parameter Restriction: Plutus-8B is currently
limited to a size of 8B parameters, and future work
should explore both smaller models for efficiency
and larger models for enhanced performance. (2)
Limited Evaluation Benchmark: The datasets
available in Plutus-ben are limited in size, which
may impede the model’s ability to understand fi-
nancial contexts comprehensively and generalize
effectively across diverse scenarios. Plutus-8B ex-
hibits varied performance on Plutus-ben, particu-
larly struggling with summarizing long-form finan-
cial documents. (3) Limited Application Scope:
The design and instructional approach of Plutus-8B
may constrain its utility across different bilingual
contexts. This specific tailoring could limit its gen-
eralizability to other linguistic or cultural scenarios.
(4) Ethical and Practical Concerns: We must con-
sider the potential for negative outcomes, such as
disseminating inaccurate financial information or
improper market influence. Therefore, we recom-
mend utilizing Plutus-8B primarily for scholarly
research, mindful of these ethical aspects.

Ethical Statement

The authors take full responsibility for the develop-
ment and dissemination of Plutus-ben and Plutus-
8B, ensuring that all raw data used are publicly
available, devoid of personal information, and con-
form to established ethical guidelines. The data
are shared under the MIT license, requiring users
to adhere to its terms. This manuscript, including
large language models, source codes, and datasets,
is intended for academic and educational purposes
only and is not a substitute for professional advice.
While efforts have been made to ensure its accuracy,
the authors and their institutions disclaim liability
for any outcomes arising from its use. Users agree
to take responsibility for ethical and lawful use and
to indemnify the authors and their affiliates against
any claims or damages resulting from reliance on
this Material.
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A Related Work

A.1 Financial and Greek LLMs
In recent years, an increasing number of LLMs have been tailored to financial applications. Most existing
work is English-centric, such as FinLLaMA (Xie et al., 2024b), BloombergGPT (Wu et al., 2023),
PIXIU (Xie et al., 2023a), InvestLM (Yang et al., 2023b), and FinGPT (Yang et al., 2023a), leveraging
domain-specific financial corpora for tasks. In parallel, recent research in Chinese (DISC-FinLLM (Chen
et al., 2023) and CFGPT (Li et al., 2023) and bilingual financial LLMs (FinMA-ES (Zhang et al., 2024)
for Spanish and English) extend these efforts by covering related non-English and bilingual finance tasks.
Despite these notable advancements, there is a conspicuous absence of specialized Greek financial LLMs.
Existing Greek open-source LLMs, such as Meltemi (Voukoutis et al., 2024a) and Llama-Krikri16, do not
include finance-oriented training data, which highlights the critical need for developing a financial model
specifically tailored to the Greek context.

A.2 Financial Benchmarks
Numerous financial benchmarks have been developed for evaluating LLMs’ capabilities in the financial
domain. Though FinBen (Xie et al., 2024a), INVESTORBENCH (Li et al., 2024), PIXIU (Xie et al.,
2023a), UCFE (Yang et al., 2025b), FinanceBench (Islam et al., 2023), FinGPT (Wang et al., 2023), and
BizBench (Krumdick et al., 2024) provide wide-ranging evaluations, covering comprehensive financial
tasks and experiment settings, they are predominantly in English. Efforts to move beyond English have
resulted in benchmarks covering Spanish (Zhang et al., 2024), Chinese (Nie et al., 2024), Japanese (Hirano,
2024), and Korean (Son et al., 2024), underscoring the value of linguistic and cultural diversity in financial
tasks. While Greek is mentioned in a few multilingual benchmarks like the Belebele benchmark (Bandarkar
et al., 2024), there is no dedicated Greek financial benchmark, making it difficult to rigorously assess
LLMs in Greek finance-specific contexts.

B Instruction Data Conversion

To optimize task-specific performance, facilitate effective benchmarking, and support instruction fine-
tuning for the Greek financial LLM, we converted our raw datasets into structured instruction datasets.
Task-specific prompts were thoughtfully crafted by Greek domain experts, as shown in Table 717. Each
prompt adheres to the standardized template as outlined below:

Task Instruction

{Task Specific Instruction} Text: {Input} Answer: {Output}

In this template, task specific instruction refers to the unique prompt designed for each task. The
“Input” denotes the input financial data from each dataset, such as a Greek annual report, while “Output”
represents the corresponding output for the input text, such as a summary of the Greek annual report.

16https://huggingface.co/ilsp/Llama-Krikri-8B-Base
17More details in Appendix G
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C Model Evaluation

We conduct a comprehensive evaluation of 24 prominent LLMs encompassing:

• Proprietary Models: close source APIs, including GPT-3.5-Turbo (Brown et al., 2020), GPT-4o-
Mini (OpenAI et al., 2024), GPT-4o (Hurst et al., 2024), GPT-4 (Achiam et al., 2023), o1, and
o3.

• Open-source General Small Models: publicly available models with less than 10B parameters,
including Mistral-7B (Mistral AI team, 2023), LLaMA-3.2-1B (Dubey et al., 2024), LLaMA-3-
8B (Dubey et al., 2024), LLaMA-3.1-8B (Dubey et al., 2024), Qwen2.5-1.5B (Yang et al., 2025a),
Qwen2.5-7B (Yang et al., 2025a), Gemma-2-2B (Team et al., 2024), and Gemma-2-9B (Team et al.,
2024).

• Open-source General Large Models: publicly available models with more than 20B parameters,
including Deepseek-V3 (Liu et al., 2024), LLaMA-3-70B (Dubey et al., 2024), Qwen2.5-32B (Yang
et al., 2025a), and Qwen
2.5-72B (Yang et al., 2025a), and Gemma-2-27B (Team et al., 2024).

• English Financial Models: publicly available models continual trained with English financial corpus,
including Finma-7B (Xie et al., 2023b) and FinLLaMA-8B (Xie et al., 2024c).

• Greek General Models: publicly available models continual trained with Greek general corpus,
including Meltemi-7B (Voukoutis et al., 2024b) and Llama-Krikri-8B18.

Notably, LLaMA-3-8B, Mistral-7B, and LLaMA-3.1-8b serve as the core foundational models for
FinLLaMA-8B, Meltemi-7B, and Llama-Krikri-8B, respectively.

D Training Details

To efficiently adapt the model parameters, we employ Low-Rank Adaptation (LoRA) (Dettmers et al.,
2023) with a rank of r = 16, a scaling factor of α = 32, and no dropout. We applied int4 quantization
to reduce memory overhead while preserving model expressiveness. Fine-tuning is conducted with
a block size of 4,096 tokens, while allowing sequences to extend to 42k tokens to accommodate the
complex structure and extensive length of financial and legal documents. To ensure better optimization,
we leveraged the AdamW optimizer (Loshchilov and Hutter, 2019) with a learning rate of 5e − 4 and
a cosine learning rate schedule over 3 epochs. Additionally, we use gradient accumulation with a step
size of 4 to mitigate the constraints of batch size 1, leveraging mixed-precision training with bf16 for
improved numerical stability.

18https://huggingface.co/ilsp/Llama-Krikri-8B-Base
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E Open Greek Financial LLM Leaderboard

Figure 4: The Plutus-ben interface.

F Plutus-8B-instruct

Figure 5: The Demo of Plutus-8B-instruct.
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G Dataset Curation and Conversion

Table 6: Datasets included in the Plutus-ben benchmark, presented in both the original Greek and their English
translations.

Dataset Version Input Output

GRFinNUM Greek Original
Σε επίπεδο ομίλου τα κέρδη ανα μετοχή είναι αυξημένα
+ 10,11% λόγω της επίδρασης λειτουργίας της Cosmokid AE
που ξεκίνησε ουσιαστικά το Β εξάμηνο του 2008.

10,11%, ΠΟΣΟΣΤΑ
2008, ΧΡΟΝΙΚΑ

English Translation
At the group level, earnings per share are increased
by +10.11% due to the impact of Cosmokid AE’s
operations, which started in the second half of 2008.

10.11%, PERCENTAGE
2008, TEMPORAL

GRFinNER Greek Original

Στις 08.11.2019, η ΟΠΑΠ INVESTMENT LTD ήρθε σε συμφωνία
με την Εταιρεία για την πώληση του συνόλου των μετοχών
που κατέχει στην ΙΠΠΟΔΡΟΜΙΕΣ Α.Ε., έναντι συνολικού
τιμήματος C 10.411.

ΟΠΑΠ INVESTMENT LTD, ΟΡΓΑΝΙΣΜΟΣ
ΙΠΠΟΔΡΟΜΙΕΣ Α.Ε., ΟΡΓΑΝΙΣΜΟΣ

English Translation
On 08.11.2019, OPAP INVESTMENT LTD reached an agreement
with the Company for the sale of all
the shares it holds in HIPPODROMIES S.A., for C10,411.

OPAP INVESTMENT LTD, ORGANIZATION
HIPPODROMIES S.A., ORGANIZATION

GRFinQA Greek Original

Βραχυχρονίως, μία αύξηση των δημοσίων δαπανών
Πιθανές απαντήσεις:
Α) αυξάνει το επίπεδο τιμών αλλά όχι το πραγματικό ΑΕΠ
Β) αυξάνει το πραγματικό ΑΕΠ αλλά όχι το επίπεδο τιμών
Γ) αυξάνει το πραγματικό ΑΕΠ και το επίπεδο τιμών
Δ) δεν αυξάνει ούτε το πραγματικό ΑΕΠ ούτε το επίπεδο τιμών

Γ

English Translation

In the short term, an increase in public spending
Possible answers:
A) Increases the price level but not real GDP
B) Increases real GDP but not the price level
C) Increases both real GDP and the price level
D) Increases neither real GDP nor the price level

C

GRFNS-2023 Greek Original Τα μέλη του Διοικητικού Συμβουλίου της
ΚΑΠΝΟΒΙΟΜΗΧΑΝ (...TRUNCATED)

Ετήσια Οικονομική ΄Εκθεση της Χρήσης
ΔΩΔΕΚΑΜΗΝΗ ΠΕΡΙΟ (...TRUNCATED)

English Translation The members of the Board of Directors of TOBACCO
INDUSTRY (...TRUNCATED)

Annual Financial Report for the TWELVE-MONTH
PERIOD (...TRUNCATED)

GRMultiFin Greek Original Αναστολή συμβάσεων εργασίας Αυγούστου Επιχειρήσεις &Διοίκηση
English Translation Suspension of employment contracts in August Business & Administration

Table 7: Conversion prompts for instruction data, presented with original Greek prompts alongside their English
translations.

Dataset Original Greek Prompt English Translated Prompt

GRFinNUM

Στις παρακάτω προτάσεις που προέρχονται από οικονομικές εκθέσεις
ελληνικών εταιρειών, αναγνώρισε αριθμητικές οντότητες που
ανήκουν στις εξής κατηγορίες: χρηματικά ποσά (ΧΡΗΜΑΤΑ),

ποσοστά (ΠΟΣΟΣΤΑ), χρονικές τιμές (ΧΡΟΝΙΚΑ), ποσότητες (ΠΟΣΟΤΗΤΕΣ)
και άλλες αριθμητικές τιμές (ΑΛΛΑ). Η απαιτούμενη μορφή απάντησης
είναι ’όνομα οντότητας, τύπος οντότητας’. Κείμενο: {Input} Απάντηση:

In the following sentences which originate from Greek Company filings,
recognize the numeric entities which correspond to the following categories:
monetary values (MONETARY), percentages (PERCENTAGES), temporal
values (TEMPORAL), quantities (QUANTITIES) and other numeric values
(OTHER). The required answer format is: “entity name, entity type”. Text:

{Input} Answer:

GRFinNER

Στις παρακάτω προτάσεις που προέρχονται από οικονομικές εκθέσεις
ελληνικών εταιρειών, αναγνώρισε τις οντότητες που αντιπροσωπεύουν
ένα πρόσωπο (ΠΡΟΣΩΠΟ), έναν οργανισμό (ΟΡΓΑΝΙΣΜΟΣ) ή μία

τοποθεσία (ΤΟΠΟΘΕΣΙΑ). Η απαιτούμενη μορφή είναι:
’όνομα οντότητας, τύπος οντότητας’. Κείμενο: {Input} Απάντηση:

In the following sentences which originate from Greek Company filings,
recognize the entities which correspond to a person ("Person"), an

organization ("Organisation") or a location ("Location"). The required
answer format is: “entity name, entity type”. Text: {Input} Answer:

GRFinQA
Διάβασε προσεκτικά την παρακάτω ερώτηση και τις πιθανές απαντήσεις.

Επίλεξε το γράμμα που αντιστοιχεί στη σωστή απάντηση.
Ερώτηση: {Input} Απάντηση:

Read the following question and the possible answers carefully. Choose the
letter which corresponds to the correct answer. Question: {Input} Answer:

GRFNS-2023 Σε παρακαλώ διάβασε το παρακάτω κείμενο και συνόψισε το σύντομα και με ακρίβεια.
{Input}

Please read the following text and summarize it briefly and accurately.
{Input}

GRMultiFin

Διάβασε το κείμενο προσεκτικά και επέλεξε την σωστή κατηγοριά για το
κείμενο από τις κατηγορίες Φορολογία & Λογιστική, Επιχειρήσεις &Διοίκηση,

Οικονομικά, Βιομηχανία, Τεχνολογία, Κυβέρνηση & ΄Ελεγχοι.
Κείμενο: {Input} Απάντηση:

Read the text carefully and choose the correct category for the text from the
categories “Tax & Accounting”, “Business & Management”, “Finance”,

“Industry”, “Technology”, “Government & Controls”. Text: {Input} Answer:
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H GRFinNUM Annotation Guideline

To ensure consistent annotation of numerical entities in financial texts, we define the following annotation
guidelines.

H.1 Entity Categories

We annotate five types of numerical entities:

• Monetary

• Percentage

• Temporal

• Quantity

• Others

H.2 General Annotation Rules

1. Only numbers are annotated: Include only numerical digits, decimal points (“.”), and the percent
sign (“%”).

2. Decimal delimiter exclusion: When a decimal point is used as a delimiter (e.g., 2024.11.26),
annotate each component separately as 2024, 11, and 26.

3. Exclusion of textual numbers: Text-based numbers (e.g., two weeks) are excluded, but numeric
equivalents (e.g., 2 weeks) are included.

4. Exclusion of non-numeric symbols: Symbols such as “$” are not included.

H.3 Specific Entity Annotation Rules

H.3.1 Monetary
Numbers related to money, including explicit currencies or monetary values.

• Include: The numeric value in “$50” and “100 euros” → annotate as “50” and “100”.

H.3.2 Percentage
Numbers representing percentages, “%” symbol as part of the percentage.

• Include: “45%”, “0.5%”.

H.3.3 Temporal
Numbers related to time, such as years, dates, and durations.

• Include: only numbers in “2024”, “12.25”, “12/25”, “2 weeks”, “1 year” and “3 hours” should be
included.

• Exclude: Words such as “two weeks”, where the number is not explicitly written in numeric form.

H.3.4 Quantity
Numbers representing measurable or countable quantities, excluding monetary values.

• Include: only numbers in “5 items” and “100 shares”.
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H.3.5 Others
Numbers that do not fit into the above categories, such as identifiers, version numbers, numerical codes,
or numeric positions.

• Include: only “3” in “3rd place”, “2” and “1” in “v2.1”, and “202” in “model 202”.

• Exclude: “second investor” (textual ordinal numbers).

H.4 Annotation Examples

Text Annotated Entity
“$50 was paid.” ‘50’ (Monetary)
“45% of users agreed.” ‘45%’ (Percentage)
“The event happened in 2024.” ‘2024’ (Temporal)
“5 items were sold.” ‘5’ (Quantity)
“Version v2.1 is released.” ‘2’, ‘1’ (Others)

Table 8: Examples of annotated numerical entities.
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I GRFinNER Annotation Guideline

To ensure consistent annotation of named entities in financial texts, we define the following annotation
guidelines.

I.1 Entity Categories
We annotate three types of named entities:

• Person

• Location

• Organization

I.2 General Annotation Rules
1. Abbreviations: Annotate them together if they appear together; otherwise, annotate them as two

entities.

• Include: “World Health Organization (WHO)” as one span.

2. Ambiguous Terms: Resolve ambiguity using context.

• Include: “Amazon” as a company.
• Exclude: “Amazon” as a river.

3. General Terms Exclusion: Exclude generic terms.

• Exclude: “the professor”, “downtown”, “north”, “the team”.

4. Definite Articles: Exclude “the” from entity spans.

• Exclude: “the” in “the WHO”.

5. Consecutive Entities: When two entities are consecutive, annotate them separately except postal
addresses.

• Include separately: “London” and “United Kingdom” in “London United Kingdom”.
• Include separately: ‘street Egnatias 127” and “Thessaloniki” in “street Egnatias 127 in Thessa-

loniki (Postal Code 54 635)”.
• Include separately: “Acharnes Attica” and “Parnithos Avenue” in “municipality of Acharnes

Attica, 15 km Parnithos Avenue”.
• Include as one span: “5900 Penn Avenue, Pittsburgh”.

I.3 Specific Entity Annotation Rules
I.3.1 Person
Names of individual people. Include real people, fictional characters, and usernames. Exclude animal
names. Exclude titles that are not part of the legal name.

• Include: “Marie Curie”, “George Demetriou of Konstantinos”.

• Include only ‘John” in ‘Dr. John”.

• Exclude: “the professor”.

I.3.2 Location
Names of geographical places, such as cities, countries, natural landmarks, and fictional locations.

• Include: ‘Paris”, ‘Mount Everest”.

• Exclude: ‘downtown”, ‘north”.
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I.3.3 Organization
Names of companies, institutions, and formal groups. Including words like “company”, “association”,
“Inc.”, “Co.”, and “Ltd.”.

• Include: “World Health Organization”, “Tesla Inc.”, “WHO”, “OPAP Association”.

• Exclude: “the team”.

I.4 Special Cases
1. Organizations with Location Names: If the location refers to a specific organization, annotate both;

otherwise, only annotate the location.

• Include: Only ‘Cypriot” in ‘the Cypriot company”.

2. Organizations Representing Administrative Units or Sports Teams: Annotate as Organization.

• Include: “Baltimore” and “Indianapolis” in “Baltimore lost to Indianapolis last weekend” as
Organizations.
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J GRFinSUM Annotation Guideline

To ensure consistency and accuracy in extractive summarization, we established detailed annotation
guidelines for identifying and selecting relevant textual segments. The focus is on capturing sentences
that report core financial metrics while excluding narrative or interpretive content. All annotations are
conducted at the sentence level, with each annotated sentence including its final punctuation mark. The
key rules are as follows:

Although annual reports contain extensive financial data, not all metrics are included in the annotations.
We prioritize sentences reporting standardized and widely recognized indicators of earnings and expenses,
while excluding explanatory narratives, interpretations, or alternative financial measures.

J.1 Earnings Metrics
We annotate sentences that report the following indicators:

• Pre-tax earnings,

• After-tax earnings (net profit),

• Revenue/turnover,

• Profit margin.

We explicitly exclude alternative or non-GAAP metrics such as EBIT (Earnings Before Interest and
Taxes) and EBITDA (Earnings Before Interest, Taxes, Depreciation, and Amortization), since these are
not universally standardized under frameworks such as IFRS.

J.2 Expense Metrics
We annotate sentences reporting the following indicators:

• Expenses,

• Operating expenses,

• Total expenses.

These metrics prioritize the most generic form of the metric. When financial reports provide a breakdown
of expenses by project or operational segment, only the aggregate expense value is annotated, unless the
breakdown appears within the same sentence. Explanatory details on how specific projects contribute to
overall costs are excluded.
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K Human Evaluation Annotation Guideline

To ensure consistent annotation of summarization quality in financial texts, we define the following
annotation guidelines.

K.1 Evaluation Categories
We evaluate summaries based on three criteria:

• Language Appropriate Fluency

• Coherence

• Factuality

K.2 General Annotation Rules
1. Language Appropriate Fluency (Fluency): Measures how well the summary aligns with the

expected language fluency and domain-specific terminology.

• 1 (Bad): Response is entirely in the wrong language (e.g., English instead of Greek).
• 2 (Poor): Response is a mixture of English and Greek.
• 3 (Okay): Response is fully in Greek but contains grammatical or lexical errors or repetition.
• 4 (Good): Response is entirely in fluent Greek without grammatical or lexical errors or repetition.
• 5 (Excellent): Response is entirely in fluent Greek with appropriate domain-specific terminology.

2. Coherence: Evaluates the logical progression and structure of ideas in the text.

• 1 (Bad): The text is disorganized, with sentences or paragraphs lacking logical flow.
• 2 (Poor): The text attempts structure but has logical leaps, disjoint ideas, and is confusing.
• 3 (Okay): The text is mostly coherent, with a general structure and minor logical errors or

awkward transitions.
• 4 (Good): The text flows well, with clear progression and only minor errors.
• 5 (Excellent): The text flows naturally and consistently, with smooth transitions between ideas.

3. Factuality: Evaluates whether the summary is factually consistent with the original content.

• 1 (Bad): Multiple factual inaccuracies, such as misrepresented company names, locations, or
numerical data.

• 2 (Poor): Some factual errors with key points missing or distorted.
• 3 (Okay): Fairly accurate, with only minor omissions or discrepancies.
• 4 (Good): Accurate, with only a few minor omissions or discrepancies.
• 5 (Excellent): Entirely accurate, with all facts presented as found in the source document.
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L Annotator Demography

Our benchmark construction relies on the expertise of a team of highly qualified annotators, who are
native Greek speakers with diverse backgrounds in computer science, mathematics, statistics, and finance.
Their combined knowledge ensures the high-quality annotation of financial texts, contributing to the
robustness and reliability of our dataset.

One annotator, currently pursuing a Ph.D. in Computer Science at a leading Greek university, has a
strong foundation in both mathematics and statistics, complemented by industry experience as a credit
risk analyst. This background provides valuable information on financial knowledge, risk assessment, and
statistical modeling, which are essential to annotate our benchmark dataset.

Another annotator, a Ph.D. student in Computer Science at a major UK institution, holds an Integrated
Master’s degree in Electrical and Computer Engineering. Their expertise in computer science enhances
the annotation process by ensuring precision and alignment with modern NLP techniques.

The team is further strengthened by a postdoctoral researcher with an interdisciplinary background
spanning electrical and computer engineering, computer science, and mathematics. Having obtained a
Ph.D. from a prestigious U.S. university, this annotator brings extensive research experience and a deep
understanding of theoretical and applied aspects of financial computing, making them instrumental in
refining annotation guidelines and resolving complex cases.

The collective expertise of our annotators is critical to the development of our Greek financial benchmark.
Their deep familiarity with the Greek financial ecosystem, combined with strong computational and
analytical skills, ensures that our dataset accurately reflects domain-specific nuances while maintaining
linguistic and terminological precision. By leveraging their diverse backgrounds, we are able to construct a
high-quality resource that will serve as a foundation for advancing NLP research in financial applications.
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M Annotation Process

Figure 6: The Label Studio interface of the NER annotation process.

Figure 7: The Label Studio interface of the human evaluation process.
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N Evaluation Metrics

The Entity F1 is the harmonic mean of Precision and Recall, calculated as follows.

Pentity =
TP

TP + FP
(1)

Rentity =
TP

TP + FN
(2)

Entity F1 = 2× Pentity ×Rentity

Pentity +Rentity
(3)

where Pentity and Rentity denote the Precision and Recall of entity prediction, respectively. TP (True
Positive) represents the number of actual entities correctly identified. In contrast, FP (False Positive)
refers to the number of non-entities incorrectly predicted as entities. FN (False Negative) denotes the
number of entities that were not correctly predicted.

Accuracy Acc measures the proportion of correct predictions made by the model and is defined as
follows.

Acc =
Number of correct predictions
Total number of Predictions

(4)

Rouge-1 is primarily used to compute the unigram-level (word-level) overlap between the generated
summary and the reference summary, and is defined as follows:

Prouge1 =
Number of overlapping unigrams in generated and reference summary

Total unigrams in generated summary
(5)

Rrouge1 =
Number of overlapping unigrams in generated and reference summary

Total unigrams in reference summary
(6)

Rouge-1 F1 = 2× Prouge1 ×Rrouge1

Prouge1 +Rrouge1
(7)

where Prouge1 and Rrouge1 denote the Precision and Recall of Rouge-1, respectively. Rouge-1 F1 is the
final Rouge-1 score that calculates the unigram (single-word) matches without considering word order.
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O Dataset Quality Validation

The F1-score, Cohen’s Kappa, and Krippendorff’s alpha were calculated to measure the agreement of
annotators for data quality control purposes.

The F1-score is a performance metric for classification models that combines Precision and Recall
using their harmonic mean as shown in the equation (8).

F1− scores =
2 · Precision ·Recall

Precision+Recall
(8)

where Precision measures how many of the samples predicted as positive are actually positive; Recall
measures the proportion of actual positive samples that the model correctly identifies.

Cohen’s Kappa measures the agreement between two annotators on a classification task, accounting for
the possibility of random agreement, as shown in equation (9).

κ =
Po − Pe

1− Pe
(9)

where Po means the observed agreement and Pe is the expected agreement.
Krippendorff’s alpha is a general measure of inter-rater reliability applicable to categorical, ordinal,

interval, or ratio data, as shown in equation (10).

α = 1− Do

De
(10)

where Do is the total disagreement observed among annotators, and De is the total disagreement expected
by chance.
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