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Abstract

Recent work shows strong transfer learning ca-
pability to unseen languages in sequence-to-
sequence neural networks, under the assump-
tion that we have high-quality word represen-
tations for the target language. We evaluate
whether this direction is a viable path forward
for translation from low-resource languages
by investigating how much data is required to
learn such high-quality word representations.
We first show that learning word embeddings
separately from a translation model can en-
able rapid adaptation to new languages with
only a few hundred sentences of parallel data.
To see whether the current bottleneck in trans-
fer to low-resource languages lies mainly with
learning the word representations, we then train
word embeddings models on varying amounts
of data, to then plug them into a machine trans-
lation model. We show that in this simulated
low-resource setting with only 500 parallel sen-
tences and 31,250 sentences of monolingual
data we can exceed 15 BLEU on Flores on un-
seen languages. Finally, we investigate why on
a real low-resource language the results are less
favorable and find fault with the publicly avail-
able multilingual language modelling datasets.

1 Introduction

Neural methods have brought great improvements
to processing of low-resource languages, through
transfer learning from high-resource languages
(Pfeiffer et al., 2020). Current transfer learning-
based methods allow a language to be learned with
much less downstream task data than would other-
wise be required (Ko et al., 2021; Liu et al., 2021),
either through pre-training on a related task with
more accessible data (Liu et al., 2020; Pagnoni,
2024) or through large-scale training on related lan-
guages (Team et al., 2022). Such large-scale train-
ing might currently cover hundreds of languages
(Kudugunta et al., 2023), but previous work has
shown that transfer learning in such pre-trained

models heavily relies on exposure to the target
language data in pre-training (Hu et al., 2020).
Also, since most large scale pre-traning corpora
are primarily composed of web-mined data, pre-
training relies on an internet presence of the lan-
guage. When trying to cover all the 7,000 lan-
guages of the world (Aus, 2011), we will thus in-
evitably encounter some language not present in the
pre-training dataset. However, as pre-trained mod-
els are growing larger it seems impractical to retrain
models every time we encounter a new language.
Thus, some sort of efficient incremental learning
approach, optimally making use of the learned neu-
ral representations to extend multilingual models
by new languages, presents one promising path
forward.

Many works in the low-resource language pro-
cessing field have looked at transfer learning-based
approaches to cope with a setting where down-
stream task data in the target language are not
available. For example, in machine translation Liu
et al. (2020) and Maillard et al. (2023) generate syn-
thetic data through back-translation, which requires
monolingual data only, which is naturally more
abundant than parallel data. True low-resource
languages, however, will be scarce even in terms
of monolingual text data. Table 1 lists the num-
ber of available sentences in the to date largest
publicly available multilingual language modelling
datasets for some chosen languages. By standards
of the current state-of-the-art most of them are con-
sidered low-resource, but in reality they remain
amongst the top 200 highest-resourced languages
of the world. To transfer learn to languages in the
tail end, we would have to develop methods that
cope with this extreme scarcity of even monolin-
gual data.

One question that might arise when dealing with
such data scarcity would be where exactly the bot-
tleneck in learning high-quality representations for
low-resource languages lies. In the face of pow-
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Lng MADLAD . Fineweb CulturaX HPLT
clean noisy

cs  782,001K

hr 48,765K 503,047K

kk 46,234K  78,582K  69,353K 51,000K  81,006K
is 33,625K  73,760K  48,105K 39,527K  69,643K
af 24,339K  64,576K  51,437K 19,537K  37,737K
tl 23,639K  97,038K  41,619K  4,516K  52,879K
mk 22,537K  48,877K  42,075K 38,494K  57,008K
gl 22,214K  78,345K  31,112K  24,524K  61,177K
ka 21,008K  56,944K  55,733K 48,299K  63,722K
uz 16,581K  28,099K 19,873K  1,152K  14,800K
bs 16,561K 217,725K 253,877K 1.2K 268,156K
sw 12,839K  27,954K  18,004K 576K  34,308K
gu 10,849K  22,527K  20,395K 18,774K  20,639K
ur 10,830K  24,907K  43,720K 38,004K  50,629K
kn 10,787K  26,427K  24,693K 20,243K  24,929K
si 10,777K  20,775K  15,238K 16,332K  33,707K
ne 9,535K  18,476K  38,949K 35,581K 37,138K
ky 7402K  14,054K  13,508K  9,295K  10,041K
ga 7,155K 124,945K 11,156K  6,108K  10,993K
mt 6,442K  18,627K 7,224K  3,337K 8,675K
ha 3,560K 7,868K - - 5,688K
ceb 1,677K  10,756K 2,906K  3,375K 2,864K
zu 1,320K 8,093K 2,023K - 2,710K
war 72K 26,042K 2.8K 48K 87k

Table 1: Considered languages and number of available
sentences in each of the datasets.

erful transfer learning in modern neural networks,
what stands in the way of few-shot learning a new
language? When evaluating the effectiveness of
pre-training, one might question how much data
simply goes into training word representations. In
their work on zero-shot translation from a yet un-
seen language, Mullov et al. (2024) claim that
given high-quality word representations, we might
be able to transfer learn to a new language in an
extremely low-resource scenario, either through
zero-shot generation of synthetic data or through
few-shot fine-tuning.

We evaluate the practicability of this direction by
(a) testing how many data are required to train word
representations of high enough quality and (b) test-
ing how far we can go with only a few parallel
sentences. Additionally, we evaluate how far we
can go with the currently publicly available mul-
tilingual language modelling datasets, using their
proposed method.

We show that if we can train word embeddings on
abundant data, i.e. 23 million sentences, we can
rapidly adapt our pre-trained translation model to
even distant languages. As we lower the amount
of data we find evidence that most languages re-
quire around 10 million sentences until increasing
the monolingual data starts showing diminishing

Man
X Mann

Konigin

Figure 1: In a pair of well trained embedding spaces the
geometric relationship between words should be approx-
imately similar. We ask how much data the embedding
space of a low-resource language must be trained on
to exhibit this property enough to be useful for transfer
learning based approaches.

returns. Nevertheless, we find that acceptable per-
formance, i.e. good enough to generate synthetic
data for back-translation, can be achieved with as
little as 31,250 sentences of monolingual data. For
some languages we fail to see intelligible transla-
tions with even 10,000,000 sentences and likewise
for the actually low-resource Waray. For Waray, we
inspect why this is the case and find fault with the
quality of publicly available multilingual training
texts.

2 Background

Word Representation Isomorphism The iso-
morphism hypothesis states that the structure of
the embedding space and relationships of its words
is similar across different languages. Take the fa-
mous example of the relationship between words
in a well trained embedding space:

E(King) — E(Queen) ~ E(Man) — E(Woman)

where E' maps a word onto its embedding vec-
tor. Together these words form a parallelogram
in space (Figure 1). This parallelogram should
preserve across all languages that have the same
concept of a King and a Queen as in English, and
it should be possible to find a structure preserving
(i.e. isomorphic) mapping between those.

Various works show that in neural embedding
spaces this isomorphism holds true up to a cer-
tain degree (Mikolov et al., 2013b; Artetxe et al.,
2018; Lample et al., 2018). While some works
have shown that the degree isomorphism can be
improved upon (Ormazabal et al., 2019; Patra et al.,
2019; Marchisio et al., 2022), it has been shown
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that it is still enough to translate from unseen lan-
guages — even distant ones — zero-shot (Mullov
et al., 2024).

One question that remains, however, is how much
data is required to train an embedding space well
enough for the isomorphism property to be present.
As part of this work we explore this question, how
much data we need to train a word embedding
model on to seamlessly map it into a model’s En-
glish embedding space (Section 5.4).

Zero-Shot MT Mullov et al. (2024) propose an
incremental learning machine translation setup to
perform unsupervised machine translation from
new languages. Their machine translation system is
based on a Transformer encoder-decoder (Vaswani
et al., 2017) trained on the standard MT objective,
but with separately trained word representations
replacing the standard embedding layer. The word
representations are obtained through continuous-
bag-of-words (CBOW) training (Mikolov et al.,
2013a) on each language separately, and then
aligned into a common space through word embed-
ding alignments. Specifically, they train fasttext
(Bojanowski et al., 2017) word embeddings, which
are then aligned to the English fasttext model with
the RCSLS criterion (Joulin et al., 2018) on a bilin-
gual dictionary.

To then translate from a new language, a fasttext
model is trained for the new language, aligned into
the model’s embedding space and then translation
is performed as with any of the known languages.

They tested the approach in a simulated low-
resource scenario and showed that given high-
quality fasttext models they can zero-shot generate
synthetic parallel data to match supervised perfor-
mance on some language pairs.

3 Methodology

Few-Shot learning new languages We argue
that in teaching a common sequence-to-sequence
model new languages the majority of data goes into
learning the word representations. Thus, if we use
all of the available monolingual data in a language
¢ to train high-quality word representations, the
sequence-to-sequence model will be able to rapidly
adapt to ¢, since it mainly just needs to learn to
extract syntactic features, such as the word order.
In Figure 2 we demonstrate on Tagalog, that learn-
ing word representations on 23 million sentences
of Tagalog monolingual data enables us to attain
19.7 BLEU on Flores devtest by fine-tuning the

BLEU

NMT model on only 32 sentences of Tagalog par-
allel data. The exact experiment setup for this is
described in Section 5.3. However, in a real world
setting, having 23 million sentences of monolin-
gual data available and essentially no parallel data
at all is an unrealistic scenario. The rest of this pa-
per thus deals with evaluating this direction for real
world settings with few monolingual data available.

Exploring the amount of monolingual data
needed for word representation learning with
simulated low-resource Let D, be a dataset of
monolingual texts in the language ¢. To test the
amount of data required for high-quality ¢ word
representations we train word representations on
subsets D C Dy of varying sizes |D|. Specifi-
cally we train d-dimensional word representations
Wop using the CBOW objective (Mikolov et al.,
2013a), while integrating character-level informa-
tion (Bojanowski et al., 2017). Following the setup
presented in (Mullov et al., 2024, Section 2) we
integrate the trained word representations Wp into
a pre-trained Transformer sequence-to-sequence
model through alignment into the model’s word em-
bedding space W), = Wp - A where A € R is
an alignment obtained through alignment to the En-
glish word representations We, ~ Wp - A (Joulin
et al., 2018).

Provided that TV, exhibits a high enough degree
of isomorphism with the model’s embedding space
(Section 2), this will allow us to plug in the new
word representations into the model’s embedding
layer and seamlessly translate from ¢. To further
reduce the effect from the test-train-mismatch from
imperfect isomorphism and alignment we perform
a few fine-tuning steps on 500 parallel sentences.

Tatoeba FLORES
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Sentences Sentences

Figure 2: Tagalog BLEU scores on Tatoeba test and flo-
res devtest after fine-tuningon N € {1,2,4,...,8192}
Tagalog parallel sentences. The fasttext embedding
model here is trained on the full 23 million sentences of
MADLAD-400 (clean) Tagalog data. The x-axis 0-point
indicates the zero-shot translation score.
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Why not learn words on LM/MLM objective?
Compared to training on the CBOW objective it
should be possible to make effective use of mono-
lingual data by learning word representations on
the (masked) language modelling objective, while
freezing the Transformer layers, similar to Artetxe
et al. (2020), Tran (2020) or Marchisio et al. (2023).
One might expect that the gradient coming from
the Transformer self-attention layers might con-
tain richer information about the language syntax,
thus providing a better training signal. However,
as part of our analysis we are interested in answer-
ing the question whether most of the training data
in regular NMT training just serves to estimate
high-quality word representations. In our setup,
we minimize the model’s exposure to the new lan-
guage syntax, e.g. we train our fasttext models on
the word order agnostic CBOW objective.

4 Data

In our experiments we use parallel data for super-
vised pre-training of our machine translation model,
and downstream task evaluation on the ChrF++ and
BLEU metrics. We use monolingual language mod-
elling data for training word representations on the
CBOW objective. For word embedding alignment
we use the high-quality bilingual dictionaries from
the MUSE project (Conneau et al., 2017) wher-
ever available. For all remaining languages we
use dictionaries from the Panlex project (Kamholz
et al., 2014), which reportedly offers dictionaries
for 5,700 languages.

Parallel Data We pre-train our machine transla-
tion model on a mix of publicly available data in 14
languages: English, Arabic, Bengali, Danish, Ger-
man, Greek, Spanish, Farsi, French, Hindi, Russian,
Tamil, Turkish, Ukranian. All parallel data trans-
lates either from or to English, as English-centric
training has recently been shown to be competitive
with full multilingual training (Wu et al., 2024). We
de-duplicate and filter our data using a variety of
heuristics, as well as the multilingual Bicleaner-Al
model (Zaragoza-Bernabeu et al., 2022; de Gibert
et al., 2024), down to a total of 158 million sen-
tences. For reproducibility, we publish our data
recipe and our Bicleaner-Al filtering scores 2.

For few-shot fine-tuning we use sentences from the

"https://huggingface.co/dz5035/
paracrawl-bicleaner-ai-scores

2https://huggingface.co/dz5035/
opus-bicleaner-ai-scores

Tatoeba corpus (Tiedemann, 2020). For evaluation,
we use the Flores (Goyal et al., 2022) evaluation
dataset (devtest split), which covers translation
of the Wikipedia domain in over 200 languages
and the Tatoeba challenge v2023-09-26 test split
wherever available.

Monolingual Data As part of our analysis, we
compare a variety of massively multilingual lan-
guage modelling corpora for training high-quality
word representations. The datasets we consider are
MADLAD-400 (Kudugunta et al., 2023) (clean
split and noisy split), Fineweb 2 (Penedo et al.,
2024b), HPLT (de Gibert et al., 2024) and CulturaX
(Nguyen et al., 2024). All of these datasets employ
document-level deduplication (Lee et al., 2022)
and some form of language identification, either
based on fasttext (Grave et al., 2018; Banon et al.,
2024) or Transformer-based solutions (Caswell
et al., 2020), and finally some custom data cleaning
pipeline. See Table 1 for the considered languages
and their data availability in the different datasets.

S Experiments

5.1 Word Embedding Models

We train our fasttext models based on the hyper-
parameters found in Grave et al. (2018). For com-
patibility with the models published by Grave et al.
(2018)* all fasttext models we train use an em-
bedding dimension of 300. Due to the missing
implementation in the public fasttext codebase
we train the CBOW models without the position
weighting described in Grave et al. (2018, see
Appendix A.3). We tokenize the texts using the
sacremoses tokenizer. Since each of the language
modelling datasets we use come with their own pre-
processing we do not apply any further cleaning or
pre-processing steps.

We align the fasttext word embeddings into a com-
mon space using the supervised alignment imple-
mentation* from the fasttext codebase. For a multi-
lingual alignment between the different embedding
spaces we align each of the fasttext models to the
English one.

5.2 Translation Model

We base our translation system on a Transformer
encoder-decoder model with the aligned fasttext

3 Available at
crawl-vectors.html

4https://github.com/facebookresearch/fastText/
blob/v@.9.2/alignment/align.py

https://fasttext.cc/docs/en/
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Figure 3: Number of sentences on which we train the fasttext word representations versus the BLEU score on
Tatoeba test and flores devtest. We train the word representations on subsets of MADLAD-400, and for each
subset we fine-tune the NMT model on top of those word representations on 500 sentences of parallel data.

vectors in its encoder and decoder embedding lay-
ers. In the supervised machine translation pre-
training we use the pre-trained fasttext models from
Grave et al. (2018) for our 14 supervised languages.
We freeze the pre-trained embeddings in MT train-
ing to better preserve isomorphism to the new fast-
text embeddings, later when we add new languages
to the model.

We base our implementation on OpenNMT-py
v3.5.1°. Different from Mullov et al. (2024) we
use pre-layernorm® Transformers with rotary po-
sition embeddings. Also different from Mullov
et al. (2024) we let our model select the desired
target language via a language specific token on
the decoder-side, from which we observe a substan-
tial improvement in translation performance. The
experiments described in the following are based
on a 300-dimensional encoder with 9 layers and
6 attention heads, and a 640-dimensional decoder
with 15 layers and 10 attention heads, for a total of
101,950,920 trainable parameters.

Because fasttext does not come with subword tok-
enization, with our large parallel training corpus we
end up with a multilingual vocabulary size of 37.2
million. Since we do not train the fasttext word
embedding parameters in downstream training, this
leads to another 11,174,056,500 non-trainable pa-
rameters. To realistically fit our model into mem-
ory, we map the embedding vectors on-the-fly, and
during training we sample the output vocabulary

5https ://github.com/cmullovisl/OpenNMT-py/
tree/large-scale-fasttext-training

8Usage of post-layernorm Transformers resulted in diverg-
ing training runs in our preliminary experiments

tokens from the next 131,072 sentences. For fur-
ther explanations on the word embeddings and the
integration into the model see Appendix A.3.

All trainings of the Transformer model are per-
formed with the adam optimizer (Kingma and Ba,
2014). We pre-train our translation model on the
14 supervised languages using two Nvidia A100
GPUs for 100,000 steps, with an effective batch
size of 122,880 tokens. At test time, all translations
are performed with beam size 4.

5.3 Few-Shot Fine-Tuning

For few-shot learning we follow a fixed setup of
200 gradient descend steps starting from the zero-
shot setup. We fine-tune the model using low-rank
adapters (Pham et al., 2021; Hu et al., 2022) of rank
5. We find adapter-only fine-tuning to outperform
a full fine-tuning. We apply the adapters to the
encoder only, to prevent decoder-side overfitting
to our small training data. We test various learn-
ing rates and batch sizes and decide on an adam
learning rate of 0.005, 100 warm-up steps, and full
batch gradient descend, i.e. the full training dataset
is one batch. When the full dataset doesn’t fit into
memory we accumulate the gradients for an effec-
tive batch size equal to the dataset size, unless the
number of tokens exceeds 10 - 10240 tokens.

We find that leaving the decoder final linear layer
G € R640x300 _ which acts as an “adapter” from
the model’s embedding dimension to the fasttext
dimension of 300 — trainable, but finally at test
time, discarding the parameter updates to G helps
in mitigating overfitting to the small data.
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Tatoeba FLORES
oo T
Se 85| % 2 2 Bl % z 2 3 2
2 2 RS Z o = e P o = c S
T 0%% ¢ 0% 5 7 2?3 % Pt
Q e o - 0
RCO%% B 7 z T or=%
clean noisy clean noisy
hr 2447 23.3 238 23.8

af 2428 | 61.1 56.5 60.6 60.5
tl 8778 | 322 29.8 322 31.6
mk 81212 | 439 442 43.6 440
bs 509

60.5]39.6 34.5 39.8 40.1 39.6 35.5
3271259 224 258 24.6 257 234
4421284 282 28.0 28.6 282 28.0

21.1 242 225 03 245 185

kk 4371379 384 378 37.6
is 9595 | 40.5 399 39.6 40.5

gl 1022 | 469 40.8 47.0 469
ka 1109 | 48.8 48.0 48.7 48.7
uz 482 | 34.6 37.3 350 28.3
sw 441 | 458 46.9 45.8 36.1
gu 154
ur 1666 | 29.9 29.7 29.1 294
kn 178
si 47
ne 119
ky 125

ga 2006 | 47.7 45.8 472 479
mt 256 | 49.1 49.2 50.2 47.7
ha 257 1229 22.6 - -
ceb 424 1222 234 21.8 23.0

39.1 149 147 154 150 148 127
40.3|19.8 19.1 19.6 199 194 172
46.5|26.2 235 26.1 27.0 272 275
48.7| 134 13.6 14.1 139 13.7 133
336|124 129 122 9.0 115 83
4541172 183 182 120 17.6 139

292167 173 172 171 170 18.1

47.6|18.1 159 175 178 173 139
48.0| 24.8 25.1 253
22.8110.0 10.1 -
237|153 168 17.6 150 143 3.1

23.0 251 838
- 93 -

zu 69 - 81 95 091 - 86 -
war 1567 | 8.1 - 17 21 99| 1.6 - 03 06 19 05
war 1567 | 12.2 - 27 40 135] 43 - 04 12 54 13

Table 2: BLEU scores for few-shot translation into English on Tatoeba test and flores devtest. For each language
we (a) train fasttext models on the different publicly available datasets (b) plug them into our pre-trained translation
model and then (c) fine-tune on the available Tatoeba parallel data. For the upper group of languages we use
high-quality bilingual dictionaries for the alignment of the fasttext embedding spaces, while for the middle group
we use dictionaries from the Panlex project. For the bottom group we use a curated high-quality Waray-English
dictionary. Within the groups languages are sorted by the MADLAD-400 data size.

5.4 Monolingual Sentences vs BLEU

Figure 3 plots the resulting BLEU scores as we
vary the number of sentences for training the fast-
text embeddings. We start at 31,250 sentences and
go up to 40 million or the respective full dataset size
when less than 40 million sentences are available.
For each of our trained fasttext models we perform
a few-shot fine-tuning of the NMT model on 500
sentences of Tatoeba parallel data. In total we run
88 fine-tunings. With an exponential increase in
training data (note the logarithmic x-axis scale) we
see a roughly linear increase in BLEU score. Going
as low as 31,250 sentences for three out of eight
evaluated languages — namely Afrikaans (af), Cata-
lan (ca), and Macedonian (mk) — we observe Flores
scores exceeding 10 BLEU translating into English.
Note that for the worst performing languages, Ice-
landic (is) and Kazakh (kk), we do not have MUSE
dictionaries for training a good alignment into the

common embedding space.

fasttext training duration As we decrease the
number of training data we notice a steep decrease
in BLEU when training the fasttext embeddings
for a constant 10 epochs as described in Grave
et al. (2018). We mitigate this issue by train-
ing for more epochs, for up to 75 epochs, when
training on 31,250 sentences. We notice a stark
mismatch in CBOW validation performance and
downstream BLEU scores, and for sentence counts
below 100,000 we have to heavily overtrain the
fasttext models to get the best translation perfor-
mance. When computing the cross-lingual embed-
ding alignment we validate using test dictionar-
ies to compute a nearest neighbour accuracy (nn-
accuracy). This nn-accuracy measures whether the
word pairs in the bilingual dictionary are the near-
est neighbours in the aligned embedding space. We
notice a high correlation between this nn-accuracy
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and the final BLEU score as we vary the number
of fasttext training data or training epochs. We
measure a Pearson correlation between the nn-
accuracies and the Flores devtest BLEU scores of
0.974 (0.981 for ChrF++) by computing the Pear-
son correlation for each point on the Figure 2 x-axis
and averaging over the Fisher z-transformed corre-
lation coefficients with p-value < 0.05. In light of
this, we use the nn-accuracy as a proxy validation
criterion in fasttext training.

5.5 Dataset Comparison

Next, we evaluate the performance on several of
the publicly available language modelling datasets
on the word representation learning task. Based on
the findings of the previous section (Section 5.4)
we choose from languages with at least 50,000
sentences available in MADLAD-400 clean. In
addition to the publicly available datasets we also
evaluate the original pre-trained fasttext models
from Grave et al. (2018), which were trained on
an unpublished 22 Terrabyte dataset consisting of
2017 Common Crawl and Wikipedia data. Table 2
details the BLEU scores we obtain on each of the
considered datasets. For the seven lowest resource
languages (excluding Waray) we run another set of
fine-tunings on MADLAD-400 (clean) and com-
pare to the zero-shot scores in Table 3.

The Table 2 results don’t show consistent differ-
ences between the recent datasets, but we see a
trend of the recent language modelling datasets out-
performing the 2017 crawl, especially on the lowest
resource languages. However, on several languages
we see BLEU scores that are substantially lower
than what our previous experiment suggests. For
several languages with more than 5 and up to 30
million sentences of monolingual data available
(Table 1) we observe scores below 5 BLEU. This
suggests that for those languages the bottleneck
lies not with the word representations. We further
discuss this in Section 5.6.

5.6 Case Study: Waray

In our simulated low-resource setting we have been
able to exceed 20 BLEU on Tatoeba on all tested
languages with 125,000 sentences of monolingual
data and 500 sentences of parallel data. However,
for several languages, we fail to cross the 5 BLEU
threshold, even with several millions of monolin-
gual data sentences. These are namely Kannada
(kn), Sinhala (si) and Nepali (ne) and Waray (war).
For a big part, this stems from the low-quality

Language N 0-Shot N-Shot
Zulu-English 69 6.6 8.3
Nepali-English 116 2.1 34
Kirghiz-English 125 4.9 7.6
Maltese-English 252 17.7 25.1
Hausa-English 257 6.0 11.5
Cebuano-English 424 8.8 16.6
Irish-English 2006 10.3 19.5

Table 3: BLEU scores on flores devtest before and after
few-shot fine-tuning our model on a new language. N
indicates the number of sentences in the Tatoeba training
set which we fine-tune on for the /V-shot setting.

alignment we obtain from the smaller and noisier
Panlex dictionaries. We confirm in a side-by-side
comparison of alignment via the MUSE and the
Panlex dictionaries, the BLEU score on Albanian
drops from 13.1 to 9.7. See Appendix A.6 for a
comparison between Panlex dictionary-based and
MUSE dictionary-based fine-tunings. Here, the
semi-supervised dictionary induction via vecmap
helped us improve by +1.5 BLEU (+3.8 ChrF++)
averaged over 17 languages in 5 datasets, but the
need for higher quality dictionaries clearly remains.

Improving the dictionary The Table 2 bottom
group lists the adjusted Waray scores from a
20,166 entry high-quality dictionary (Abuyen,
2000). We extract the dictionary text from the
scanned pages using optical character recognition
using olmOCR (Poznanski et al., 2025). The
better alignment helps us improve the scores to
5.4 BLEU on the 87,204 sentences of HPLT, but
when comparing to the 25.5 BLEU we get on the
closely related Tagalog and extrapolating using the
numbers we see in Figure 2, we believe we should
be seeing scores closer to 10 BLEU.

Inspecting the crawl data Inspecting the Waray
MADLAD-400 noisy split immediately reveals ex-
cessive amounts of markdown tables, invalid UTF-
8 and content in wrong languages, explaining the
size of 26 million sentences and the diverging fast-
text training run. Similarly 48 % of MADLAD-400
clean split sentences consist of species or places
descriptions matching a fixed sentence pattern (see
Appendix A.5). The same patterns also match
16 % of HPLT sentences, and 98 % of CulturaX
sentences. In contrast, the deduplicated Waray-
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English split of the NLLB corpus (Team et al.,
2022) consists of 3,095,373 sentences of which
less than 5,000 match any of our patterns. This
highlights the need for more sophisticated dedupli-
cation pipelines and more diverse sources of texts
in multilingual language modelling datasets.

Discussion With the current state of multilingual
language modelling datasets we reach up to 5.4
BLEU on the Waray language. Mullov et al. (2024)
show on Turkish that 5 BLEU on Flores suffices
to kick-start the iterative back-translation process,
suggesting that merely establishing a cross-lingual
signal will suffice to start improving upon the ini-
tial results. Note, that in our word embeddings
we do not share any parameters across languages,
and furthermore our translation model has not been
exposed to any other languages from the Austrone-
sian family (such as Tagalog or Cebuano), which
Waray belongs to. Our results on Tagalog and Ce-
buano — and likewise on Swabhili from the Bantoid
language famliy — demonstrate how well an off-
the-shelf model will transfer to languages that are
distant from any of the ones the model has been
exposed to in pre-training. However, we believe
that substantial improvements could still be made
by including related languages in pre-training.

6 Related Work

NMT Scaling Many works explore the data and
parameter scaling laws in machine translation (Gor-
don et al., 2021; Bansal et al., 2022). Bansal et al.
(2022) look into how translation quality scales with
the amount of data and noise in the data. Different
from our work they only consider high-resource set-
tings, specifically a range from one million parallel
sentences to 512 million.

Few-Shot Incremental Learning in Machine
Translation Maillard et al. (2023) show that with
a small amount of high-quality seed parallel data
(i.e. 6,000 sentences) can boost the adaptation to
low-resource languages. Their setting mostly re-
volves around generating synthetic parallel data
for back-translation, which is bootstrapped through
adaptation on the seed data. They, however, assume
the availability of an abundance of monolingual
data for back-translation, which is the scenario that
we want to move away from in this work.

Based on early work on modular learning (Waibel
etal., 1989) rapid adaptation in neural networks has
already been explored in Hampshire and Waibel

(1990). Neubig and Hu (2018) explore rapid adap-
tation to new languages in multilingual neural
LSTMs (Johnson et al., 2017; Ha et al., 2016).
Like this work Wang et al. (2022) consider an in-
cremental extension of pre-trained models to new
languages in the absence of abundant monolingual
data in the target language. Like us they therefore
integrate bilingual lexicons from the Panlex project
into a pre-trained model to generate pseudo-labels
for synthetic data.

Vieira et al. (2024) investigate how much data a
large language model needs to be fine-tuned on
to achieve adequate performance, by training on
diverse dataset sizes. We consider strategies based
on large language models out-of-scope, since it is
difficult to tell how much data in a target language
they have already been exposed to in pre-training.
Additionally, despite several proposed approaches
to vocabulary adaptation in pre-trained models, the
extension of these models to new languages re-
mains non-trivial, and preliminary experiments in
embedding layer swapping in decoder-only models
showed unfavourable results.

Dataset Comparisons Penedo et al. (2024a) and
Penedo et al. (2024b) look at different datasets
and compare language modelling performance on
a sampled subset of their dataset to other publicly
available datasets, on a variety of downstream tasks.
Similarly to how they evaluate how different data
filtering strategies affect the language modelling ob-
jective we test how their filtering affects the CBOW
objective. Based on a previous study (Kreutzer
et al., 2022) which finds large-scale parallel cor-
pora at are language agnostically crawled to contain
large amounts of noise, Artetxe et al. (2022) imple-
ment a crawling pipeline specifically for Basque.
The specialized pipeline results in higher quality
data, but they find that downstream performance
does not improve by much.

7 Conclusion

In this work we focused on a recently proposed in-
cremental learning approach that promises to easily
transfer learn to new languages with minimal or
no parallel data at all, as long as we have a means
to train high-quality word representations for the
target language. We consider a realistic scenario
where we have only few monolingual data in the tar-
get language to train these word representations to
see how far we get on the machine translation task.
We train word embeddings on the CBOW objective
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with varying amounts of data, and see promising
results on many languages showing that we can
reach beyond 15 BLEU with only 500 parallel sen-
tences and 31,250 sentences of monolingual data.
On the other hand, for some languages we need
over 500,000 sentences to cross the 10 BLEU zero-
shot performance threshold. We further observe
that the method is currently bottlenecked by the
need for high-quality bilingual dictionaries, which
are difficult to obtain.

We also find that even with abundant monolingual
data, with the currently public datasets a successful
transfer is not guaranteed. For Kannada, Sinhala
and Nepali we fail to cross the 5 BLEU threshold
with more than 10 million sentences of monolin-
gual data, suggesting that for these languages the
bottleneck lies not with the learning of the word
representations. However, for the languages where
we see success, we see promising prospects for
learning with very little parallel data.

Limitations

The Need to Evaluate Spoken-only Languages
The evaluated method relies on monolingual text
data to learn word representations. In this work, we
evaluate how much of such data is required, to see
whether a real-world application to low-resource
languages is realistic. In reality, however, most of
the languages in the tail end of resources would
not even have an official orthography, i.e. they are
spoken-only languages. Evaluating the method for
real-world application will thus have to look into
adapting the proposed method to acoustic word
embeddings or similar.

Comparison between CBOW and Language
Modelling Objectives In this work, we learn
word representations on the continuous-bag-of-
word objective. We hypothesize that for word rep-
resentation learning the CBOW objective is more
data-efficient than some language modelling-based
approach employing Transformers, but — for the
reasons stated in Section 6 — we do not evaluate
whether this is truly the case. We leave evaluat-
ing this question in a proper controlled experiment
setup for future work.

English-centric Evaluation Our MT model is
trained English-centric, so translation into non-
English would require some additional fine-tuning
(Wu et al., 2024), but we consider this is out of
scope for this work.

Risks

In this work, we focus on transfer learning-based
approaches. As observed by (Team et al., 2022)
and described by (Maillard et al., 2023) the transfer
learning from high-resource languages “opens up
the risk of a translation system flattening the differ-
ences between related languages” and potentially
forcing a high-resource language onto the speakers
of local dialects. Whether this flattening of differ-
ences between similar languages remains an issue
in the models studied in this work — which have a
different way of handling multilingual vocabularies
— remains to be shown.
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A Appendix

A.1 Supplementary ChrF++ Scores

In addition to the BLEU scores in Figure 3 and
Table 3 we supply the respective ChrF++ scores in
Figure 5 and Table 5.

A.2 Dataset Details

In our experiments we use parallel data for super-
vised pre-training of our machine translation model,
and downstream task evaluation on the ChrF++ and
BLEU metrics. We use monolingual language mod-
elling data for training word representations on the
CBOW objective. For word embedding alignment
we use the high-quality bilingual dictionaries from
the MUSE project (Conneau et al., 2017) wher-
ever available. For all remaining languages we
use dictionaries from the Panlex project (Kamholz
et al., 2014), which reportedly offers dictionaries
for 5,700 languages.

A.2.1 Parallel Data

We pre-train our machine translation model on a
mix of publicly available data in 14 languages:
English, Arabic, Bengali, Danish, German, Greek,
Spanish, Farsi, French, Hindi, Russian, Tamil,
Turkish, Ukranian. We sample parallel data
from ParaCrawl v9 (Bafén et al., 2020), Tatoeba
(Tiedemann, 2020), OPUS-100 (Tiedemann,
2012; Zhang et al., 2020), TED2020 (Cettolo
et al., 2012), News-Commentary (Bojar et al.,
2018), MIZAN (Kashefi, 2018), GoURMET
(van der Kreeft et al., 2022), Bianet (Ataman,
2018), ELRC-EMEA, ELRC-4248-NTEU_TierA
(Losch et al., 2018), CCAligned (El-Kishky et al.,
2020), OpenSubtitles (Lison and Tiedemann,
2016), IndicTrans2 (Gala et al., 2023) and HPLT
(de Gibert et al., 2024) for a total of 190 million
sentences. All parallel data translates either
from or to English, as English-centric training
has recently been shown to be competitive with
full multilingual training (Wu et al., 2024). We
de-duplicate and filter our data using a variety of
heuristics, as well as the multilingual Bicleaner-Al
model (Zaragoza-Bernabeu et al., 2022; de Gibert
et al., 2024), down to a total of 158 million
sentences.

For few-shot fine-tuning we use sentences from
the Tatoeba corpus (Tiedemann, 2020). Finally, for
evaluation, we use the Flores (Goyal et al., 2022)
evaluation dataset (devtest split), which covers
translation of the Wikipedia domain in over 200

languages.

A.2.2 Monolingual Data

As part of our analysis, we compare a variety of
massively multilingual language modelling cor-
pora for training high-quality word representa-
tions. The datasets we consider are MADLAD-400
(Kudugunta et al., 2023) (clean split and noisy
split), Fineweb 2 (Penedo et al., 2024b), HPLT
(de Gibert et al., 2024) and CulturaX (Nguyen et al.,
2024). All of these datasets employ document-
level deduplication (Lee et al., 2022) and some
form of language identification, either based on
fasttext (Grave et al., 2018; Bafion et al., 2024) or
Transformer-based solutions (Caswell et al., 2020),
and finally some custom data cleaning pipeline.

In order to be able to get a good upper bound for
performance, we mainly consider languages with
enough data available to train high-quality repre-
sentations for our experiments on transfer learning
to new languages. See Table 1 for the considered
languages and their data availability in the different
datasets and Table 5 for the mapping to language
codes and top-level language families. See Ap-
pendix A.2.3 for a discussion of the dataset licenses.

MADLAD-400 Kudugunta et al. (2023) describe
coverage of 419 languages. Each language has a
noisy data split and a clean data split, filtered with
a wide variety of filter heuristics and manual quality
assessment. In addition to extensive filtering based
on manually curated filters, they perform a quality
review by having non-native speakers inspect a
sample of 20 documents for plausibility for each of
the languages. Based on the review they adapt their
data filters and re-review in an iterative process.
The noisy split consists of 5 trillion tokens, which
is filtered down to 2.8 trillion tokens for the clean
split. Around half of this, however, are English-
only — 54.3 billion sentences out of 105.5 billion.

Fineweb 2 Penedo et al. (2024b) apply the meth-
ods described in (Penedo et al., 2024a) to cover
languages other than English. Their method fo-
cuses on curating high-quality data for language
model training, through what they call fine tasks.
They report coverage of 1,893 languages and a to-
tal on-disk dataset size of 7.92 Terrabyte and 2.7
trillion non-English words. 486 of these languages
are reported to have more than 1 megabytes of text
data.
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Figure 4: ChrF++ scores for the Tagalog fine-tuning on N € {1,2,4,...,8192} parallel sentences. The fasttext
embedding model here is trained on the full 23 million sentences of MADLAD-400 (clean) Tagalog data. The

x-axis 0-point indicates the zero-shot translation score.

As part of their curation process they also compare
themselves to the other datasets we consider, ex-
cept for MADLAD-400, claiming superiority on
language modelling performance.

CulturaX A 6.3 trillion token dataset in 167 lan-
guages, 45.13 % of which are English. They filter
through a variety of rule-based heuristics (number
of words, special character ratio, etc.) and perplex-
ity on a 5-gram language model.

HPLT As part of the HPLT project release
de Gibert et al. (2024) release several tools for min-
ing and filtering monolingual and parallel texts,
with a focus on low to medium-resourced lan-
guages. The release covers 5.6 trillion tokens in 75
languages, 41 % of which are English.

A.2.3 Dataset Lisences

Here follows a list of dataset licences relevant to
this paper, wherever known:

¢ ParaCrawl v9 (Baiion et al., 2020)
Creative Commons CCO license

¢ Tatoeba (Tiedemann, 2020)
Attribution-NonCommercial-ShareAlike 4.0
International

¢ TED2020 (Cettolo et al., 2012)
Creative Commons BY-NC-ND

* MIZAN (Kashefi, 2018)
CC-BY-4.0

¢ GOURMET (van der Kreeft et al., 2022)
Creative Commons CCO license

* Bianet (Ataman, 2018)
CC-BY-SA-4.0

e ELRC-EMEA, ELRC-4248-NTEU_TierA
(Losch et al., 2018)
CCBY-NC4.0

 IndicTrans2 (Gala et al., 2023)
BPCC: Creative Commons CCO license
Models: MIT license

* MADLAD-400 (Kudugunta et al., 2023)
Open Data Commons Attribution License
(ODC-BY)

¢ Fineweb 2 (Penedo et al., 2024b)
Open Data Commons Attribution License
(ODC-BY)

e« HPLT (de Gibert et al., 2024)
Creative Commons CCO license

e CulturaX (Nguyen et al., 2024)
mC4 license
OSCAR license

A.3 Explanations On Word Embeddings and
Integration Into the Translation Model

On-the-fly word representation mapping For
each of our 14 supervised languages, as well as our
considered new languages we use monolingual data
to train a fasttext model specific to that language.
The resulting fasttext models are aligned into a
common space through alignment to the English
embedding space. Alternatively, a common space
could be created through a multilingual all-to-all
hyperalignment (Alaux et al., 2019) or Wasserstein
Barycenter alignment (Lian et al., 2020), but these
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methods rely on unsupervised methods which lack
robustness for distant language pairs. We chose
alignment to English for the higher availability of
bilingual dictionaries. For each language ¢ we thus
obtain an alignment .4 which is a linear map. The
resulting representation of a word w is obtained
through a vector lookup in the fasttext hash table
(as well as for its subword entries, see the paragraph
below) and then mapping that vector x into the
shared space
Ten = A- Ty

Subword representations Fasttext gains its sub-
word awareness through computing the representa-
tion z as an average of the learned representation
of w and all the character 5-grams in w. These
character 5-grams are also learned in fasttext train-
ing. As such the word representations are more
parameter-efficient than the number of vectors in
the Transformer embedding layer might suggest,
since information is shared across the 37.2 million
tokens making up our Transformer vocabulary. The
original paper on fasttext (Bojanowski et al., 2017)
compares their method to morphological represen-
tations on morphologically rich languages and finds
that fastText sufficiently encodes morphological in-
formation. As a result, we consider fasttext to be
competitive with the state-of-the-art subword em-
beddings that are commonly used in Transformer
models.

Large vocabulary performance implications
We describe in Section 5.2 that through the lack of
subwording our Transformer vocabulary expands
to a size of 37 million tokens. In practice we never
materialize these 37 million tokens in memory, but
instead rely on on-the-fly mapping of the word em-
beddings. As described above, in the embedding
layers this on-the-fly mapping into the shared em-
bedding space consists of a hash table lookup and
one linear layer, and thus not affected by the large
vocabulary size.

In the decoder softmax layer, on the other hand,
a vocabulary size of 37 million would strongly im-
pact training and inference performance. Thus at
training time we sub-sample the output vocabulary
from a pool of 131,072 sentences, such that on av-
erage we see roughly 35,000 tokens in the output
vocabulary per forward pass. This makes the com-
putational complexity in tranining very similar to a
regular subword-based model.

At inference time we take the softmax over
the 100,000 most common words from the fast-

text model. In our experiments we haven’t ob-
served noticeable slowdowns in inference, but im-
proved lookup speeds for the softmax layer simi-
larity lookup could be achieved using the FAISS
project (Johnson et al., 2021).

Why not fine-tune the embeddings? It has been
shown that embeddings trained with different al-
gorithms (e.g. CBOW vs skip-gram) or different
hyper-parameters lead to a reduced degree of iso-
morphism (Sggaard et al., 2018) and thus worse
alignments. By fine-tuning the pre-trained em-
beddings on the MT objective we would hurt the
isomorphism between the model’s learned embed-
dings and the newly trained fasttext embeddings
for the new languages.

Position Dependent Weighting The official fast-
text codebase (as of version 0.9.2) does not pro-
vide a public implementation of the position de-
pendent weighting described in Grave et al. (2018)
and the work does not provide necessary details
to reproduce their implementation. Our attempts
to implement position dependent weighting lead
to exploding gradients due to the element wise
multiplication of unconstrained values, similar to
what Novotny et al. (2022) describe. Likewise, our
experiments with the position dependent weight
implementation by Novotny et al. (2022) also re-
sult in exploding gradients. In this work we thus
train CBOW models without position weighting,
but a proper implementation of this could further
improve translation performance.

A.4 Zero-Shot Translation Scores

When translating from an unseen language in a
zero-shot fashion as described in Mullov et al.
(2024) we notice that in inference the model of-
ten gets stuck in translation loops, i.e. repeatedly
outputting the same word or word n-gram. This
issue gets worse the lower quality our word em-
beddings or our embedding alignments are. We
conclude that this mainly stems from a mismatch
in what the model sees in pre-training (i.e. high-
quality embeddings) and at test time. We mitigate
this issue by adding an additional fine-tuning of
the model, where we add sampled noise onto the
high-quality input embeddings of our 14 supervised
languages. We initially consider sampling from
the normal distribution, but considering our em-
beddings are unit normalized, i.e. they lie on the

"https://github.com/witiko/gensim/tree/pine
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unit sphere, we instead sample noise from the von
Mises-Fisher distribution. This von Mises-Fisher
distribution is essentially the equivalent of the nor-
mal distribution in directional statistics, i.e. when
sampling X ~ VMF(u, k), the (signed) angle be-
tween p € R™ and the realizations x of X will
roughly follow a normal distribution. The « here
represents the so called concentration parameter,
which describes from how close of a neighbour-
hood around i we sample from. To estimate
we train Spanish word embeddings on 10 million
sentences and on 1 million sentences and examine
the angles between the pairs of vectors of identical
words in the aligned embedding spaces. We use
a histogram-based analysis over the distribution
of angles to get a rough estimate for a suitable s
value of 300. During training, for an encoder input
vector x we then sample the input vectors from the
neighbourhood of x by sampling from the distri-
bution vMF(x, 300). After this denoising training
we see our model getting stuck in decoding loops
less and as a result we see an average translation
improvement of +1.49 BLEU (+2.91 ChrF++) on
Flores, averaged over 40 languages.

In addition to the supplemental ChrF++ scores
Figure 5 lists the zero-shot BLEU and ChrF++
scores for our Section 5.4 experiments after de-
noising training. Table 6 lists the zero-shot transla-
tion scores for the Section 5.5 experiments along-
side the alignment quality scores (explained in Sec-
tion 5.4).

A.5 Waray Data Details

While experimenting with and closely inspecting
Waray Wikipedia data, we identified a handful of
sentence patterns making up at least 48.5 % of the
2,397,805 sentences we extract from the 20250505
Waray Wikipedia dump. The patterns consist of
descriptions of species and genuses

An {A} in uska (species]|genus) han {B}
nga (syahan )?ginhulagway ni {C}. An {A}
in nahilalakip ha genus nga {D}, ngan
familia nga {E}.

and descriptions of places

An {A} amo (ali)n usa ka {B} ha {C} han
{D}, ha {E}, {F}.

See https://war.wikipedia.org/wiki/Ulex_
densus and  https://war.wikipedia.org/

wiki/Lucerne for an example of an article
fitting each pattern. Substantial amounts of these

Wikipedia pattern sentences are also present in the
various language modelling datasets we study in
this paper. CulturaX sentences consist of at least
98 % of these sentence, MADLAD-400 clean split
of 47 %, and HPLT of at least 16 %. We were not
able to identify any such sentences in the Fineweb2
data, however, the that data consists of only 2,709
sentences.

For the Waray HPLT dataset details we refer to
the HPLT analytics report®. Table 7 lists the top 10
domains 87k sentences composing the dataset. The
report further lists various sentence-level statistics,
such as the language distribution, showing that only
around 39% of the dataset sentences are identified
as Waray.

A.6 Ablation on Dictionary Quality

In addition to the Section 5.5 experiments, where
we run fine-tunings based on MUSE dictionaries
wherever available, we run another set of fine-
tunings with Panlex-based alignments, resulting in
the Table 8 BLEU scores. The table shows consis-
tent drops in BLEU scores compared to the Table 2
MUSE scores, but substantial differences only start
showing for the lower-resourced Bosnian, where
average BLEU drops by 4. The MUSE dictionaries
generally have 50,000 entries, but the Panlex dic-
tionaries follow a similar relative size distribution
to the Table 1 dataset sizes.

8https://github.com/hplt-project/
data-analytics-tool/blob/main/reports/mono-2.
Q/HPLT-v2-war_Latn.pdf
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Figure 5: Number of sentences we train the fasttext word representations on versus the BLEU (top) and ChrF++
(bottom) score on Tatoeba (left) and Flores (right). The upper BLEU/ChrF++ scores describe the zero-shot
translation scores we get by just plugging in the aligned fasttext models into the NMT model’s word embedding
space. The lower BLEU/ChrF++ scores describe the translation scores after fine-tuning on 500 sentences of Tatoeba
parallel data. See Table 3 for BLEU scores and a further explanations.
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MUSE Dictionaries Available
hr 2447 50.0 50.5 50.1
af  2428|73.8 69.9 73.3 73.5 73.3 70.4|61.5 56.2 61.5 61.8 61.5 57.0
tl  8778|52.0 49.5 52.0 51.2 52.6 50.8|51.8 48.3 51.9 50.4 51.8 49.6
mk 81212(59.6 59.9 59.4 59.7 59.7 55.7|54.4 54.3 54.3 54.6 54.3 53.5
bs 509 48.0 51.4 499 9.6 51.8 45.3
Panlex Dictionary Alignment
kk 437/56.3 56.5 56.0 56.1 57.4 57.8/41.5 41.3 41.6 41.6 40.9 38.8
is  9595|58.0 57.5 57.3 58.0 57.8 57.6|44.0 43.4 43.8 44.2 43.8 41.6
gl 1022]63.0 57.5 62.9 63.0 62.8 64.2|53.1 49.9 53.0 53.7 53.7 53.7
ka 1109|63.7 63.1 63.6 63.6 63.5 64.9|41.4 41.7 41.8 42.1 41.5 41.6
uz 482145.2 48.8 45.8 39.9 44.1 39.4|39.4 38.5 38.4 33.7 37.7 31.6
SW 441|59.5 61.1 60.6 51.0 60.2 56.4|42.8 43.8 43.7 36.7 43.1 38.8
gu 154 28.3 29.5 28.0 28.5 30.6 26.5
ur 1666(49.6 49.2 49.1 49.4 49.1 52.9|44.7 45.2 45.0 45.1 44.8 44.5
kn 178] —— ]13915.7 145 164 174 183
si 47 /18.8 18.7 17.3 19.5 15.8 12.0
ne 119  22.3 24.2 21.6 22.7 21.7 18.1
Ky 125  /33.0 29.3 33.1 33.4 32.1 32.0
ga 2006(62.8 61.0 62.3 62.9 62.6 61.9/45.5 43.2 45.1 45.5 45.1 39.9
mt 256/63.6 63.3 64.4 62.1 62.5 48.0|50.2 49.9 50.7 47.9 50.2 30.8
ha 257|41.7412 - -41.6449|333337 - -328 -
ceb  424|38.5 40.0 38.0 39.5 39.8 27.4|42.5 43.5 44.1 42.0 41.1 16.3
zu 69 30.7 325320 -304 -
war 1567|23.0 - 13.8 15.1 24.3 18.8(17.4 -11.3 13.6 17.8 16.0

Curated Dictionary

war 1567‘28.0

- 156177299 |

239 -13916.0 25.8

Table 4: ChrF++ scores for few-shot translation into English on Tatoeba test and flores devtest. See Table 2 for

BLEU scores and further explanations.
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Code Script Full Name Family

Seen in pre-training

ar Arab Standard Arabic Afro-Asiatic

bn Beng Bengali Indo-European
da Latn Danish Indo-European
de Latn German Indo-European
en Latn  English Indo-European
el Grek Modern Greek  Indo-European
es Latn  Spanish Indo-European
fa Arab  Persian Indo-European
fr Latn  French Indo-European
hi Deva Hindi Indo-European
ru Cyrl  Russian Indo-European
ta Taml Tamil Dravidian

tr Latn  Turkish Turkic

uk Cyrl  Ukrainian Indo-European
Unseen in pre-training

hr Latn  Croatian Indo-European
af Latn  Afrikaans Indo-European
tl Latn Tagalog Austronesian
mk Cyrl Macedonian Indo-European
bs Latn Bosnian Indo-European
kk Cyrl Kazakh Turkic

is Latn Icelandic Indo-European
gl Latn  Galician Indo-European
ka Geor Georgian Kartvelian

uz Cyrl  Northern Uzbek Turkic

sw Latn  Swahili Niger-Congo
gu Gujr  Gujarati Indo-European
ur Arab Urdu Indo-European
kn Knda Kannada Dravidian

si Sinh  Sinhala Indo-European
ne Deva Nepali Indo-European
ky Cyrl Kirghiz Turkic

ga Latn Irish Indo-European
mt Latn  Maltese Afro-Asiatic
ceb Latn Cebuano Austronesian
zu Latn Zulu Niger-Congo
war Latn Waray Austronesian

Table 5: We pre-train our translation model on a set of 13 languages on translation into and from English and then
perform experiments with zero-shot and few-shot learning on 22 languages not seen in pre-training. Our chosen
unseen languages cover various language families, 3 of which are entirely unseen in pre-training (Austronesian,
Kartvelian and Niger-Congo).
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MUSE Dictionaries Available

hr
af
tl
mk
bs

56.1 57.3

52.7 53.9 57.1 55.7 56.0
54.5 51.4 57.0 53.3 56.9
65.5 63.8 63.0 63.5 63.6
525529499 22522

15.8 17.1 21.5
27.1 20.1 25.3 25.2 25.2 28.6
10.0 11.2 11.6 12.7 12.6 16.9
20.4 19.9 20.0 20.5 20.3 26.9
16.9 18.5 16.7 0.4 18.1 18.0

46.4 47.2
56.2 49.4 55.0 54.9 54.8 53.6
40.2 40.3 42.0 43.0 429 45.7
50.5 50.3 50.0 50.6 50.5 52.5
46.2 49.2 47.1 10.5 48.9 44.6

MUSE Dictionaries Not Available

kk
is
gl
ka
uz
SW
gu
ur
kn
si
ne
Ky
ga
mt
ha
ceb
zu
war

16.1 15.1 15.7 16.0 154
88 6.5 80 83 85
11.0 7.8 114 11.3 11.6
9.7 11.4 104 10.8 11.6
23.7 23.5 25.1 13.3 21.7
5.1 49 44 25 42
53 7.1 6.0 63 6.1
66 73 63 72 72
18.5 19.5 18.7 20.8 19.8
254 25.8 284 27.2 274
15.5 15.8 153 15.2 15.7
159129 17.1 16.5 15.7
13.6 9.9 13.3 13.7 13.7
14.5 14.8 15.0 12.8 16.3
53 5.1 - 49 -
33 43 38 33 32
71 83 94 - 75
4.8 - 1.2 1.2 65

6.8 72 74 7.0 77 85
14.5 13.1 14.3 14.8 144 14.3
16.2 15.7 16.8 16.7 17.2 24.6
86 88 90 86 92115
6.6 64 6.6 54 6.6 69
12.7 127 13.0 7.8 125114
52 52 46 48 53 59
6.7 67 6.6 65 68115
1.1 1.7 14 22 15 34
20 20 21 20 2.0 3.0
25 31 21 25 23 25
52 44 58 54 53 75
10.5 9.1 10.5 10.3 109 10.5
18.0 17.0 179 15.8 19.6 9.6
59 69 - - 60 -
96 92105 79 9.1 13
69 87 80 - 8.0

0.9 - 01 07 21 05

35.0 34.9 35.8 35.4 35.6 35.1
41.5 39.5 40.6 41.2 41.4 39.3
47.3 45.1 47.9 48.0 48.1 52.2
38.9 38.4 39.2 38.9 38.8 394
36.1 35.2 35.5 32.2 35.6 32.0
40.9 40.4 41.2 33.9 40.3 37.6
26.4 31.4 26.1 27.8 32.3 28.0
38.0 37.5 38.6 38.7 38.8 40.3
12.3 14.7 14.8 17.2 14.9 21.1
24.1 24.2 20.9 249 19.1 25.1
23.2 23.1 24.3 24.5 25.7 17.7
32.1 29.8 32.6 32.5 31.9 33.3
42.2 39.1 42.4 42.4 42.2 38.8
48.4 46.4 48.8 45.5 48.9 33.8
33.0 33.8 323 -
40.1 38.8 40.8 36.9 38.9 17.2
30.3 32.1 32.0 31.1 -
17.3 - 5.7 15.0 21.0 10.2

Table 6: Alignment accuracies (see Section 5.4), BLEU scores and ChrF++ scores for zero-shot translation into
English on the flores devtest. For each language we train fasttext models on the CBOW objective on the different

publicly available datasets and plug them into our pre-trained translation model.

For the upper group of languages we use high-quality bilingual dictionaries for the alignment of the fasttext
embedding spaces, while for the bottom group we use noisy dictionaries from the Panlex project. Languages are

sorted by the MADLAD-400 data size within the groups.
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Domain docs % of total Domain

wikipedia.org 10K 74.2 Wikipedia
bible.is 735 5.3 Religion
jw.org 537 3.9 Religion
isumat.com 410 3.0 News
info-about.ru 324 2.3 Video Portal
bomboradyo.com 291 2.1 Radio/News
pia.gov.ph 169 1.2 News
rmn.ph 122 0.9 Radio/News
tacloban.gov.ph 112 0.8 Government
wordpress.com 89 0.6 Blogs

Table 7: The top 10 dataset domains which the Waray HPLT dataset is composed of, as specified in the HPLT
analytics report.
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hr 175,895 | 23.3 23.8

af 54,006 | 38.7 333 39.7 399 384
tl 34455 | 252 209 253 234 245
mk 60,787 | 282 28.6 284 28.6 28.4
bs 13,556 | 145 19.7 183 0.2 20.0

Table 8: In addition to the Table 2 MUSE dictionary-based fine-tunes, we perform additional fine-tunings on
Panlex-based dictionaries for the 5 languages with MUSE dictionaries available. The MUSE dictionaries generally
contain around 50,000 word pairs, each.
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