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Abstract

Since the advent of large language models
(LLMs), prompt engineering has been a cru-
cial step for eliciting desired responses for vari-
ous Natural Language Processing (NLP) tasks.
However, prompt engineering remains an im-
pediment for end users due to rapid advances
in models, tasks, and associated best practices.
To mitigate this, Automatic Prompt Optimiza-
tion (APO) techniques have recently emerged
that use various automated techniques to help
improve the performance of LLMs on various
tasks. In this paper, we present a comprehen-
sive survey summarizing the current progress
and remaining challenges in this field. We pro-
vide a formal definition of APO, a 5-part uni-
fying framework, and then proceed to rigor-
ously categorize all relevant works based on
their salient features therein. We hope to spur
further research guided by our framework.

1 Introduction
Since McCann et al. (2018) cast multi-task NLP
as Question Answering, using prompts as inputs
has become the standard way to elicit desired re-
sponses from Large Language Models (LLMs).
Furthermore, LLMs’ few-shot learning (Brown
et al., 2020), instruction-following (Ouyang et al.,
2022), and zero-shot reasoning capabilities (Ko-
jima et al., 2023) have led to a widespread prolif-
eration of prompting tricks for various tasks and
model variants. However, LLMs still exhibit unpre-
dictable sensitivity to various factors (explanation
of the task (Li et al., 2023b),ordering (Liu et al.,
2024a), stylistic formatting (Sclar et al.), etc.) caus-
ing a performance gap between two prompts that
are semantically similar, thereby adding impedi-
ments for adoption by end users. Against this back-
drop, Black-Box Automatic Prompt Optimization
(APO) techniques have emerged that improve task
performance via automated prompt improvements.

∗Work done while at AWS

The possess various attractive features - (1) they do
not require parameter access on LLMs performing
the task, (2) they systematically search through the
prompt solution space, and (3) they retain human
interpretability of prompt improvements. In this
survey paper, we aim to highlight the advances in
the field. Our core contribution is a 5-part APO
taxonomy combined with a comprehensive fine-
grained categorization of various design choices
therein (see Fig. 1, Tables 2, 3, 4 in Appendix). We
hope our framework will be informational for new
and seasoned researchers alike, enabling further
research on open questions.

2 Automatic Prompt Optimization
Formulation

We formalize the process of automatic prompt op-
timization (APO) as follows. Given a task model
Mtask, initial prompt ρ ∈ V 1, the goal of an APO-
system MAPO is to obtain the best performing
prompt-template ρopt under a metric f ∈ F and
eval-set Dval

ρopt := argmax
ρ∈V

Ex∼Dval
[f(Mtask(ρ⊕ x))] (1)

This objective function is not tractable for discrete
prompt optimization as token-sequence search
spaces are combinatorial. Instead, APO techniques
follow the general anatomy as described in Algo-
rithm 1 to obtain approximate solutions.

3 Initialize Seed Prompts

3.1 Manual Instructions

Several approaches use a seed of manually cre-
ated instructions that offer interpretable and strong
baselines as the basis for further improvement,inter
alia., ProteGi (Pryzant et al., 2023), GPS (Xu et al.,
2022), SPRIG (Zhang et al., 2024b). While ob-
taining quality examples can be costly, APE (Zhou

1⊕ stands for the concatenation operation. All notations
mentions in A.1
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Variable steps §7.2
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Meta-heuristic ensemble §6.4
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Program Synthesis §5.5

Coverage-based §5.4

Ensemble methods §5.4.3
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Single prompt expansion §5.4.1

Metaprompt design §5.3

Editing with auxiliary
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Generative Adversarial Networks §5.2.3

LLM Finetuning §5.2.2

Reinforcement Learning §5.2.1

Heuristic-based
edits §5.1

Vocabulary pruning §5.1.4

Word / phrase edits §5.1.3

Genetic Algorithm §5.1.2

Monte Carlo Sampling §5.1.1

Inference evaluation
and feedback §4

Human Feedback §4.3

LLM Feedback §4.2
Improving multiple candidates §4.2.2

Improving single candidate §4.2.1

Numeric score §4.1

Negative log-likelihood §4.1.4

Entropy-based §4.1.3

Reward model score §4.1.2

Task accuracy §4.1.1

Seed Prompts §3

Instruction-induction via LLMs §3.2

Manual Instructions §3.1

Figure 1: Taxonomy of Automatic Prompt Optimization

Algorithm 1 Prompt optimization framework

1: P0 := {ρ1, ρ2, . . . , ρk} ▷ §3. Seed prompts
2: Dval := {(x1, y1)}ni=1 ▷ Validation set
3: f1, . . . , fm ∈ F ▷ §4. Inference evaluation
4: for t = 1, 2, . . . , N do ▷ §7. Iteration depth

▷ §5. Generate prompt candidates
5: Gt := MAPO(P,Dval, F )

▷ §6. Filter and retain candidates
6: Pt := Select(Gt, Dval, F )

▷ §7. Optionally check for early convergence
7: if fconvergence ≤ ϵ then
8: exit
9: return argmaxρ∈PN

Ex∼Dval
[f(Mtask(ρ⊕ x))]

et al., 2022) 2 showed that a few hundred samples
are sufficient for further optimization.

3.2 Instruction Induction via LLMs

Honovich et al. (2023) were the first to propose
inducing LLMs to infer human-readable prompts
based on a few demonstrations E (see Appendix
C.1 for prompt). APE (Zhou et al., 2022) and
DAPO (Yang et al., 2024c) use the induced seed
instructions for further optimization, while MOP
(Wang et al., 2025) and GPO (Li et al., 2023c) use

2Note: APE stands for Automatic Prompt Engineer method
introduced by (Zhou et al., 2022), not to be confused with APO
which broadly refers to the entire area of Automatic Prompt
Optimization
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Figure 2: Representative APO system

APE to induce cluster-specific prompts. Apart from
demonstrations, SCULPT (Kumar et al., 2024) in-
duced instructions from task-READMEs, while
UniPrompt (Juneja et al., 2024) used LLMs to fill-
in structured templates.

4 Inference Evaluation and Feedback
The evaluation step helps identify promising
prompt candidates in each iteration. Some methods
also use LLM feedback on prompt-response pairs
to help generate more prompt candidates.

4.1 Numeric Score Feedback

4.1.1 Accuracy

Using task-specific accuracy metrics is the most
straightforward and widespread way of elicit-
ing feedback (Zhou et al., 2022, 2023; Zhang
et al., 2024b; Khattab et al., 2022). Classifica-
tion and MCQ-based QA tasks use exact accuracy,
while code-related tasks measure execution accu-
racy. Text generation tasks (summarization, transla-
tion, creative writing) employ flexible metrics like
BLEU-N, Rouge-N, Rouge-N-F1, or embedding-
based measures such as BERTScore (Zhang* et al.,
2020) (Honovich et al., 2023; Dong et al., 2024b).

4.1.2 Reward-model Scores

Given the limitations of rigid accuracy metrics,
some approaches proposed using learned reward
models to provide more nuanced evaluations of
prompts-response pairs (Deng et al., 2022; Sun
et al., 2024a; Kong et al., 2024). OIRL (Sun et al.,
2024a) trained an XGBoost-based reward model
that takes query-prompt embedding pairs as input
and predicts whether the prompt will elicit correct
answers from the language model and use it to se-
lect appropriate prompts for specific queries using
a best-of-N strategy. DRPO (Amini et al., 2024)
follows an LLM-based reward modeling approach
using both predefined and dynamic reward criteria.

It first optimizes in-context learning examples E,
and using that it optimizes the specific task prompt.

4.1.3 Entropy-based Scores

Entropy-based scores evaluate the entire output
distribution induced by candidates, as opposed to
a single inference instance. They are gradient-
free but require access to the entire output prob-
ability distribution, something not usually possi-
ble with black-box LLMs. CLAPS (Zhou et al.,
2023) leverages the negative incremental cross-
entropy of π(xi⊕v∈V ) v/s π(xi) to identify promis-
ing words v ∈ V to add to the prompt. The topK
words are then used as candidate tokens from which
to construct candidate prompts. GRIPS (Prasad
et al., 2023) simply added an entropy term to
the task-weighted accuracy−∑

πρ(y) ln(πρ(y))+
1
|T |

∑
1(y = ŷ) to prioritize output diversity in po-

tential prompt candidates.

4.1.4 Negative Log-likelihood of Output

Some approaches like APE, GPS (Xu et al., 2022),
PACE (Dong et al., 2024b) consider the negative
log-likelihood (NLL) of token sequences under the
target LLM, i.e., − log(πρ(y)). This however re-
quires the log-probabilities to be accessible during
the decoding of each token, limiting its applica-
bility. The NLL for ground truth one-hot token-
sequence is equivalent to the cross-entropy.

4.2 LLM Feedback

A popular paradigm to augment or fully replace
numeric scores is to use textual feedback generated
by LLMEvaluator (Wang et al., 2024a; Long et al.,
2024; Sinha et al., 2024). It is versatile because
it can evaluate both the response as well as the
prompt input. It can directly aid the prompt rewrit-
ing process while being flexible to individual tasks
as it only needs natural language instructions for
general-purpose LLMs as opposed to task-specific
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Paper Seed instructions Iteration depth Inference evaluation Candidate generation Search+filter strategy

ProTeGi (Pryzant et al., 2023) Manually created Fixed
LLM feedback +

Task accuracy
LLM rewriter UCB for trees

APE (Zhou et al., 2022) Instruction induction Fixed Task accuracy N/A UCB

CRISPO (He et al., 2025) Manually created Fixed
LLM feedback +

Task accuracy
LLM rewriter TopK selection

MOP (Wang et al., 2025) Instruction induction Fixed Task accuracy Mixture of experts Region-based joint search

DSPY (Khattab et al., 2024)
Manually created +

Instruction induction
Variable

LLM feedback +
Task accuracy

Program Synthesis TopK selection

OPRO (Yang et al., 2024a) Manually created Variable
LLM feedback +

Task accuracy
Metaprompt design TopK selection

GATE (Joko et al., 2024) Manually created Variable Human feedback LLM rewriter N/A

Table 1: Comparison of some APO techniques under our framework (Tables 2,3,4 show full comparison)

handcrafting of metrics. A potential downside is
the inference cost incurred due to an additional
LLM call. All the LLM feedback approaches pro-
vide multiple feedback data and broadly fall into
two categories - improving a single prompt candi-
date versus improving multiple prompt candidates
(discussed below, examples in Appendix C.3).

4.2.1 Improving Single Candidate

SCULPT (Kumar et al., 2024) introduces a system-
atic method for tuning long, unstructured prompts
by employing a hierarchical tree structure and
two-step feedback loops - preliminary assessment
and error assessment - to evaluate and correct
prompts before and after execution. The feed-
back updates the hierarchical prompt tree which is
then back-synthesized into a new prompt candidate.
PACE (Dong et al., 2024b) applies an actor-critic
editing framework to the prompt refinement pro-
cess itself, allowing for more dynamic and adaptive
adjustments. Overcoming the limitations of opti-
mizing a single metric, CRISPO (He et al., 2025)
adopts a multi-aspect critique-suggestion meta-
prompt to highlight flaws in the generated response
across multiple dimensions such as style, preci-
sion, and content alignment. Thereafter it leverages
detailed, aspect-specific feedback and iteratively
updates the prompts. Autohint (Sun et al., 2023)
summarizes feedback for multiple incorrect infer-
ences via hints to instill improvements into a single
prompt candidate.

4.2.2 Improving Multiple Candidates

ProTeGi (Pryzant et al., 2023) and TextGrad (Yuk-
sekgonul et al., 2024) leverage textual “gradients”
to guide the discrete prompt optimization proce-
dure, very similar to the gradient-descent style of
continuous prompt optimization approaches. Dif-
ferent from continuous gradient-descent, ProTeGi
sampled multiple “gradients” i.e. directions of

improvement, and each such “gradient” is used
to generate several prompt candidates for evalu-
ation in the next iteration. PromptAgent (Wang
et al., 2024a) similarly used an error collection ap-
proach to emulate expert-written prompts that con-
sisted of clear sections like “Task description”, “Do-
main Knowledge”, “Solution Guidance”, “Excep-
tion Handling”, “Output Formatting”. PREFER
(Zhang et al., 2024a) utilizes a feedback-reflect-
refine cycle to aggregate feedback into multiple
prompts in an ensemble to improve the model’s
ability to generalize across various tasks. Sur-
vival of the Safest (SOS) (Sinha et al., 2024) added
safety-score into a multi-objective prompt opti-
mization framework that used an interleaved strat-
egy to balance performance and security in LLMs
simultaneously. To avoid accidentally damaging
well-functioning prompts, StraGo (Wu et al., 2024)
summarized strategic guidance based on both cor-
rect and incorrect predictions as feedback.

4.3 Human-feedback

A few works also incorporate human feedback, ei-
ther during compile-time or inference-time in the
prompt construction / optimization process. Joko
et al. (2024) proposed “Generative Active Task
Elicitation” to better capture human preferences.
It prompts a language model to interactively ask
questions and infer human preferences conditioned
on the history of free-form interaction. Cheng et al.
(2024) trained a smaller LLM to optimize input
prompts based on user preference feedback, achiev-
ing up to 22% increase in win rates for ChatGPT
and 10% for GPT-4. PROMST (Chen et al., 2024)
tackles the challenges of multi-step tasks by in-
corporating human-designed feedback rules and a
learned heuristic model. APOHF (Lin et al., 2024)
focuses on optimizing prompts using only human
preference feedback rather than numeric scores,
employing a dueling bandits-inspired strategy to
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efficiently select prompt pairs for preference feed-
back, proving effective for tasks like text-to-image
generation and response optimization.

5 Candidate Prompt Generation
In this step, one or more candidate prompts are gen-
erated that are most likely to result in an improve-
ment in a metric of interest f ∈ F . The approaches
reviewed below range from simple rule-based ed-
its (sec. 5.1) to sophisticated agentic systems that
combine with LLM-based evaluations (sec. 4.2)
and various filtering strategies (sec. 6).

5.1 Heuristic-based Edits

Several works proposed heuristic-based mecha-
nisms to make edits to intermediate prompt can-
didates to generate newer candidates. They range
from edits at the word / phrase / sentence-level
(either simple rule-based or LLM-generated), or
metric-driven incremental search. While these
strategies may not result in the most optimal so-
lution, they help in making the discrete prompt
optimization problem computationally tractable.

5.1.1 Monte Carlo Sampling

ProTeGi (Pryzant et al., 2023) uses Monte carlo
sampling to explore combinatorial discrete solution
spaces in an incremental fashion - it samples multi-
ple textual gradients to use to generate prospective
candidates, and spawns paraphrases as monte-carlo
successors for evaluation. PromptAgent (Wang
et al., 2024a) uses a tree-variant called Monte Carlo
Tree Search (MCTS) which consists of 4 steps —
Selection, Expansion, Simulation, and Backpropa-
gation (also explained in Sec. 6).

5.1.2 Genetic Algorithm

A significant line of work applies the well-studied
genetic algorithms to make discrete edits to texts.
The common recipe for several genetic algorithms
is 1/ Mutate and 2/ Cross-over components from
promising candidates. Token mutations: SPRIG
(Zhang et al., 2024b) and CLAPS perform token-
level mutations. SPRIG uses a starting corpus of
300 components grouped into categories like COT,
roles, styles, emotions, scenarios, and good prop-
erties. It performs add/rephrase/swap/delete, high-
lighting complementary strengths of optimizing
system prompts alongside task-prompts (via meth-
ods like ProTeGi) to enhance accuracy across mul-
tiple diverse domains, languages, and tasks without
needing repeated task-specific optimizations.

LLM-based mutation: LMEA (Liu et al., 2023),
SOS (Sinha et al., 2024), and StraGo (Wu et al.,
2024) uses mutation prompts with LLMs to over-
come the traditional complexity of designing tai-
lored operators for cross-over / mutation. Prompt-
Breeder (Fernando et al., 2023) advocates self-
referential improvement of all prompts in the
prompt optimization system - Direct Mutation of
task prompts, Hypermutation of mutation prompts
themselves, Lamarckian Mutation where prompts
are reverse-engineered from successful examples
(similar to Instruction Induction Honovich et al.
(2023), and finally Crossover and Shuffling to im-
prove diversity of the prompt pool. EvoPrompt
(Guo et al., 2024) use Differential Evolution -
where differences between existing prompts is in-
corporated to form new prompt candidates to over-
come the problem of local optima. AELP (Hsieh
et al., 2024) also uses mutation operators to per-
form sentence-level edits in an iterative fashion.
They include sentence-level histories of reward
{(st−1, st, rt)} in the mutation prompt in order
to avoid local optima and accidentally returning
to sub-optimal versions. GPS (Xu et al., 2022)
used Back-translation, Sentence Continuation, and
Cloze transformations to perform prompt mutation.
PromptWizard (Agarwal et al., 2024) proposed a
pipeline combining several steps including itera-
tive improvement, few shot example synthesis and
selection, utilizing LLM’s reasoning capability to
improve and validate the prompt, and finally an
expert persona to ensure consistency of the style of
generated prompts.

5.1.3 Word / Phrase Level Edits

Several word-edit approaches first identify "influ-
ential" tokens in the prompts. COPLE (Zhan et al.,
2024) argued that LLMs exhibit lexical sensitivity,
showing that merely replacing a few words with
their synonyms can yield significant improvements.
First, “influential” tokens are identified where ex-
pected loss on dev-set EDval

[L(y, ŷ)] drops the
most after removing that token versus the original
prompt, and then influential tokens are replaced
using predictions from a Masked-Language Mod-
els. This token-replacement approach is also at-
tractive as a standalone post-processing step for
long prompts that are already optimized using other
LLM-based approaches. GRIPS (Prasad et al.,
2023) argues that phrase level edition is an effec-
tive and interpretable method to optimize prompts,
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leveraging 4 basic edit operations -add, delete, para-
phrase, and swap

5.1.4 Vocabulary Pruning

Some works prune the vocabulary space V to
Vpruned for decoding the next token for the op-
timized prompt ρ∗. CLAPS (Zhou et al., 2023)
argued that general search spaces are highly re-
dundant and use K-means clustering to find word-
clusters and retain top-2000 words closest to cluster
centroids. BDPL (Diao et al., 2022) used pairwise
mutual information (PMI) to retain top co-occuring
ngrams for decoding. PIN (Choi et al., 2024) in-
stead added regularization in the form of Tsallis-
entropy (ideal for heavy-tailed distributions like
natural language) for the RL training of a prompt
generation network, to reduce the probability mass
for unlikely tokens and improve interpetability.

5.2 Editing via Auxiliary Trained NN

Some approaches leverage a trained auxiliary neu-
ral network to edit the initial prompt for ob-
taining desired improvements. We include ap-
proaches where the finetuned network is different
and smaller than the task network.

5.2.1 Reinforcement-learning

Multi-objective Optimization techniques (Jafari
et al., 2024) demonstrate superiority over simple
reward averaging, particularly through volume-
based methods that effectively balance competing
objectives. Dynamic prompt modification strate-
gies, introduced through prompt rewriting (Kong
et al., 2024), directional stimulus prompting (Li
et al., 2023d) and test-time editing (Zhang et al.,
2022) solve the important goal of moving beyond
static prompt generation. Prompt-OIRL (Sun et al.,
2024a) also tackled test-time optimization objec-
tive by learning an offline reward model and
subsequently using a best-of-N strategy to recom-
mend the optimal prompt in a query-dependent
fashion. BDPL (Diao et al., 2022) optimized dis-
crete prompts using variance-reduced policy gradi-
ent algorithm to estimate gradients, allowing user
devices to fine-tune tasks with limited API calls.

5.2.2 Finetuning LLMs

BPO (Cheng et al., 2024) trains a smaller 7B model
to align itself to task-performance on individual
LLMs using reward-free alignment. FIPO (Lu
et al., 2025) trains a local model (7B - 13B) to
perform prompt optimizations to preserve privacy

and adapt to target models better leveraging both
data diversification and strategic fine-tuning such
as SFT, preference optimization, and iterative pref-
erence learning.

5.2.3 Generative Adversarial Networks

Long et al. (2024) framed the prompt optimization
process in the GAN setting. The LLM generator
takes question and the generation prompt to pro-
duce output. The (input, output) pairs are evaluated
by an LLM powered discriminator, whose goal is
to identify generated pairs from ground truth pairs.
Both generator and the discriminator are jointly op-
timized using adversarial loss, by utilizing a prompt
modifier LLM to rewrite their prompts.

5.3 Metaprompt Design

PE2 (Ye et al., 2024) argued that previous works
under-explored meta-prompt search space. OPRO
(Yang et al., 2024a) proposes a meta-prompt design
(see Appendix C.2) which includes the optimiza-
tion problem description in natural language and
previously generated solutions (multiple solutions
per stage for diversity) and scores alongisde the
meta-instruction for prompt refinement. DAPO
(Yang et al., 2024c) utilizes a well-designed meta-
instruction to guide the LLM in generating high-
quality and structured initial prompts (contain task-
specific info, e.g. task type and description, output
format and constraints, reasoning process, profes-
sional tips) by observing given input-output ex-
emplars. Then, DAPO iteratively optimizes the
prompts at the sentence level, leveraging previous
tuning experience to expand prompt candidates.

5.4 Coverage-based methods

Some approaches seek to “cover" the entire prob-
lem space - either within a single prompt, or using
multiple prompts working individually or in an en-
semble during inference.

5.4.1 Single Prompt-expansion

AMPO (Yang et al., 2024d) uses LLM feedback
to enumerate all the failure cases based on the
evaluation-set Dval and then enlists each of them in
the meta-instruction in an if-then-else format using
3 modules - 1/ Pattern Recognition, 2/ Branch Ad-
justment, and 3/ Branch Pruning to decide whether
to enhance existing branches, or to grow new
branches. Similarly, UNIPROMPT focused on ex-
plicitly ensuring that various semantic facets of a
task get represented in the final prompt. It designs a
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human-like (manual) prompt engineering approach
(UniPrompt) with two stages: a) task facets ini-
tialization using background knowledge, and b)
refinement using examples.

5.4.2 Mixture of Experts

Wang et al. (2025) introduced the Mixture-of-
Expert-Prompts where each expert is a task-prompt
to be used for specialized inference. MOP first
clusters all demonstrations using K-means cluster-
ing. Then, the Region-based Joint Search (RBJS)
(sec.6.3) algorithm generates the appropriate in-
struction for each exemplar-cluster via instruction
induction (sec.3.2) based on a mix of in-cluster
and out-of-cluster demonstrations to cover “blind-
spots”. During inference, a single expert prompt is
invoked whose cluster centroid µc is closest to the
instance-embedding argminC ||ϕ(xi)− µc||2.

5.4.3 Ensemble Methods

PromptBoosting (Hou et al., 2023), Boosted-
Prompting (Pitis et al., 2023), PREFER (Zhang
et al., 2024a), etc. are ensemble methods that in-
voke multiple prompts during inference and com-
bine them to generate the final output ŷ = y0 +
Σmβiyi. GPO (Li et al., 2023c) also uses labeled
source data to generate an ensemble of prompts,
which are applied to unlabeled target data to gener-
ate output through majority voting.

5.5 Program Synthesis

Program-synthesis based approaches transform
LLM pipelines into structured, modular compo-
nents that can be systematically optimized and
composed. These optimization techniques itera-
tively refine instructions and demonstrations for
each module to improve the entire pipeline’s per-
formance, DSP (Khattab et al., 2022) introduces
a three-stage framework for retrieval-augmented
inference: Demonstrate (generates task-specific
demonstrations), Search (retrieves relevant infor-
mation), and Predict (combines retrieved info with
demonstrations). DSPY (Khattab et al., 2024)
transforms LLM pipelines into text transformation
graphs - introducing parameterized models, learn-
ing through demonstrations, and a compiler that op-
timizes pipelines. DLN (Sordoni et al., 2023) simi-
larly considers chained LLM calls as stacked deep
language networks performing variational infer-
ence, where the learnable parameters for each layer
are task-decomposed prompt templates. MIPRO
(Opsahl-Ong et al., 2024) automates the optimiza-

tion of multi-stage language model programs by
improving instructions and demonstrations for each
module. SAMMO (Schnabel and Neville, 2024)
proposed symbolic prompt programming, repre-
senting prompts as directed-acyclic-graphs (DAG).
A set of user-defined node mutation rules guide the
mutation-search to find the optimal DAG, which is
then converted back to a prompt.

6 Filter and Retain Promising Prompts
In this step, promising prompt candidates are fil-
tered for further optimization.

6.1 TopK Greedy Search

The simplest mechanism to iteratively search
through prompt candidate sets is a greedy topK
search where in each iteration of the optimiza-
tion, the top-K best-performing candidates on mini-
batch of data instances Dval are retained for further
iterations (e.g. - ProTeGi, AELP. This differs from
beam-search which judges partial solutions’ based
on the reward for the entire trajectory of prompt
edits r({ρ11, ρ12, . . . , ρ1t }).
6.2 Upper Confidence Bound and Variants

Relying on a single static evaluation dataset can
lead to biases in the selection procedure and fi-
nally suboptimal solutions. ProTeGi, SPRIG, etc.,
cast the candidate prompt selection problem as that
of bandit search - identifying the most suitable
arm (prompt candidate) operating on a fixed com-
putation budget. They use the Upper Confidence
Bounds (UCB, Algorithm 2) which balances explo-
ration with exploitation. In each iteration of prompt
optimization, they sample a different evaluation
dataset Dsample ∈ Dval, and maintain a moving
estimate of the optimality of each arm (i.e. prompt).
In each iteration, the playout filters top-B prompt
candidates with the greatest score for further ex-
ploration. PromptAgent uses a variation of UCB
called UCB for Trees (UCT) which are used in the
setting of contextual bandits (i.e. the action-space
and the reward function is state-dependent). AELP
(Hsieh et al., 2024) used a modification called Lin-
ear UCB (Li et al., 2010) which uses a closed form
linear estimate based on the reward trajectories of
previously sampled edits as well as prompt embed-
ding ϕ(s) to select the next best-arm.

6.3 Region-based Joint Search

MOP (Wang et al., 2025) proposes a Mixture-
of-Expert-Prompts performing prompt optimiza-
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tion for each expert individual. Once C exemplar-
clusters are identified, the RBJS search first sam-
ples examples Dexemplars ∈ DC ∪ D \ DC , and
then uses APE to induct and optimize each expert
instruction.

6.4 Metaheuristic Ensemble

PLUM (Pan et al., 2024) library offered a meta-
heuristic ensemble of different search algorithms
like Hill climbing, Simulated Annealing, Genetic
Algorithms, Tabu Search, and Harmony Search.

7 Iteration Depth

7.1 Fixed Steps

Most approaches choose to carry out the prompt
optimization for a fixed number of steps N.

7.2 Variable number of steps

GRIPS (Prasad et al., 2023) concludes search when
successive iterations with negative gains breach
a patience parameter, whereas PromptAgent con-
cluded APO when rt ≤ ϵmin ∨ rt ≥ ϵmax.

8 Theoretical Perspectives

8.1 Upper Bound of Improvement from APO

AlignPro (Trivedi et al., 2025) establishes an upper
bound on the gains realizable from discrete prompt
optimization under a given prompt optimizer and
also a suboptimality-gap w.r.t. RLHF-optimal pol-
icy π∗, while a lower bound is left unexplored.

8.2 Other Related Perspectives

Bhargava et al. (2024) proposed a control theo-
retic framework to establish bounds on the set of
reachable LLM-outputs for self-attention in terms
of the singular values of its weight matrices. Liu
et al. (2024c) showed the existence of a strong
transformer that can approximate any sequence-to-
sequence Lipschitz function. They also showed the
existence of “difficult” datasets that depth-limited
transformers could not commit to memory.

9 Related Areas

9.1 In-context Learning

Wan et al. (2024) advocated jointly performing
Instruction Optimization (IO) and Exemplar Opti-
mization (EO), showing EO can naturally “emerge"
within IO. Dong et al. (2024a) extensively surveyed
EO aspects like selection, ordering, formatting, etc.

9.2 LLM as a Judge

Zheng et al. (2023) first proposed using LLMs as
an evaluator in multi-turn conversations, while also
throwing light on inherent biases such as position-
bias, verbosity-bias, and self-enhancement bias.
Several works have since leveraged proposed re-
flective agentic systems, using specialized prompts
/ LLMs to provide feedback for error correction.

9.3 Soft Prompts

Lester et al. (2021) introduced so-called “soft
prompt” prefixes of task-specific vectors ρsoft ∈
Rd to edit prompts in the continuous space as op-
posed to the discrete token-space. Its main draw-
back is requiring access to the parameters of LLMs,
makng it incompatible with API-based LLMs.

9.4 APO as a Precursor to LLM Finetuning

LLM Finetuning pursues instruction-alignment
(Ouyang et al., 2022) and preference-alignment
(Wang et al., 2024b) after pretraining. Works such
as APEER (Jin et al., 2024), Self-Instruct (Wang
et al., 2023), PATH (Xian et al., 2024) leveraged
automatic prompt optimization to bootstrap quality
synthetic data for improved LLM finetuning.

10 Challenges and Future Directions

10.1 Task-agnostic APO

All the surveyed APO methods assume that the task
type T is known beforehand; additionally offline
APO methods also require an evaluation set Dval,
something not explicitly available in production
settings. Barring a few tasks covered by Joko et al.
(2024); Sun et al. (2024a); Zhang et al. (2022);
Choi et al. (2024), inference-time optimization of
multiple unknown tasks is underexplored. More
robust evaluations are needed for task-agnostic
APO systems combining seen and unseen tasks.

10.2 Unclear Mechanisms

Melamed et al. (2024) showed that prompts have
so-called ’evil twins’ that are uninterpretable yet
recover some of the performance of gold-standard
prompts. Lu et al. (2024) showed that rare gibber-
ish strings can serve as competitive delimiters τ
in prompts. Yang et al. (2024b) showed that self-
reflection by LLMs can suffer from incorrect er-
ror identification, prior biases, semantic invalidity,
leading to failure in yielding improved prompts. It
is unclear why some gibberish strings seem to work
as competitive delimiters or even entire prompts
themselves (a.k.a. evil twins), whereas semanti-
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cally correct instructions can lead to biases, incor-
rect, or incomplete reasoning and answers? Future
lines of enquiry can focus on the language model’s
output distribution and its entropy, attention-maps
of various layers in the LLM, knowledge-circuits,
other probing methods, etc. to help characterize in
a systematic way, which words and phrases may
end up falling in either bucket. They may also fo-
cus on datasets and fine-tuning strategies to help
alleviate aforementioned issues.

10.3 APO for System Prompts / Agents

Although SPRIG explored optimizing system
prompts in chat-style settings, scalability remains
a challenge - optimizing system prompts required
a predefined corpus and close to 60 hours whereas
Protegi only needed 1̃0 minutes per task. Similarly,
optimizing prompts for several components in an
agentic system in a concurrent fashion poses an
exciting direction for future research.

10.4 Multimodal APO

Recently, textual prompt optimization has ex-
panded to multimodal domains: text-to-image (Liu
et al., 2024b; Mañas et al., 2024; Liu et al., 2024d),
text-to-video (Ji et al., 2024), text-to-audio (Huang
et al., 2023), and text-image alignment models like
CLIP (Du et al., 2024; Mirza et al., 2024). Be-
yond textual prompts, Huang et al. (2023) explore
optimizing multimodal inputs, such as images, to
elicit better responses from large multimodal mod-
els. However, the interplay between modalities in
prompt optimization remains underexplored. Fu-
ture research could develop APO frameworks to
jointly optimize multimodal prompts (eg - remove
background noise from audio, add visual markers
to videos, etc.) to fully leverage their synergies.

11 Conclusion
In this paper, we provide a comprehensive fine-
grained review of existing APO techniques and
identified key areas for future growth. It is our aim
to spur future research spawning from our survey.

12 Limitations
While we attempted to cover all qualifying papers,
it is possible that we may have unintentionally
missed out on some relevant papers. We also men-
tion some of the papers that were excluded in this
survey with specific reasons in section A.2. Also,
we realize that fitting varied research works into a
single unifying framework might risk broad catego-

rizations for some papers, or skipping some char-
acteristics for others (e.g. Tempera (Zhang et al.,
2022) consists of both RL-based and word/phrase-
level editing techniques, applied to both instruc-
tions and exemplars). In such cases, we categorize
a paper based on its most salient features. Another
challenge is that when presenting a survey paper
under 8 pages, we had to make tradeoffs and only
retain content in the main body that was deemed
most necessary. This resulted in having to relegate
a core contribution (Tables 2,3,4) which contained
a rigorous comparison of all the surveyed papers
into the appendix. We have attempted our best
to strike the right balance between specificity and
brevity to present a novel framework. We also pro-
vide copious references to interested researchers
for further reading.
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A Appendix

A.1 Notation

We now define the notation of key terms and expressions used throughout the paper.

1. T = Task type, I= Task instruction, E = (xi, yi)ei=1 Few shot demonstrations in the prompt, τ=
Template delimiters, z = CoT recipe for a task-instance, zi ∈ Ii

2. Mtask target model, MAPO APO system

3. ρ = concat([s1, s2, . . . , sm]) = concat(I, τ, E) Prompt composed of m sentences, which comprise
of Instruction, template delimiters and few-shot demonstrations.

4. D = {(xi, yi)}mi=1 collection of m input-output pairs. Dval is the validation set used to validate
prompt performance, Dtrain is the training set used to finetune the language model(Reprompting).

5. {f1, f2, . . .} ∈ F metric function upon which to evaluate task-prompt performance

6. r : S ×A→ R= reward model score, where S is the state-space and A is the action-space

7. |V | = length of vocabulary

8. ϕ : S ∈ V∗ → Rd embedding function which takes in a sentence generated as a finite sequence of
tokens belonging to a vocabulary V , and generating a floating point array representation of dimension
d

9. ρ∗ = argmaxρ∈V∗EDval
[fi(ρ)] The best performing prompt based on the metric score on validation

set

10. k = number of candidates for top-k search, B = Beam width for beam search, N = number of
iterations for search

11. C = number of experts in a Mixture of Experts approach (Wang et al., 2025), µci= cluster centroid of
cluster ci.

12. LLMtarget= target model which will be used for inference, LLMrewriter= rewriter model which
will be used for rewriter, LLMevaluator= evaluator model which provides the LLM feedback to
prompts / responses or both

13. λ with subscripts to denote different latency types: λt = Total training cost/latency, including all
offline costs for data collection, preprocessing, and model fine-tuning, λi = per-example inference
latency, λm = MLM inference latency per-example

A.2 Excluded works

FedBPT (Sun et al., 2024b) used federated learning to update soft prompts and not discrete tokens.
Deliberate-then-generate (Li et al., 2023a) randomly sampled arbitrary noisy inference and prompted
the task LLM to deliberate on the wrong inference, while Reflexion (Shinn et al., 2023) agents maintain
an episodic buffer of past deliberations. Neither method optimizes the input prompt. AutoPrompt (Shin
et al., 2020) required gradient access to the task LLM and therefore doesn’t remain blackbox.
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A.3 UCB based selection algorithm

Algorithm 2 Select(·) with UCB Bandits

Require: n prompts ρ1, ..., ρn, dataset Dval, T time steps, metric function m
1: Initialize: Nt(ρi)← 0 for all i = 1, . . . , n
2: Initialize: Qt(ρi)← 0 for all i = 1, . . . , n
3: for t = 1, . . . , T do
4: Sample uniformly Dsample ⊂ Dval

5: ρi ← argmaxρ

{
Qt(ρ)
Nt(ρi)

+ c
√

log t
Nt(ρ)

}

6: Observe reward ri,t = m(ρi,Dsample)
7: Nt(ρi)← Nt(ρi) + |Dsample|
8: Qt(ρi)← Qt(ρi) + ri,t

9: return SelectTopb(QT /NT )

B Comparison of different approaches + Tasks

B.1 Comparison

Below we offer a comprehensive comparison of all the surveyed methods against our framework, covering
the following aspects

1. Seed instructions

2. Inference evaluation

3. Candidate generation

4. Search+filter strategy

5. Iteration depth

6. Optimization time complexity

7. Prompt generation model

8. Target models
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B.2 Taxonomy comparison

Below we compare the various design choices in each part of our taxonomy on various attributes.
Table 5: Seed Instructions

Design Choice Ease of Initialization Ease of System Design Prompt Quality + Inter-
pretability

Manual Instructions Low High High
Instruction Induction via LLMs High Medium Medium

Table 6: Inference Evaluation and Feedback

Design Choice Ease of Implementation Adaptability Interpretability

Task Accuracy High Medium Medium
Reward Model Scores Low High Medium
Entropy Based Low Medium Low
LLM Feedback Medium High High

Table 7: Candidate Prompt Generation

Design Choice Ease of Implementation Versatility (Adaptable +
Robustness)

Interpretability of Final
Prompt

Monte Carlo Sampling Medium High High
Genetic Algorithm Medium Medium Low
Vocabulary Pruning Medium Low Low
Trained NN: RL Low Medium Medium
Trained NN: LLM Finetuning Low High High
Trained NN: GANs Low Low Medium
Metaprompt Design Medium Low High
Single Prompt Expansion Medium Medium High
Mixture of Experts Medium Medium High
Ensemble Methods Medium Medium Medium
Program Synthesis Medium High High

Table 8: Filter and Retain Promising Candidates

Design Choice Ease of Implementation Resource Usage Performance

TopK Greedy Search High Medium Medium
Upper Confidence Bound + Variants Medium High High
Region-Based Joint-Search Medium Medium High
Meta-Heuristic Ensemble Low High Medium

Table 9: Iteration Depth

Design Choice Ease of Use Performance

Fixed High High
Variable Medium High

B.3 Evaluation tasks and datasets

Below we describe the different datasets and tasks that each method was evaluated on.
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SNo. Paper Tasks
1 GPS (Xu et al., 2022) 10 unseen tasks from the T0 benchmark, which span:

1. Natural Language Inference: ANLI R1, R2, R3, CB, RTE (Nie et al., 2019; Dagan et al.,
2005).
2. Coreference Resolution: WSC, Winogrande.(Levesque et al., 2011)
3. Sentence Completion: COPA(Roemmele et al., 2011) , HellaSwag (Zellers et al., 2019).
4. Word Sense Disambiguation: WiC (Pilehvar and Camacho-Collados, 2019).

2 GRIPS (Prasad et al., 2023) 8 classification tasks from NaturalInstructions (Mishra et al., 2021)
3 Instruction induction (Honovich et al., 2022) 1. Spelling, 2. Syntax, 3. Morpho-syntax, 4. Lexical semantics,

5. Phonetics, 6. Knowledge, 7. Semantics, 8. Style
4 RLPrompt (Deng et al., 2022) 1. Classification

2. Text-style transfer
5 TEMPERA (Zhang et al., 2022) Classification
6 AELP (Hsieh et al., 2024) Big Bench Hard (Suzgun et al., 2023)
7 APE (Zhou et al., 2022) 1. 24 Instruction induction tasks (Honovich et al., 2022) 2. 21 BIG Bench Hard tasks (Suzgun

et al., 2023)
8 AutoHint (Sun et al., 2023) BIG-Bench Instruction Induction (Epistemic Reasoning, Logical Fallacy Detection, Implica-

tures, Hyperbaton, Causal Judgment, Winowhy) (Zhou et al., 2022)
9 BDPL (Diao et al., 2022) 1. MNLI (Williams et al., 2017), 2. QQP (Cer et al., 2017), 3. SST-2 (Socher et al., 2013), 4.

MRPC (Dolan and Brockett, 2005), 5. CoLA (Warstadt et al., 2018), 6. QNLI (Rajpurkar et al.,
2016), 7. RTE (Dagan et al., 2005), 8. CitationIntent (Jurgens et al., 2018), 9. SciERC (Luan
et al., 2018), 10. RCT (Dernoncourt and Lee, 2017), 11. HyperPartisan (Kiesel et al., 2019)

10 Boosted Prompting (Pitis et al., 2023) GSM8K (Cobbe et al., 2021) and AQuA (Garcia et al., 2020)
11 BPO (Cheng et al., 2024) Generation: Dolly Eval (Conover et al., 2023), Vicuna Eval (Chiang et al., 2023), Self-Instruct

Eval (Wang et al., 2022b)
12 CLAPS (Zhou et al., 2023)
13 Directional-stimulus (Li et al., 2023d) MultiWOZ (Budzianowski et al., 2018)
14 DLN (Sordoni et al., 2023) 1. Mpqa Sentiment analysis (Lu et al., 2021)

2. Trec Question type classification (Lu et al., 2021)
3. Subj Determine whether a sentence is subjective or objective (Lu et al., 2021)
4. Leopard (Bansal et al., 2019)- Disaster Determine whether a sentence is relevant to a disaster.
5. Leopard (Bansal et al., 2019)- Airline Airline tweet sentiment analysis.
6. BBH (Suzgun et al., 2023)- (Hyper, Nav, Date, Logic datasets)

15 DSP (Khattab et al., 2022) 1. open-domain question answering (Open-SQuAD) (Lee et al., 2019)
2. multi-hop question answering (HotPotQA) (Yang et al., 2018)
3. conversational question answering (QReCC) (Anantha et al., 2020)

16 DSPy (Khattab et al., 2024)
17 GATE (Joko et al., 2024) LAPS (Joko et al., 2024) (1. Content Recommendation (user likes to read a given held-out

article or not) 2. Moral Reasoning, 3. Email Verification)
18 GPO (Li et al., 2023c) 1. Sentiment analysis - Yelp (Zhang et al., 2015), Flipkart (Vaghani and Thummar, 2023),

IMDB (Maas et al., 2011), Amazon (Zhang et al., 2015)
2. NLI - MNLI (Williams et al., 2017), ANLI (Nie et al., 2019) 3.Entailment - RTE (Dagan
et al., 2005), 4. CommonsenseQA - SocialIQA (Sap et al., 2019)
5. Multi-turn dialog - DSTC7 (Gunasekara et al., 2019), Ubuntu Dialog (Lowe et al., 2015),
MuTual (Cui et al., 2020)
6. NumericalQA - DROP (Dua et al., 2019)

19 PACE (Dong et al., 2024b) BBH (Suzgun et al., 2023), instruction induction tasks (24 tasks) (Honovich et al., 2022) and
translation tasks (en-de, en-es, en-fr)

20 PREFER (Zhang et al., 2024a) 1. NLI tasks including SNLI (Bowman et al., 2015), MNLI (Williams et al., 2017), QNLI
(Rajpurkar et al., 2016), RTE (Dagan et al., 2005)
2. Classification: Ethos (Mollas et al., 2020), liar (Wang, 2017), ArSarcasm (Farha and Magdy,
2020a)

21 Promptagent (Wang et al., 2024a) 1. BigBenchHard (BBH) (Suzgun et al., 2023) - 6 BBH tasks that emphasize a blend of domain
knowledge
2. Biomedical - Disease NER (NCBI) (Doğan et al., 2014), MedQA (Jin et al., 2020), Bio
similar sentences (Sogancioglu et al., 2017)
3. 2 classification - TREC (Voorhees and Tice, 2000) + Subj. (Pang and Lee, 2004) 1 NLI(CB)
(de Marneffe et al., 2019)

22 Promptboosting (Hou et al., 2023) Text Classification
23 Promptbreeder (Fernando et al., 2023) 1. Arithmetic Reasoning: Benchmarks: GSM8K (Cobbe et al., 2021), MultiArith (Roy and

Roth, 2016), AddSub (Hosseini et al., 2014),
SVAMP (Patel et al., 2021), SingleEq (Koncel-Kedziorski et al., 2015), AQuA-RAT (Ling et al.,
2017).
2. Commonsense Reasoning: Benchmarks: CommonSenseQA (CSQA) (Talmor et al., 2019),
StrategyQA (SQA) (Geva et al., 2021).
3. Hate Speech Classification: Dataset: ETHOS (Mollas et al., 2020).
4. Instruction Induction (Honovich et al., 2022): Tasks: 24 datasets spanning
sentence similarity, style transfer, sentiment analysis, and more

Table 10: Tasks covered in the different papers
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SNo. Paper Tasks
24 ProTeGi (Pryzant et al., 2023) Jailbreak (Pryzant et al., 2023), Liar (Wang, 2017), Sarcasm (Farha and Magdy, 2020b), Ethos

(Mollas et al., 2020)
25 Random separators (Lu et al., 2024) 1. SST-2, SST-5,(Socher et al., 2013) 3. DBPedia (Zhang et al., 2015), 4. MR (Pang and Lee,

2005), 5. CR (Hu and Liu, 2004), 6. MPQA (Wiebe et al., 2005), 7. Subj (Pang and Lee, 2004),
8. TREC (Voorhees and Tice, 2000), 9. AGNews (Zhang et al., 2015)

26 ABO (Yang et al., 2024b) BigBenchHard tasks (Suzgun et al., 2023): Object Counting, Navigate, Snarks, Question
Selection

27 Adv-ICL (Long et al., 2024) Summarization (XSUM (Narayan et al., 2018), CNN/Daily Mail (Nallapati et al., 2016)),
Data-to-Text (WebNLG (Gardent et al., 2017), E2E NLG (Novikova et al., 2017)), Translation
(LIRO (Dumitrescu et al., 2021), TED Talks (Qi et al., 2018)), Classification (YELP-5 (Zhang
et al., 2015), WSC (Levesque et al., 2011)), Reasoning (GSM8k (Cobbe et al., 2021), SVAMP
(Patel et al., 2021))

28 AMPO (Yang et al., 2024d) Text classification task TREC (Voorhees and Tice, 2000),
sentiment classification task SST-5 (Socher et al., 2013),
largescale reading comprehension task RACE (Lai et al., 2017),
medical question-answering tasks MedQA (Jin et al., 2020) and MedMCQA (Pal et al., 2022)

29 APEER (Jin et al., 2024) Passage reranking
30 APOHF (Lin et al., 2024) 1. User instruction optimization using tasks from Instructzero, 2. Text-to-image , 3. Response

optimization
31 BATPrompt (Shi et al., 2024) 1. Language understanding, 2. Text summarization, 3. Text simplification
32 COPLE (Zhan et al., 2024) GLUE - SST2 (Socher et al., 2013), COLA (Warstadt et al., 2018), MNLI (Williams et al.,

2017), QNLI (Rajpurkar et al., 2016), RTE (Dagan et al., 2005), MRPC (Dolan and Brockett,
2005), QQP (Cer et al., 2017) MMLU (Hendrycks et al., 2020) - STEM, Humanities, Social
Sciences and Other

33 CRISPO (He et al., 2025) Summarization, QA
34 DAPO (Yang et al., 2024c) 1. Sentiment classification, 2. topic classification, 3. News, 4. TREC (Voorhees and Tice,

2000), 5. subjectivity classification (Pang and Lee, 2004), 6. Logic Five, 7. Hyperbaton, 8.
Disambiguation, 9. Salient, 10.Translation

35 DRPO (Amini et al., 2024) Alignment benchmark
36 EVOPROMPT (Guo et al., 2024) 1. Language Understanding: Sentiment classification (e.g., SST-2, SST-5, CR, MR (Socher

et al., 2013; Hu and Liu, 2004; Pang and Lee, 2005)), 2. Topic classification (e.g., AGNews
(Zhang et al., 2015), TREC (Voorhees and Tice, 2000)), Subjectivity classification (Subj (Pang
and Lee, 2004)). 3. Language Generation: Summarization (SAMSum (Gliwa et al., 2019)).
Simplification (ASSET (Alva-Manchego et al., 2020)). 4. Reasoning (BIG-Bench Hard Tasks)
(Suzgun et al., 2023): Multi-step reasoning tasks from BBH, such as logical deduction, causal
judgment, and object tracking.

37 FIPO (Lu et al., 2025) 1. Generation: GSM8K (Cobbe et al., 2021), BBH (Suzgun et al., 2023) 2. Multiple Choice:
PiQA (Bisk et al., 2019), CosmosQA (Huang et al., 2019), MMLU (Hendrycks et al., 2020)

38 LMEA (Liu et al., 2023) Traveling Salesman Problems (TSPs)
39 MIPRO (Opsahl-Ong et al., 2024) 1. Question Answering (HotPotQA)(Yang et al., 2018) 2. Classification (Iris (Fisher, 1936),

Heart Disease (Detrano et al., 1989)) 3. Entailment (ScoNe) (She et al., 2023) 4. Multi-hop
Fact Extraction and Claim Verification (HoVer) (Jiang et al., 2020)

40 MOP (Wang et al., 2025) 50 tasks comprising of Instruction Induction (Honovich et al., 2022), Super Natural Instructions
(Mishra et al., 2021), BBH (Suzgun et al., 2023)

41 MORL-Prompt (Jafari et al., 2024) 1. Unsupervised Text Style Transfer: Shakespearean data (Xu et al., 2012) 2. Supervised
Machine Translation: iwslt2017 (Cettolo et al., 2017)

42 OIRL (Sun et al., 2024a) Arithmetic reasoning: GSM8K (Cobbe et al., 2021), MAWPS, SVAMP (Patel et al., 2021)
43 OPRO (Yang et al., 2024a) GSM8K (Cobbe et al., 2021), BBH (23 tasks) (Suzgun et al., 2023), MultiArith (Roy and Roth,

2016), AQuA (Garcia et al., 2020)
44 PE2 (Ye et al., 2024) 1. MultiArith and GSM8K for math reasoning (Cobbe et al., 2021),

2. Instruction Induction (Honovich et al., 2022),
3. BIG-bench Hard for challenging LLM tasks (Suzgun et al., 2023)
4. Counterfactual Evaluation
5. Production Prompt

45 PIN (Choi et al., 2024) 1. Classification: SST-2 and etc (Socher et al., 2013)
2. Unsupervised Text Style transfer: Yelp (Zhang et al., 2015)
3.Textual Inversion From Images: MSCOCO (Lin et al., 2014), LAION (Schuhmann et al.,
2022)

46 PLUM (Pan et al., 2024) Natural-Instructions datasets v2.6 (Mishra et al., 2021)
47 PRewrite (Kong et al., 2024) 1. Classification: AG News (Zhang et al., 2015), SST-2 (Socher et al., 2013)

2. Question answering: NQ (Kwiatkowski et al., 2019)
3. Arithmetic reasoning: GSM8K (Cobbe et al., 2021)

48 PROMPTWIZARD (Agarwal et al., 2024) 1. BIG-Bench Instruction Induction (BBII) (Honovich et al., 2022)
2. GSM8k (Cobbe et al., 2021), AQUARAT (Ling et al., 2017), and SVAMP (Patel et al., 2021)
3. BIG-Bench Hard (BBH) (Suzgun et al., 2023)
4. MMLU (Hendrycks et al., 2020), Ethos (Mollas et al., 2020), PubMedQA (Jin et al., 2019),
MedQA (Jin et al., 2020)

49 PROMST (Chen et al., 2024) 11 multistep tasks: 1. Webarena, 2. Alfworld (Shridhar et al., 2020), 3. Scienceworld (Wang
et al., 2022a), 4. BoxNet1 (Nezhadarya et al., 2019), 5. BoxNet2,
6. BoxLift, 7. Warehouse, 8. Gridworld 1, 9. Gridworld 2, 10. Blocksworld, 11. Logistics

50 Reprompting (Xu et al., 2024) BBH (Suzgun et al., 2023), GSM8K (Cobbe et al., 2021), MATH (Hendrycks et al.)

Table 11: Tasks covered in the different papers
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SNo. Paper Tasks
51 SAMMO (Schnabel and Neville, 2024) 1. BigBench zero-shot classification tasks (Srivastava et al., 2022)

2. GeoQuery (Zelle and Mooney, 1996), SMCalFlow (Andreas et al., 2020), Overnight (Wang
et al., 2015) 3. Super-NaturalInstructions (Mishra et al., 2021)

52 SCULPT (Kumar et al., 2024) BBH (23 tasks) (Suzgun et al., 2023), RAI (Kumar et al., 2024)
53 SOS (Sinha et al., 2024) 1. Sentiment Analysis 2. Orthography Analysis, 3. Taxonomy of Animals, 4. Disambiguation

QA, 5. Logical Five, 6. Color Reasoning
54 SPRIG (Zhang et al., 2024b) 1. Reasoning: Tasks requiring multi-step logic or causal reasoning.

2. Math: Arithmetic and logical deduction problems.
3. Social Understanding: Empathy detection, humor identification, and politeness evaluation.
4. Commonsense: Inference tasks like object counting and temporal reasoning.
5. Faithfulness: Ensuring generated outputs align with input data.
6. Knowledge: Open-domain QA and knowledge recall tasks.
7. Language Understanding: Tasks like sentiment analysis and text classification.
8. Popular benchmarks include MMLU (Hendrycks et al., 2020), BBH (Suzgun et al., 2023),
TruthfulQA (Lin et al., 2022), XCOPA (Ponti et al., 2020), SocKET (Choi et al., 2023), and
others, covering 47 task types across multiple languages and domains.

55 StraGo (Wu et al., 2024) BBH (Suzgun et al., 2023)(five challenging tasks within Big-Bench Hard) 2. SST-5 (Socher
et al., 2013)(fine-grained sentiment classification) 3. TREC (Voorhees and Tice, 2000)(question-
type classification). 4. MedQA (Jin et al., 2020),MedMCQA (Pal et al., 2022) (medical-domain
QA) 5. Personalized Intent Query (an internal industrial scenario)

56 TextGrad (Yuksekgonul et al., 2024) LeetCode Hard (Shinn et al., 2024), Google-proof QA (Rein et al., 2023), MMLU (Hendrycks
et al., 2020) (Machine Learning, College Physics), BBH (Suzgun et al., 2023) (Object Count-
ing, Word Sorting), GSM8k (Cobbe et al., 2021), DOCKSTRING (Garc’ia-Orteg’on et al.,
2021)(molecule evaluation)

57 UNIPROMPT (Juneja et al., 2024) (1) Ethos (Mollas et al., 2020), (2) ARC (Clark et al., 2018) , (3) MedQA (Jin et al., 2020), (4)
GSM8K (Cobbe et al., 2021) and (5) one real-world task: Search Query Intent (Juneja et al.,
2024)

Table 12: Tasks covered in the different papers
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C Prompt examples

C.1 Instruction Induction

Below is the original instruction induction prompt used by Honovich et al. (2023)

{{# system ∼ }}
You are a helpful assistant
{{∼ / system }}
{{# user ∼}}
I gave a friend an instruction and [[n_demo]] inputs. The friend read the instruction and wrote an
output for every one of the inputs. Here are the input - output pairs:
{{ demos }}
What was the instruction ? It has to be less than {{ max_tokens }} tokens .
{{∼ / user }}
{{# assistant ∼}}
The instruction was {{gen ’instruction ’ [[ GENERATION_CONFIG ]]}}
{{∼ / assistant }}

C.2 Metaprompt design example

Below is the metaprompt used in OPRO (Yang et al., 2024a)

I have some texts along with their corresponding scores. The texts are arranged in ascending order
based on their scores, where higher scores indicate better quality. text:
Let’s figure it out!
score: 61
text: Let’s solve the problem.
score: 63
(. . . more instructions and scores . . . )
The following exemplars show how to apply your text:
you replace in each input with your text, then read the input and give an output. We say your output
is wrong if your output is different from the given output, and we say your output is correct if they
are the same.
input: Q: Alannah, Beatrix, and Queen are preparing for the new school year and have been given
books by their parents. Alannah has 20 more books than Beatrix. Queen has 1/5 times more books
than Alannah. If Beatrix has 30 books, how many books do the three have together?
A: output: 140
(. . . more exemplars . . . )
Write your new text that is different from the old ones and has a score as high as possible. Write the
text in square brackets

C.3 LLM Feedback prompts
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